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ABSTRACT

With the rapid development of Deep Learning, deep predictive
models have been widely applied to improve Software Engineer-
ing tasks, such as defect prediction and issue classification, and
have achieved remarkable success. They are mostly trained in a
supervised manner, which heavily relies on high-quality datasets.
Unfortunately, due to the nature and source of software engineering
data, the real-world datasets often suffer from the issues of sample
mislabelling and class imbalance, thus undermining the effective-
ness of deep predictive models in practice. This problem has become
a major obstacle for deep learning-based Software Engineering.

In this paper, we propose RobustTrainer, the first approach to
learning deep predictive models on raw training datasets where the
mislabelled samples and the imbalanced classes coexist. Robust-
Trainer consists of a two-stage training scheme, where the first
learns feature representations robust to sample mislabelling and
the second builds a classifier robust to class imbalance based on the
learned representations in the first stage. We apply RobustTrainer
to two popular Software Engineering tasks, i.e., Bug Report Classi-
fication and Software Defect Prediction. Evaluation results show
that RobustTrainer effectively tackles the mislabelling and class
imbalance issues and produces significantly better deep predictive
models compared to the other six comparison approaches.
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• Software and its engineering→ Software development tech-

niques.
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1 INTRODUCTION

With the success of Deep Learning (DL), various DL-based pre-
dictive models have been developed in Software Engineering (SE)
tasks to improve the efficiency of development processes and soft-
ware quality. Common applications include defect prediction [51],
bug report management [20], API issue classification [34] and code
smell detection [38]. In general, a deep predictive model is usually
∗Corresponding author.

learned from a dataset of a particular task and then used to provide
outcomes for the instances in this task, e.g., to decide whether a
software module is defective or not. As a recent survey [62] shows,
the number of publications in top-tier venues on deep predictive
models in software engineering has stayed at a high level for the
past few years.

Despite this success, there are still challenges to overcome in
developing deep predictivemodels. Onemajor challenge is to collect
high-quality datasets for learning the deep predictive models. Like
traditional DL models, the performance of deep predictive models
also depends heavily on the quality of datasets learned [23, 37,
54, 62]. However, in contrast to the standard DL tasks where a
good training dataset is available (e.g., ImageNet [11]), collecting
large-scale, high-quality datasets can be challenging for SE tasks.

The difficulties of collecting datasets for learning deep predictive
models in SE tasks are mainly two folds. First, it is difficult to obtain
a large pool of samples having precise labels due to the source of
SE data. Most large-scale data collection techniques rely on web
data such as GitHub and Stack Overflow that are labelled by user
tags [24, 61]. They unavoidably result in mislabelled samples that
are incorrectly labelled in the collected datasets [21, 50, 60]. For
example, Herzig et al. [21] manually inspected over 7, 000 issue
reports collected from the online issue tracking systems and found
that more than 40% issues are inaccurately labelled. Manually clean-
ing every sample can reliably improve the label quality, but it is
expensive and time-consuming, especially for large-scale datasets.
Second, it is difficult to collect balanced datasets in which each
class is represented equally due to the nature of SE data. In most
SE tasks, the data naturally exhibit an imbalanced class distribu-
tion [23], where a small portion of classes have massive samples,
but the others are associated with only a few samples. For exam-
ple, in the defect prediction scenario, the defective cases are less
likely to happen than the non-defective cases; thus, the collected
datasets typically contain much more non-defective modules than
the defective ones [46, 47]. Furthermore, due to the nature of SE
tasks, collecting more samples for the minority classes (e.g., defects)
inevitably introduce significantly more samples of the majority
classes (e.g., non-defects). Motivated by the above two challenges
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of constructing high-quality training datasets, it is essential to de-
velop a robust learning algorithm for deep predictive models to
accommodate the mislabelled samples and the imbalanced classes.

Currently, there are approaches being proposed to addressing
the dataset quality issue. However, all these approaches just study
one of the two problems of sample mislabelling and class imbal-
ance, thus limiting their effectiveness in real-world applications.
Particularly, the SE community mainly focuses on addressing the
mislabelling issue regarding the defect prediction task and proposed
methods to detect mislabelled samples by examining the neighbour
information of the samples [15, 27, 48]. These techniques are de-
signed specific to the task and cannot be directly applied to other do-
mains of samples (e.g., text samples). More recently, there have been
several approaches proposed by the AI community [16, 30, 45, 64]
to identifying mislabelled samples based on the training dynamics
of deep predictive models. In particular, these approaches assume
that the samples with small training losses are more likely to have
clean labels. However, this assumption fails to generalise to class-
imbalanced datasets, because the models trained on imbalanced
datasets would be skewed towards the majority class, making both
clean and mislabelled samples of the minority class have large train-
ing losses [23, 25]. To address the class imbalance problem, existing
approaches mainly focus on re-sampling the training dataset to
achieve a more balanced class distribution [7, 17, 44], or design-
ing robust loss functions by considering the class distribution of
the training dataset [5, 10]. However, most of these approaches
ignore the impact of the mislabelled samples, and thereby their
performance would degrade drastically in the presence of the mis-
labelled samples [57]. Therefore, for deep learning from SE dataset
where mislabelling and class imbalance coexist, a more general and
practical learning approach is urgently needed.

In this paper, we propose RobustTrainer, a robust learning
approach to effectively train deep predictive models on datasets that
are not only class imbalanced but also in the presence of mislabelled
samples. The key insight of RobustTrainer is that the mislabelled
samples and the class imbalance have different impacts on deep
predictive models. That is, the mislabelled samples mainly damage
the feature representations learned in the deep predictive models
while less affecting the classifier part of the models [65], but, in
contrast, the class imbalance mainly influences the performance
of the classifier part in the deep predictive models while has less
impact on the learned feature representations of the models [25].
Based on this insight, we propose a two-stage learning framework
for RobustTrainer consisting of (1) a Representation Learning

stage that focuses on learning feature representations robust to
the mislabelled samples, and (2) a Classifier Learning stage that
aims to build a balanced classifier upon the features learned in the
representation learning stage. For the two issues of mislabelling and
class imbalance, RobustTrainer differs from existing approaches
that leverage a single element in the deep predictive model, e.g.,
the loss values or the loss functions, to resolve one issue but would
be adversely affected by the other. In each stage, it aims to solve
one issue by exploiting a unique element that will not be affected
by the other issue. More importantly, the second stage builds on
the results of the first stage, thus ensuring that the final predictive
model solves both issues together.

To evaluate the performance of RobustTrainer, we conduct an
empirical study based on two SE tasks, i.e., Bug Report Classifica-
tion (BRC) and Software Defect Prediction (SDP), where the deep
predictive models are popularly used [62]. As the datasets used
are collected from the real world, they all have mislabelling and
class imbalance issues. Our experimental results demonstrate that
RobustTrainer is able to effectively and efficiently learn deep pre-
dictive models against both the mislabelling and the class imbalance.
Specifically, the models learned by RobustTrainer significantly
outperform the ones learned by all the six comparison approaches in
terms of all the four performance metrics of F-measure, G-measure,
MCC, and AUC. We further investigate the contribution of each
component in RobustTrainer, and the results demonstrate that
all the components make contributions.

To sum up, this paper makes the following major contributions:
• Problem. We propose a research problem that sample mis-

labelling and class imbalance are coexisting in SE datasets
and need to be treated together.

• Approach. We present RobustTrainer, a novel learning
approach to learning robust deep predictive models against
both the mislabelling and the class imbalance.

• Evaluation.We extensively evaluate RobustTrainer us-
ing real-world datasets of two popular SE tasks. Experimen-
tal results demonstrate that RobustTrainer effectively and
efficiently learns deep predictive models and outperforms
the other approaches in comparison.

• Artifact.We have released our code as well as all the ex-
perimental data to fuel future studies. 1

2 PRELIMINARY

2.1 Deep Predictive Model

We target deep predictive models that perform the classification
tasks, such as the ones in the defect prediction task used to decide
whether a software module is defective or not. Formally, let us
consider a task with 𝐶 classes. Let X denote the space of instances
in the task, and Y denote the space of the 𝐶 classes. A predictive
model F for this task is a function F : X → Y that takes a
instance 𝑥 ∈ X as input and outputs a predicted label 𝑦 ∈ Y for 𝑥 .
In particular, we mainly consider a Deep Neural Network (DNN)
model as the function F in this work.
Learning Deep Predictive Model. To learn a deep predictive
model F for a particular task, the first step is to collect a training
datasetDtrain = {(𝑥𝑖 , 𝑦𝑖 )}𝑁𝑖=1 from the joint distribution overX×Y
of the task, where 𝑥𝑖 ∈ X is an instance and𝑦𝑖 ∈ Y is the class label
assigned to it. For example, to construct a training datasetDtrain for
the defect prediction task, one can collect the software metrics of
software modules as the instances and label every instance based on
whether its corresponding module is defective or not. Then, based
on the training datasetDtrain, a model F is learned via minimising
the empirical risk RL (F ) under a loss function L,

RL (𝑓 ) =
1

|Dtrain |
∑︁

(𝑥,𝑦) ∈Dtrain

L (F (𝑥) , 𝑦) (1)

1Our code and experimental data are available at https://github.com/RobustTrainer/
RobustTrainer

https://github.com/RobustTrainer/RobustTrainer
https://github.com/RobustTrainer/RobustTrainer
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Figure 1: The pipeline of RobustTrainer.
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Figure 2: The model architecture of RobustTrainer.

In general, the cross-entropy (CE) loss is usually adopted as the
loss function L for classification. Note that there also are other
manners to learning F like unsupervised learning [22]. In this work,
we mainly consider supervised learning described in Equation 1
due to its effectiveness and representativeness.

2.2 Challenges for Dataset Construction

From the discussion above, we can see that an important requisite
for learning a deep predictive model F is a training dataset Dtrain.
However, it is non-trivial to construct a high-quality dataset Dtrain
for F in SE tasks. As we discussed in Section 1, there are two
inherent problems for SE data that can damage the usability of the
datasets, i.e., the mislabelled samples and the class imbalance.
Mislabelled Samples. Most data collection techniques rely on
web data (e.g., GitHub and Stack Overflow) to construct the train-
ing datasets [24, 61]. However, web data can be easily incorrectly
labelled, leading to mislabelled samples in the collected training
datasets [21, 50, 60]. More specially, in this work, we refer to these
samples whose labels are corrupted as the mislabelled samples, e.g.,
issue reports that describe defects but are not classified as such.

Definition 1 (Mislabelled Sample.). A sample 𝑥𝑖 is a misla-
belled sample when its assigned label 𝑦𝑖 does not match the ground-
truth label 𝑦∗

𝑖
, i.e., 𝑦𝑖 ≠ 𝑦∗

𝑖
.

Class Imbalance. Most datasets of SE tasks typically show an
imbalanced class distribution [23], where a small portion of classes
have massive samples but the others are associated with only a
few samples. For example, the datasets of the defect prediction task
typically contain much more non-defective samples than defective
ones due to the nature of software programs [46, 47]. Formally, we
define a class imbalanced dataset as follows:

Definition 2 (Class Imbalance.). A training dataset Dtrain is
class imbalanced when one class contains significantly fewer samples
than the other classes.

2.3 Problem Statement

The training datasetDtrain that suffers from themislabelled samples
and the class imbalance can bias the learning process and damage
the effectiveness of the deep predictive model F [23, 37, 54, 62].

Our problem is thus defined as follows. Given a training dataset
Dtrain in which the mislabelled samples and the class imbalance
coexist, how can we effectively and efficiently learn a robust deep
predictive model F against both the mislabelled samples and the
class imbalance?

3 THE ROBUSTTRAINER FRAMEWORK

In this paper, we propose a novel learning approach, named Robust-
Trainer, to robustly learn deep predictive models in the presence of
both sample mislabelling and class imbalance issues. The novelty of
RobustTrainer lies in a two-stage learning process, in which each
stage tackles one of two issues. The Representation Learning

stage focuses on learning feature representations robust to the mis-
labelled samples, and the Classifier Learning stage aims to build
a balanced classifier upon the representations learned in the repre-
sentation learning stage. This is inspired by the observation that
the mislabelled samples mainly damage the learned representations
in the deep predictive model while the class imbalance mainly affects
the classifier part in the deep predictive model [25, 65]. Therefore,
by employing the two-stage learning process of deep predictive
models, RobustTrainer can effectively alleviate the negative im-
pacts induced by each of the two issues of mislabelling and class
imbalance; and by building the second stage on top of the results of
the first stage, RobustTrainer can obtain better deep predictive
models after the learning process.
Overview. Figure 1 presents the overall pipeline of RobustTrainer.
Given a training dataset Dtrain, the Representation Learning

stage first learns feature representations that are robust to the mis-
labelled samples. Specifically, it performs two steps iteratively: (1)
mislabelled sample detection, which aims to select clean samples
out of mislabelled samples based on the feature representations of
the samples, and (2) robust feature learning, which aims to learn
robust feature presentations by training the model with the selected
clean samples. Such an iterative method fulfils a positive cycle in
which better clean samples will result in better feature representa-
tions, and better feature representations will identify better clean
samples. As such, the representation learning stage can progres-
sively reduce the negative impacts of the mislabelled samples, and
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thus, produce robust feature representations for the deep predictive
models.

After the representation learning stage, with the learned feature
representations, the Classifier Learning stage further trains a
classifier to mitigate the impacts of class imbalance. Specifically, we
adopt class-balanced sampling [25] (one of the imbalanced learning
approaches) in the classifier learning stage to train the classifier
with balanced decision boundaries. Once trained, a predictive model
F that is robust to both the mislabelled samples and the class
imbalance is obtained.
Model Architecture. Figure 2 depicts the overall architecture of
the deep predictive model F in RobustTrainer. To realise the
idea of RobustTrainer, we decompose the architecture of a deep
predictive model F into two components: (1) a feature extractor
G that maps a sample 𝑥𝑖 to a high-dimensional representation 𝑣𝑖 ,
and (2) a classifier head 𝑓 that receives 𝑣𝑖 as an input and outputs
class predictions 𝑝 (𝑥𝑖 ) for 𝑥𝑖 . That is, we view the model F as
F (𝑥𝑖 ) = 𝑓 (G (𝑥𝑖 )). In particular, we treat the function of the
network layers before the logit layer in F as the feature extractor
G, and use the final full-connected layer in F as the classifier head
𝑓 . In addition, we further introduce a projection head 𝑔 that maps
𝑣𝑖 into a low-dimensional representation 𝑧𝑖 to help us identify the
mislabelled samples, in the representation learning stage. Note
that we will discard this projection head 𝑔 after the representation
learning stage finishes.

4 REPRESENTATION LEARNING

In the representation learning stage, we aim to learn feature repre-
sentations that are robust to mislabelled samples. Intuitively, better
feature representations can be obtained as the training dataset
becomes less mislabelled. With this intuition, RobustTrainer pro-
poses to first select clean samples out of the mislabelled samples,
and then use the selected samples to learn feature representations.
In the following subsections, we describe the details of the represen-
tation learning stage, including how to identify mislabelled samples
(mislabelled sample detection, Section 4.1), how to update the net-
works for learning robust representations (robust feature learning,
Section 4.2), and the overall training scheme of the representation
learning stage (Section 4.3).

4.1 Mislabelled Sample Detection

The goal of the mislabelled sample detection is to construct a clean
subset Dclean ⊂ Dtrain that has as less mislabelled samples as
possible. As such, the feature representations learned from Dclean
would be less impacted by the mislabelled samples.

To achieve this goal, the key challenge is to ensure that the
clean samples can be accurately filtered out from mislabelled ones.
One popular criterion to identify the mislabelled samples is the
small-loss trick [16, 45, 64], i.e., the samples with larger training
losses would be more likely to be mislabelled samples. However,
it is known that a deep predictive model learned on the class im-
balanced dataset would favour the majority classes (i.e., classes
have more samples) but hurt the minority classes (i.e., classes have
few samples) [23, 25]. Therefore, it is not trustworthy to use the
small-loss trick to detect mislabelled samples because both clean

and mislabelled samples of minority classes would have large losses
when learning on the class imbalanced dataset.

Instead of relying on training losses for identifying mislabelled
samples, this work distinguishes clean from mislabelled samples by
exploring the feature representations of samples that are proven ro-
bust to class imbalance [25]. The intuition is that samples from the
same class should be intrinsically similar (having similar feature rep-
resentations), while samples mislabelled into the class are generally
not [3]. Therefore, we can decide whether a sample (𝑥𝑖 , 𝑦𝑖 ) ∈ Dtrain
is mislabelled or not by measuring the similarity between the sam-
ple 𝑥𝑖 and the samples belonging to the class𝑦𝑖 . If the sample 𝑥𝑖 has
a high similarity with the samples of class 𝑦𝑖 , then it indicates that
𝑥𝑖 is likely to be correctly labelled. Furthermore, it is worth noting
that representations learned with mislabelled samples are discrimi-
native enough to distinguish clean samples from mislabelled ones,
regardless of their negative impact on the classifiers [37]. Below, we
elaborate on each step of mislabelled sample detection with more
technical details.

4.1.1 Extracting Feature Representation. The first step of misla-
belled sample detection is to generate a feature representation for
each sample (𝑥𝑖 , 𝑦𝑖 ) ∈ Dtrain. A naive approach would directly use
the representations 𝑣 produce by the feature extractor G. How-
ever, the representations 𝑣 are typically high-dimensional, leading
to high computational complexity, especially for the large-scale
dataset. To address this problem, we follow prior work [31, 32] to
adopt a projection head 𝑔 to map the representations 𝑣 into a low-
dimensional space. That is, we generate the feature representation
𝑧𝑖 for a sample 𝑥𝑖 by 𝑧𝑖 = 𝑔 (𝑣𝑖 ) = 𝑔 (G (𝑥𝑖 )). In practice, similar to
previous work [31, 32], we implement the projection head 𝑔 using
a multiple layer perceptron (MLP) with one hidden layer.

4.1.2 Measuring Sample Similarity. After obtaining feature rep-
resentations for the samples in the dataset Dtrain, we determine
whether a sample (𝑥𝑖 , 𝑦𝑖 ) is mislabelled or not by measuring the
similarity between its representation 𝑧𝑖 and other representations
of samples that belong to the class 𝑦𝑖 . To this end, given two
low-dimensional representations 𝑧𝑖 and 𝑧 𝑗 , we first measure their
similarity by calculating the cosine distance between them, i.e.,
𝑑
(
𝑧𝑖 , 𝑧 𝑗

)
= 𝑧𝑇

𝑖
𝑧 𝑗/

(
∥𝑧𝑖 ∥∥𝑧 𝑗 ∥

)
. The rationale for considering the co-

sine distance here is that the cosine distance can better measure
the representation similarity than other distance measurements
(e.g., the Euclidean distance) [18]. Then, the similarity between the
sample 𝑥𝑖 and samples of the class 𝑦𝑖 can be accordingly computed
as

∑
(𝑥 𝑗 ,𝑦 𝑗 )∈Dtrain,𝑦 𝑗=𝑦𝑖

𝑑
(
𝑧𝑖 , 𝑧 𝑗

)
, where 𝑧𝑖 and 𝑧 𝑗 are the represen-

tations of samples 𝑥𝑖 and 𝑥 𝑗 , respectively. However, comparing
the sample (𝑥𝑖 , 𝑦𝑖 ) to each sample of the class 𝑦𝑖 is time expensive,
which is difficult to scale to large-scale training dataset.

To enable the efficient detection of the mislabelled samples, we
instead use a set of class prototypes to represent each class category,
and decide whether the label 𝑦𝑖 of the sample 𝑥𝑖 is mislabelled or
not by comparing its feature 𝑧𝑖 with the class prototypes of class 𝑦𝑖 .
To acquire the class prototypes for a class 𝑐 , we perform 𝑘-means
on the representations of all samples belonging to 𝑐 , and then select
the centroids of the 𝑘 clusters as the class prototypes of the class 𝑐 .
Note that we useZ𝑐 = {𝑧𝑐𝑙 }𝑘𝑙=1 to denote the set of class prototypes
of the class 𝑐 in the following. Furthermore, according to [29], we
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set the value of 𝑘 to be equal to ⌊
√︁
𝜌/2⌋ in this work, where 𝜌 is

the average number of instances per class in the training dataset
Dtrain. With the class prototypes of each class, we can measure the
similarity score between an sample 𝑥𝑖 and its label 𝑦𝑖 by:

score (𝑥𝑖 , 𝑦𝑖 ) =
1
𝑘

∑︁
𝑧𝑦𝑖𝑙 ∈Z𝑦𝑖

𝑧𝑇
𝑖
𝑧𝑦𝑖𝑙

∥𝑧𝑖 ∥∥𝑧𝑦𝑖𝑙 ∥
(2)

Intuitively, a higher value of score (𝑥𝑖 , 𝑦𝑖 ) suggests that the feature
representation 𝑧𝑖 of 𝑥𝑖 has a larger similarity with the class proto-
types of class 𝑦𝑖 , and hence, indicates that 𝑦𝑖 is much more likely
to be a clean label.

4.1.3 Selecting Clean Samples. Based on the similarity scores (Equa-
tion 2) of the training samples, we next identify mislabelled samples
from the training dataset Dtrain for constructing a clean subset
Dclean. One possible approach to detect the mislabelled samples is
to sort all samples of class 𝑐 in increasing order with their similarity
scores (Equation 2). Then, selecting the first𝑚𝑐 samples with low
scores as the mislabelled samples. However, it is non-trivial to find
the optimal threshold𝑚𝑐 to select the mislabelled samples because
this requires estimating the rate of mislabelled samples for class
𝑐 . Inspired by previous work [30, 57], we avoid setting a threshold
𝑚𝑐 to identify mislabelled samples by employing a two-component
Gaussian Mixture Model (GMM) [41]. Intuitively, in one class, clean
samples would have higher similarity scores than mislabelled ones,
and thus a mixture of two Gaussian components can be observed on
the similarity scores [41]. Therefore, we employ a two-component
GMM to model the distribution of the samples’ similarity scores
in a class and treat the samples in the Gaussian component with a
large mean value as the clean ones.

More specifically, we iteratively apply the GMM for each class
𝑐 to select the clean samples for this class. Let D𝑐 = {𝑥𝑖 |𝑦𝑖 = 𝑐}
denote the samples belonging to the class 𝑐 . We fit a two-component
GMM on the representations of samples in D𝑐 to maximise the
log-likelihood value by

max
|D𝑐 |∑︁
𝑖=1

log ©­«
2∑︁
𝑗=1

𝜙 𝑗P
(
𝑠𝑖 |𝑢 𝑗 , 𝜎 𝑗

)ª®¬ (3)

where 𝑠𝑖 = score (𝑥𝑖 , 𝑐) is the similarity score of the example
𝑥𝑖 ∈ D𝑐 computed in Equation 2, 𝑢 𝑗 and 𝜎 𝑗 are the mean and vari-
ance of the 𝑗-th component, and 𝜙 𝑗 denotes the weight of the 𝑗-th
component and

∑2
𝑗=1 𝜙 𝑗 = 1. Once the GMM is trained, we can use

the model to determine whether an sample 𝑥𝑖 ∈ D𝑐 is clean or not.
Without loss of generality, let us assume the means 𝑢1 and 𝑢2 of the
two components in the GMM satisfy𝑢1 > 𝑢2. Then, we flag a sample
𝑥𝑖 ∈ D𝑐 as the clean one if and only if P (𝑠𝑖 |𝑢1, 𝜎1) > P (𝑠𝑖 |𝑢2, 𝜎2),
where P

(
𝑠𝑖 |𝑢 𝑗 , 𝜎 𝑗

)
is the probability that the sample 𝑥𝑖 belong to

the 𝑗-th component in the GMM. That is to say, a sample 𝑥𝑖 ∈ D𝑐

is determined as a clean sample when it belongs to a Gaussian com-
ponent with a larger mean, indicating that 𝑥𝑖 has a high similarity
to the class prototypes of its class label. As such, we can obtain
a clean subset S𝑐 = {𝑥𝑖 |P (𝑠𝑖 |𝑢1, 𝜎1) > P (𝑠𝑖 |𝑢2, 𝜎2) ∧ 𝑥𝑖 ∈ D𝑐 } for
the class 𝑐 , and hence ultimately, the clean datasetDclean is obtained
by Dclean =

⋃𝐶
𝑐=1 S𝑐 .

Remark. Compared to existing mislabel cleaning methods in the SE
community [15, 27, 48] which are specific to the defect prediction

task, the mislabelled sample detection of RobustTrainer is more
general because the detection leverages the feature representations
which can be extracted from all types of samples instead of the
raw samples themselves. Therefore, RobustTrainer is available
for SE tasks beyond the defect prediction task. We demonstrate the
generalisation of RobustTrainer in Section 6.

4.2 Robust Feature Learning

Given the clean dataset Dclean produced by the mislabelled sample
detection, the robust feature learning aims to learn feature represen-
tations using the supervision information of the samples in Dclean.
Using datasetDclean, the learning of feature representations would
rarely be affected by the mislabelled samples, thus improving the
quality of the learned representations. In particular, we design the
following two objectives/losses for learning the representations.
• Prototypical Contrastive Loss. The prototypical contrastive
loss enforces each sample to be pulled towards the prototypes of
its corresponding class and pushed away from prototypes of all
other classes. In this way, we can learn a feature space with the
property of intra-class compactness and inter-class separability,
which is beneficial for both classification and mislabelled sample
detection. Mathematically, the prototypical contrastive loss of a
training sample (𝑥𝑖 , 𝑦𝑖 ) ∈ Dclean is calculated as:

L𝑝𝑐𝑙 (𝑥𝑖 , 𝑦𝑖 ) = −
1
𝑘

∑︁
𝑧𝑦𝑖𝑙 ∈Z𝑦𝑖

log
exp

(
𝑧𝑖 · 𝑧𝑦𝑖𝑙

)
∑𝐶
𝑐=1,𝑐≠𝑦𝑖

∑
𝑧𝑐 𝑗 ∈Z𝑐

exp
(
𝑧𝑖 · 𝑧𝑐 𝑗

)
(4)

where 𝑘 is the number of prototypes per class, 𝑧𝑐 𝑗 denotes the
representation of the 𝑗-th prototype of class 𝑐 , which is obtained
as described in Section 4.1.2. Note that we apply the prototypical
contrastive loss on the representation 𝑧 produced by the projec-
tion head 𝑔 but not the representation 𝑣 generated by the feature
extractor G. This is inspired by the practice of SimCLR [8], which
shows that more information can be formed and maintained in 𝑣

by leveraging the projection head 𝑔.
• Classification Loss. Following the common training strategy for
the classification task, we also employ the cross-entropy loss as the
classification loss to stabilise the convergence and achieve better
representations in RobustTrainer. Formally, the classification loss
of a training sample (𝑥𝑖 , 𝑦𝑖 ) ∈ Dclean is computed by:

L𝑐𝑙 (𝑥𝑖 , 𝑦𝑖 ) = −𝑙𝑜𝑔
(
𝑝𝑦𝑖 (𝑥𝑖 )

)
(5)

where 𝑝𝑦𝑖 (𝑥𝑖 ) is the class probability of 𝑦𝑖 .
By combining the above objectives, the overall training loss is:

L𝑡𝑜𝑡𝑎𝑙 = 𝑤1L𝑐𝑙 +𝑤2L𝑝𝑐𝑙 (6)

where hyper-parameters𝑤1 and𝑤2 are trade-off parameters. For
simplicity, we set𝑤1 = 𝑤2 = 1 in this work and leave the study of
weight optimisation for future work.

4.3 Iterative Representation Learning

Algorithm 1 shows the high-level pseudo-code of the representation
learning stage, aiming at learning robust feature representations
by alternatively performing the mislabelled sample detection (Sec-
tion 4.1) and the robust feature learning (Section 4.2) at each epoch.
The inputs to the algorithm are a training dataset Dtrain which
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Algorithm 1: Iterative Representation Learning

input : training Dataset D̃train = {𝑥𝑖 , 𝑦𝑖 }𝑁𝑖=1; number of
maximum epochs 𝑇 ; number of warm-up epochs 𝑇0;
batch size 𝐵, structure of G, 𝑓 , and 𝑔

1 for 𝑡 ← 1 to 𝑇 do

2 if 𝑡 < 𝑇0 then
3 Dclean ← D̃train ;
4 else

5 Dclean ← ∅ ;
6 for 𝑐 ← 1 to 𝐶 do

7 Select 𝑘 class prototypes {𝑧𝑐𝑙 }𝑘𝑙=1;
8 Compute similarity scores for each 𝑥𝑖 ∈ D𝑐 by

Eq. 2;
9 Fit GMM and select the clean subset S𝑐 ;

10 Dclean ← Dclean
⋃S𝑐 ;

11 end

12 end

13 for 𝑛 ← 1 to |Dclean |
𝐵

do

14 Fetch 𝑛-th mini-batch B from Dclean;
15 Calculate the loss L𝑡𝑜𝑡𝑎𝑙 by Eq. 6;
16 Update G, 𝑓 , and 𝑔 to minimize L𝑡𝑜𝑡𝑎𝑙 ;
17 end

18 end

19 return the feature extractor G and the clean subset D𝑐𝑙𝑒𝑎𝑛

may be mislabelled and may have class imbalance, the number
of maximum (warm-up) epochs 𝑇 (𝑇0), the batch size 𝐵, and the
networks required to be trained including the feature extractor G,
the classifier head 𝑓 , and the projection head 𝑔.

At the beginning, we warm-up the networks for 𝑇0 epochs by
training on the dataset Dtrain using the loss defined in Equation 6.
The rationale is that the feature representations are not available
when the networks have not been trained, and hence, we can
only treat all samples in Dtrain as clean samples (Line 3). Note
that the mislabelled samples can be ignored at the early learning
phase [2, 33]. Therefore, such a warm-up training on Dtrain would
only slightly affect the quality of learned representations. After
that, at each training epoch, we first select clean samples out of
mislabelled samples in Dtrain to construct a clean subset Dclean
(Line 5- 11), and then update the networks by performing mini-
batch gradient descent on the dataset Dclean with the training loss
defined in Equation 6 (Line 13- 17). As such, these two steps benefit
each other, resulting in both better clean subset and better feature
representations. Finally, after the learning stage is finished, this
algorithm returns the trained feature extractor G as well as the
clean subsetDclean selected in the last epoch for training classifiers
in the next classifier learning stage (Line 19).

5 CLASSIFIER LEARNING

With the pre-trained robust representations from the representa-
tion learning stage, the classifier learning stage aims to learn a
classifier robust to the class imbalance. To achieve it, there are two
major challenges to be addressed. The first one is how to construct

the new classifier? To overcome this challenge, we apply a new
classifier head 𝑓 ′ on the top of the pre-trained feature extractor G
produced by the representation learning stage for constructing the
classifier. That is, the new classifier in the classifier learning stage
is 𝑓 ′ ◦ G. Specifically, we use the same structure of the original
classifier head 𝑓 for 𝑓 ′, in order to maintain the architecture of
the target predictive model F . Furthermore, we keep the feature
extractor G fixed during the classifier learning stage; Thus, the
new classifier head 𝑓 ′ can benefit from the robust representations
learned from the representation learning stage. The second chal-
lenge is how to mitigate the influence of class imbalance in training
the new classifier 𝑓 ′. To overcome this challenge, we adopt the
class-balanced sampling [25] to generate the mini-batch B, and
employ the standard cross-entropy loss to optimise the parameters
of the new classifier head 𝑓 ′. In addition, we only use the clean
subset Dclean generated on the representation learning stage to
train the new head 𝑓 ′ to further reduce the threats of mislabelled
samples. Note that other methods on handling the class imbalance,
for example, using class imbalance robust loss functions [5, 35, 36],
can also be applied to train the new classifier head 𝑓 ′. In this work,
wemainly consider the class-balanced sampling due to its simplicity
and effectiveness [25], and leave the exploration of other methods
for future work.
Remark. Directly training deep predictive models via prior imbal-
anced learning approaches (e.g., SMOTE [7]) fails to obtain desirable
classifiers when the training dataset suffers from both the misla-
belled samples and the class imbalance. In contrast, RobustTrainer
builds the classifier learning stage on top of the results of the rep-
resentation learning stage. Hence, the adopted class-balanced sam-
pling method would be less impacted by the mislabelled samples
and thus generate more robust classifiers. We discuss this in more
detail in Section 6.

6 EVALUATION DESIGN

Our evaluation aims to address the following research questions:

• RQ1: Effectiveness of RobustTrainer. How effective
are the predictive models trained via RobustTrainer?

• RQ2: Impact analysis of individual components.

– RQ2a: Impact of mislabelled sample detection.

How does to the mislabelled sample detection impact
the effectiveness of RobustTrainer?

– RQ2b: Impact of robust feature learning. How
does the robust feature learning impact the effective-
ness of RobustTrainer?

– RQ2c: Impact of classifier learning. How does the
classifier learning stage impact the effectiveness of
RobustTrainer?

• RQ3: Efficiency of RobustTrainer. How does Robust-
Trainer perform in terms of efficiency?

6.1 Datasets and Models

In our study, we evaluate RobustTrainer’s ability to train models
for two SE tasks, i.e., Bug Report Classification (BRC) and Software
Defect Prediction (SDP), where the deep predictive models are
popularly used [62].
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Datasets. To ensure high practicality and realism of our evaluation,
we opt to use the issue datasets provided by Herzig et al. [21] for
the BRC task, and the defect datasets provided by Yatish et al. [63]
for the SDP task. We select these two datasets because (1) the
datasets are collected from the real world so that the mislabelled
samples and the class imbalance are realistic, and (2) the datasets
are representative benchmarks for each subject task.
• BRC Dataset. The BRC dataset [21] contains 5, 591 issue reports
collected from 3 open-source projects 2. For this dataset, Herzig
et al. manually inspected each issue and observed that more than
40% issues are incorrectly labelled [21]. In our study, we treat the
raw issue types as the sample labels and the manually inspected
issue types as the ground-truth sample labels. Moreover, Herzig et
al. classified the issues into six types, i.e., BUG, RFE, DOC, IMPR,
REFAC, and OTHER, but the BRC task only focuses on separating
bug and non-bug issues. Thus, we follow prior work [39, 43] to
regard issues of BUG as bug issues and others as non-bug issues.
• SDP Dataset. The SDP dataset [63] consists of 32 releases that
span 9 open-source software systems. Each module has 65 software
metrics including 54 code metrics, 5 process metrics, and 6 human
metrics. Yatish et al. [63] compared the modules labelled by the
heuristic approaches and the software development teams and
found that more than half of defective modules are mislabelled by
the heuristic approaches. According to this, we adopt the labels
produced by the heuristic approaches as the sample labels and the
manually generated labels as the ground-truth sample labels.

Table 1 shows the statistical information of the studied datasets.
In this table, Columns “Dataset”, “Project”, and “Studied Release”
list the studied datasets, their corresponding projects, and release
versions, respectively. Column “# sample” presents the total number
of samples. Column “Mislabel Rate” presents the ratio of mislabelled
samples. Column “Minority Rate” presents the ratio of samples
belonging to the minority class (i.e., the bug issue in the BRC and
the defective module in the SDP). Table 1 shows that on the one
hand, these datasets contain substantial mislabelled samples where
the mislabel rate ranges 2%-29%; on the other hand, they suffer
from the class imbalance, where the samples of the minority class
are significantly smaller than those of the majority class.
Deep Predictive Models. For the BRC task, we consider the
attention-based Bi-directional Long Short-TermMemory (Bi-LSTM)
network as the predictive model [67]. In particular, we use the sum-
mary of an issue as the input of the model. We set the size of
Bi-LSTM to be 256, and the number of Bi-LSTM layers to be 1. For
the SDP task, we adopt a feedforward neural network (FNN) as the
predictive model [6]. This FNN consists of an input layer that takes
the 65 software metrics as input, two hidden layers respectively
with 500 neurons and 1000 neurons, and an output layer with two
neurons that performs classification. Note that, since our goal is
to investigate whether RobustTrainer can effectively learn deep
predictive models on noisy and imbalanced training datasets, we do
not tune the parameters of these two models in our experiments.

2The original dataset contains 7, 401 issues from 5 projects [21]. However, only issues
from Jackrabbit, Lucene, and HttpClient are used in prior work [39, 43]. We follow the
prior practice and use the issues from the 3 projects in our study.

Table 1: The statistical summary of the studied dataset.

Dataset Project # samples Mislabel Rate Minority Rate Studied Release

BRC

Jackrabbit 2402 14% 39% -
Lucene 2443 15% 28% -
HttpClient 746 21% 40% -

SDP

ActiveMQ 1884-3420 5%-14% 6%-15% 5.0.0,5.1.0,5.2.0,5.3.0,5.8.0
Camel 1515-8846 2%-28% 2%-18% 1.4.0,2.9.0,2.10.0,2.11.0
Derby 1963-2705 12%-29% 14%-33% 10.2.1.6,10.3.1.4,10.5.1.1
Groovy 757-884 8%-13% 3%-8% 1.5.7,1.6.0.Beta1,1.6.0.Beta2
HBase 1059-1834 20%-26% 20%-26% 0.94.0,0.95.0,0.95.2
Hive 1416-2662 8%-18% 8%-19% 0.9.0,0.10.0,0.12.0
Jruby 731-1614 9%-22% 5%-18% 1.1,1.4,1.5,1.7
Lucene 805-2806 12%-23% 3%-24% 2.3.0,2.9.0,3.0.0,3.1.0
Wicket 1672-2578 6%-18% 4%-7% 1.3.0.beta1,1.3.0.beta2,1.5.3

𝑎 Symbol ’-’ means not available at those cases

6.2 Compared Approaches

Existing Approaches. To the best of our knowledge, as of this
writing, there are no approaches that can simultaneously tackle the
mislabelling and class imbalance in SE tasks. Note that although
there are a few approaches that address both these issues in the
image classification domain, they cannot be applied to SE tasks due
to the image-specific data augmentations [26, 57] or the specific
network architectures [56]. Therefore, to demonstrate the effective-
ness of RobustTrainer, in RQ1, we compare RobustTrainer with
the following state-of-the-art techniques that target the mislabelled
samples or the class imbalance:
• SCE (Standard Cross-entropy) represents the standard training
scheme which simply trains models with the cross-entropy (CE)
loss. SCE is regarded as the baseline in our study.
• Co-teaching [16] focuses on the mislabelled samples. It simulta-
neously maintains two models and each model selects small-loss
samples to teach the peer model during the training process. After
training, co-teaching predicts a sample based on the sum of the
outputs from the two models.
• JoCoR [55] is similar to Co-teaching focusing on mislabelling.
The main difference is that JoCoR trains the two models with a
joint loss to maximise the agreement between them and meanwhile
uses this joint loss to select the clean samples. JoCoR predicts a
sample based on the ensemble of the two trained models.
• LDAM [5] addresses the class imbalance and proposes the label-
distribution-aware margin (LDAM) loss, which encourages the mi-
nority classes to have larger margins (i.e., the distances to decision
boundaries), to learn deep predictive models.
• Decoupling [25] addresses the class imbalance by decoupling
the learning process of deep predictive models, which first adopts
SCE to learn a feature extractor and then uses the class-balanced
sampling to build a classifier upon the learned feature extractor.
• SMOTE [7] is for class imbalance, which re-balances datasets
by creating new samples for minority classes using interpolation
between near neighbours. In our study, it is applied only on SDP
because the interpolation strategy is specific to numerical samples.
Variants of RobustTrainer. To answer RQ2, we propose the
following three variants of RobustTrainer to analyse the impacts
of each component in RobustTrainer.
• RobustTrainer𝑛𝑜𝑀 removes the mislabelled sample detection
from the representation learning stage. That is, it directly uses the
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original training datasets in the whole learning process. This vari-
ant aims to investigate the contribution of the mislabelled sample
selection in RobustTrainer.
• RobustTrainer𝑛𝑜𝑅 removes the robust feature learning from
the representation stage. That is, it replaces the default loss function
(Equation 6) with the standard CE loss; in addition, the mislabelled
samples are detected based on the representations produced from
the feature extractor G. This variant aims to investigate the contri-
bution of the robust feature learning in RobustTrainer.
• RobustTrainer𝑛𝑜𝐶 removes the classifier learning stage from
RobustTrainer. That is, it directly uses the classifier head 𝑓 from
the representation learning stage for the predictive model F . This
variant aims to investigate the contribution the classifier learning
stage in RobustTrainer.

6.3 Measurements

To measure the performance of the deep predictive models, we
use four metrics, i.e., F-measure, G-measure, Matthews Correlation
Coefficient (MCC), and Area Under the Curve (AUC), which have
been used and shown to be important in related work [12, 19]. In
general, there are four types of predictions for a model: (1) True
Positive (TP), where the model correctly predicts the positive class
(bug report or defect module); (2) True Negative (TN), where the
model correctly predicts the negative class (non-bug report or non-
defect module); (3) False Positive (FP), where the model incorrectly
predicts the positive class; and (4) False Negative (FN), where the
model incorrectly predict the negative class. Accordingly, based
on these four possible prediction results, the performance metrics
F-measure, G-measure, MCC and AUC are defined as follows.
• F-measure. F-measure is the harmonic mean of precision and
recall. It ranges from 0 to 1, and a higher F-measure indicates more
accurate predictions. F-measure is calculated as 𝐹 − 𝑚𝑒𝑎𝑠𝑢𝑟𝑒 =
2·𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛·𝑟𝑒𝑐𝑎𝑙𝑙
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑟𝑒𝑐𝑎𝑙𝑙 , where precision is defined as 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = 𝑇𝑃

𝑇𝑃+𝐹𝑃
and recall (True Positive Rate, TPR) is defined as 𝑟𝑒𝑐𝑎𝑙𝑙 = 𝑇𝑃

𝑇𝑃+𝐹𝑁 .
• G-measure. G-measure is the harmonic mean of TPR and True
Negative Rate (TNR). It ranges from 0 to 1, and a larger G-measure
means better model performance. G-measure is computed as 𝐺 −
𝑚𝑒𝑎𝑠𝑢𝑟𝑒 = 2·𝑇𝑃𝑅 ·𝑇𝑁𝑅

𝑇𝑃𝑅+𝑇𝑁𝑅
, where TNR is defined as 𝑇𝑁𝑅 = 𝑇𝑁

𝑇𝑁+𝐹𝑁 .
•MCC. MCC is calculated based on true and false positives and
negatives. It ranges from −1 to 1, where 1 means perfect prediction,
0 means random prediction, and −1 means all predictions failed.
MCC is calculated as:𝑀𝐶𝐶 = 𝑇𝑃 ·𝑇𝑁−𝐹𝑃 ·𝐹𝑁√

(𝑇𝑃+𝐹𝑃 ) (𝑇𝑃+𝐹𝑁 ) (𝑇𝑁+𝐹𝑃 ) (𝑇𝑁+𝐹𝑁 )
.

•AUC. AUC is the area under the Receiver Operating Characteristic
(ROC) curve that plots TPR against false positive rate 𝐹𝑃𝑅 = 𝐹𝑃

𝐹𝑃+𝑇𝑁 ,
while varying the threshold that is used to determine whether a
sample is predicted as positive class or negative class. It ranges
from 0 to 1, where 0.5 means a random prediction, and 1 means a
perfect prediction.

Note that, among these four performance metrics, G-measure,
MCC, and AUC are all robust against the class imbalance, but F-
measure is sensitive toward the class imbalance.
Statistical Testing. In our study, we also investigate whether the
studied approaches show a statistically significant performance
difference. To do this, we use the Wilcoxon signed-rank test [58]
with Bonferroni correction [1] at the significant level of 0.05 to

Table 2: Effectiveness of studied approaches on the BRC task.

Method Performance Metrics Statistical Testing

F-Meas. G-Meas. MCC AUC F-Meas. G-Meas. MCC AUC

SCE 0.66 0.70 0.40 0.70 1.00 (L)*** 1.00 (L)*** 1.00 (L)*** 1.00 (L)***
Co-teaching 0.70 0.75 0.49 0.75 1.00 (L)*** 1.00 (L)*** 1.00 (L)*** 1.00 (L)***
JoCoR 0.71 0.74 0.50 0.75 1.00 (L)*** 1.00 (L)*** 1.00 (L)*** 1.00 (L)***
LDAM 0.65 0.70 0.41 0.70 1.00 (L)*** 1.00 (L)*** 1.00 (L)*** 1.00 (L)***
Decoupling 0.67 0.71 0.42 0.71 1.00 (L)*** 1.00 (L)*** 1.00 (L)*** 1.00 (L)***

RobustTrainer 0.73 0.78 0.55 0.78 - - - -

𝑎 ***𝑝 < 0.001, **𝑝 < 0.01, *𝑝 < 0.05
𝑏 Symbol ’-’ means not available at those cases
𝑐 SMOTE [7] is omitted since its interpolation strategy fails to apply to this task.

investigate statistical significance between RobustTrainer and
the compared approaches, and further adopt the Cliff’s delta effect
size [9] to quantify the magnitude of the difference. Following the
existing work [13], a Cliff’s delta less than 0.147, between 0.147 and
0.33, between 0.33 and 0.474, and larger than 0.474 is considered as
a negligible, small, medium, and large effect size, respectively.

6.4 Implementation

Dataset Partition.We use the following two setups to construct
training and testing datasets for the subject tasks. For the BRC
task, we follow previous work [39, 43] to combine all issues of the
3 projects as a new dataset. Then, we perform the 10-fold cross-
validation with 10 repetitions on this new dataset. For the SDP
task, we follow related work [19] to conduct Cross-Project Defect
Prediction (CPDP) on the SDP dataset. For each project, we also
repeat the experiment 10 times to avoid randomness. Furthermore,
we use the ground-truth labels for samples in the testing dataset to
evaluate the learned models for all experiments.
Hyperparameters. The settings of RobustTrainer are the follow-
ing: we globally use the widely used learning rate of 0.001, batch
size of 256, and training epoch of 200 in the representation learning
stage, and learning rate of 1e−5, batch size of 256, and training
epoch of 10 in the classifier learning stage. Regarding the compared
approaches, we use the settings same as RobustTrainer for a fair
comparison. In addition, the Adam optimiser [28] is employed in
all experiments.
Environment. All experiments are conducted on a workstation
with Intel Core i7-8700K CPU, 64G memory, and one GeForce GTX
1080Ti GPU, running Ubuntu 16.04 LTS. We build our experiments
on Pytorch V1.6.0 [42].

7 RESULTS AND ANALYSIS

7.1 RQ1: Effectiveness of RobustTrainer

This RQ compares the effectiveness of RobustTrainer with the
six compared approaches listed in Section 6.2 on the BRC task and
the SDP task.
Results on the BRC task. Table 2 presents the effectiveness com-
parison results among all the studied approaches on the BRC task.
In this table, Column “Method” lists all the studied approaches.
Column “Performance Metrics” presents the achieved average val-
ues in terms of F-measure, G-measure, MCC, and AUC. Column
“Statistical Testing” reports the results of the statistical testing when
comparing RobustTrainer with each comparison approach. As
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Figure 3: Effectiveness of studied approaches on the SDP task.

shown in Table 2, RobustTrainer achieves the overall best per-
formance among all the studied approaches, with an F-measure
of 0.73, a G-measure of 0.78, a MCC of 0.55, and an AUC of 0.78,
on average. More specifically, the average improvements of Ro-
bustTrainer over all the comparison approaches are remarkable,
ranging from 2.8% (JoCoR) to 12.3% (LDAM) on F-measure, from
4.0% (Co-teaching) to 11.4% (LDAM) on G-measure, from 10.0%
(JoCoR) to 37.5% (SCE) on MCC, and from 4.0% (JoCoR) to 11.4%
(LDAM) on AUC, respectively. In addition, the results of statistical
testing further suggest that the improvements in terms of all met-
rics achieved by RobustTrainer are all statistically significant, in
which all cases show a 𝑝-value less than 0.001 and a large Cliff’s
delta effect size of 1.00. All these results demonstrate the effective-
ness of RobustTrainer in learning deep predictive models.

From Table 2 we also observe that LDAM and Decoupling can
only achieve comparable performance with the SCE baseline. The
reason is that the BRC dataset is less imbalanced, where the im-
balance ratio of the number of non-bug issues to the number of
bug issues is on average 1.8. Therefore, the class imbalance issue,
which is the target of the LDAM and Decoupling approaches, has
less impact on the deep predictive models in the BRC task.

In contrast to these existing approaches that focus on only the
mislabelled samples or the class imbalance, RobustTrainer ad-
dresses these two problems simultaneously, and thus, can generate
better predictive models.
Results on the SDP task. Figure 3 shows the effectiveness of all
the studied approaches on the CPDP task. The four sub-figures
present the results in terms of F-measure, G-measure, MCC, and
AUC, respectively. In each sub-figure, the 𝑥-axis presents all the
studied approaches, while the 𝑦-axis presents the corresponding
metric distributions using violin plots. From Figure 3, we can ob-
serve that RobustTrainer still substantially outperforms all the
compared techniques in all metrics. Taking the best comparison
approach Decoupling as an example, RobustTrainer outperforms
Decoupling by 10.4% in F-measure, 71.7% in G-measure, 17.2% in
MCC, and 15.8% in AUC, respectively. Furthermore, we also conduct
statistical testing to compare the performance of RobustTrainer
and the comparison approaches; The results suggest that Robust-
Trainer can also achieve significantly better performances than all
the comparison approaches on the CPDP task. These experimental
results again confirm the effectiveness of RobustTrainer.

Moreover, from Figure 3, we notice that the Co-teaching and
JoCoR perform extremely poorly on the CPDP task, i.e., these two
approaches both have an AUC value of 0.5, which indicates that the
models are equal to the random guessing. The reason is that the class
imbalance problem in the SDP dataset is much heavy, where the

Table 3: Effectiveness of RobustTrainer and its variations on BRC.

Method F-measure G-measure MCC AUC

RobustTrainer𝑛𝑜𝑀 0.61 0.66 0.44 0.70
RobustTrainer𝑛𝑜𝑅 0.62 0.67 0.42 0.70
RobustTrainer𝑛𝑜𝐶 0.72 0.73 0.51 0.76

RobustTrainer 0.73 0.78 0.55 0.78

imbalance ratios are at least 14.0, i.e., the majority class (non-defect)
have at least 14 times more samples than the minority class (defect).
Therefore, the models trained on the SDP dataset would be skewed
towards the majority class, and thus, the samples of the majority
class tend to have small losses. As a result, the small-loss selection
strategy used by Co-teaching and JoCoR bias toward selecting the
samples of the majority class as the clean samples for training,
further enhancing the class imbalance problem. On the contrary,
RobustTrainer avoids the biased sample selection by adopting
the feature representations instead of the loss values so that an
effective predictive model can be learned by RobustTrainer. This
observation further demonstrates the strength of RobustTrainer.

7.2 RQ2: Impact Analysis

In this RQ, we conduct a series of ablation studies to further analyse
the impact of each component in RobustTrainer. Table 3 and
Figure 4 show the comparison of effectiveness between the default
RobustTrainer and its variants on BRC and SDP, respectively. The
following observations are made based on the comparison results:
RQ2a: Impact of mislabelled sample detection. The results
demonstrate the contribution of the mislabelled sample detection
to the overall effectiveness of RobustTrainer. For example, with-
out the mislabelled sample detection, the AUC values of Robust-
Trainer are decreased by approximately 11.4% on the BRC dataset
and by approximately 4.6% on the SDP dataset. It confirms the
importance of the mislabelled sample detection in RobustTrainer
for learning effective deep predictive models.
RQ2b: Impact of robust feature learning. The results demon-
strate that the robust feature learning loss in Equation 6 positively
contributes to the effectiveness of RobustTrainer. Fom example,
in terms of AUC, RobustTrainer outperforms RobustTrainer𝑛𝑜𝑅
by on average 11.4% and 5.7% on the BRC and the SDP, respectively.
The reason is that the proposed loss (Equation 6) can help to learn
discriminative features, which are useful for the mislabelled sam-
ple detection and classifier learning. To verify this, we employ
t-distributed stochastic neighbour embedding (t-SNE) [52] to visu-
alise the learned representations of these two methods on the BRC
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Figure 4: Effectiveness of RobustTrainer and variations on SDP.
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Figure 5: Visualisation of learned feature representations by Ro-

bustTrainer and RobustTrainer𝑛𝑜𝑅 on the BRC task.

dataset in Figure 5. From this figure we can see that the represen-
tations learned by RobustTrainer are more class-discriminative
compared to the ones learned by RobustTrainer𝑛𝑜𝑅 . This obser-
vation further demonstrates the usefulness of the proposed loss
function in RobustTrainer.
RQ2c: Impact of classifier learning. The results demonstrate
that the classifier learning stage is essential in RobustTrainer,
especially for datasets that suffer heavily from class imbalance.
For example, the average improvement of RobustTrainer over
RobustTrainer𝑛𝑜𝐶 in terms of AUC on the BRC dataset (average
imbalance ratio 1.8) is 2.63%, compared to the average improvement
improvement on the SDP dataset (average imbalance ratio 14.0)
is 24.59%. This finding confirms the importance of the classifier
learning stage in RobustTrainer to learn predictive models with
balanced decision boundaries.

7.3 RQ3: Efficiency of RobustTrainer

In this RQ, we further analyse the efficiency of RobustTrainer
in learning a deep predictive model. Table 4 presents the time cost
of training a model for each studied approach on the BRC and the
SDP datasets, respectively. As shown in this table, RobustTrainer
requires more time to learn a deep predictive model compared to
the other studied techniques, because RobustTrainer needs to
evaluate the class prototypes and select the clean samples at each

Table 4: Time cost of studied approaches.

Method BRC SDP

Per-epoch Total Per-epoch Total

SCE 0.2s 40.0s 0.3s 71.3s
Co-teaching 0.4s 78.8s 0.5s 90.6s
JoCoR 0.4s 80.8s 0.5s 95.1s
LDAM 0.2s 43.1s 0.4s 80.6s
Decoupling Stage 1 0.2s 40.0s 0.3s 71.3s
Decoupling Stage 2 0.2s 1.9s 0.6s 6.1s
SMOTE - - 0.4s 75.8s

RobustTrainer Stage 1 0.9s 189.7s 1.2s 222.0s
RobustTrainer Stage 2 0.1s 1.1s 0.3s 3.7s

𝑎 Symbol ’-’ means not available at those cases

epoch. However, RobustTrainer needs to address the mislabelled
samples and the class imbalance simultaneously, while the exist-
ing methods only handle one of these two problems. Therefore, we
believe such a time cost of RobustTrainer is reasonable for achiev-
ing better deep predictive models. Furthermore, considering that
the training process is offline, the training time of RobustTrainer
(i.e., only several minutes) is acceptable in practice. To sum up,
RobustTrainer can efficiently learn robust deep predictive models
with an acceptable time cost.

8 DISCUSSION

Extensions of RobustTrainer. RobustTrainer has demon-
strated remarkable effectiveness in learning deep predictive models
against both the mislabelled samples and the class imbalance. Nev-
ertheless, we believe it can be further improved in the following as-
pects in the future. First, RobustTrainer uses the samples selected
by the mislabelled sample detection component to learn the deep
predictive models. It is also possible to utilise the mislabelled sam-
ples, by using pseudo-labelling methods such as semi-supervised
learning [53] to correct the mislabels. We will investigate this possi-
bility in the future. Second, the experiments in this work evaluated
the performance of RobustTrainer in the domains of text samples
(the BRC task) and numerical samples (the SDP task), but Robust-
Trainer can be generalised, e.g., to the domain of graph samples
such as AST graphs or control-flow graphs. The generalisability of
RobustTrainer comes from that its learning process only relies on
the model outputs such as the feature representations and predicted
class probabilities, which can be extracted from all types of inputs.
For future work, we plan to evaluate the performance of Robust-
Trainer in various domains of samples. Finally, we mainly focus on
the deep predictive models that perform classification tasks. While
such classification models are the most widely used ones in SE
tasks [62], there are also other deep predictive models that perform
regression tasks. In the future, we plan to extend RobustTrainer
to learn the deep predictive models performing regression tasks.
Threats to Validity The main threat to internal validity lies in
the correctness of implementation of RobustTrainer and the com-
pared approaches. To mitigate this threat, we manually check our
sour code and build them on state-of-the-art libraries (e.g., Py-
torch [42]). Regarding the compared approaches, we directly adopt
their open-source implementations. The main threat to external

validity lies in the selection of the studied datasets. To reduce this
threat, we perform experiments on two datasets that are collected
from the real world (having realistic mislabelled samples and class
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distributions) and are widely used in previous work. In addition, we
also perform our experiments under various tasks and settings to
strengthen the generality of the study. However, future study is still
needed to examine the performance of RobustTrainer on other
datasets and tasks. The main threat to construct validity lies in the
performance metrics used in our study. To reduce this threat, we
consider in total four metrics, namely AUC, F-measure, G-measure,
MCC, which have been widely used in related work [12, 19].

9 RELATEDWORK

Deep Predictive Model. With the increased popularity of deep
learning, many deep predictivemodels have been developed to solve
a range of software engineering (SE) problems, which contribute to
improving the efficiency of the development process and software
quality. Common ones include defect prediction [51], bug report
management [20], API issue classification [34], log analysis [66],
and code smell detection [38]. Please refer to a recent survey for
more details about deep predictive models [62]. In this work, we do
not aim to design a new deep predictive model for a SE task but try
to propose a training framework for learning robust models against
both the mislabelled samples and the class imbalance.
Impact of Dataset Quality. A good deep predictive model heavily
relies on the dataset it learns from. There have been numerous
studies investigating the impact of mislabelling [13, 21, 27, 50, 59]
and class imbalance [4, 15, 49] on the deep predictive models. In
this work, we take a step forward and propose RobustTrainer that
can effectively and efficiently address both the mislabelled samples
and the class imbalance in the dataset.
Learning with Mislabelled Samples. The SE community mainly
focuses on the mislabelling issue regarding the defect prediction
task [15, 27, 48]. For example, Kim et al. [27] propose CLNI to elim-
inate mislabelled samples by exploring the neighbour information
of each sample. However, these methods cannot generalise to other
domains of samples (e.g., text samples) beyond the numeric samples.

More recently, learningwithmislabelled samples has beenwidely
studied in the AI community, which aims to train a model on the
datasets containing mislabelled samples directly. Existing tech-
niques of learning with mislabelled samples can be roughly classi-
fied into two families, namely, label correction [14, 40] and sample
selection [16, 30, 45, 64]. The former method requires the estima-
tion of mislabelling transition matrix to correct the sample labels,
which is hard to estimate for high number of classes and in high
mislabelling scenarios. The latter method tries to filter out the
mislabelled samples from the clean ones based on the small-loss
criterion, where the low-loss samples are assumed to have clean
labels. However, all of these approaches assume a balanced class
distribution; Thus, they easily produce less favourable performance
when the dataset suffer from the class imbalance issue (as discussed
in Section 7.1). In contrast, our proposed approach RobustTrainer
can effectively handle the mislabelled samples in the presence of
class imbalance.

Moreover, we notice that there is some recent work [26, 56, 57]
attempting to handle the class imbalance and the mislabelled sam-
ples simultaneously, but these approaches are not applicable to the
SE tasks because they rely on the image-specific data augmenta-
tions [26, 57] or the specific network architectures [56].

Learning with Class Imbalance. For datasets of class imbalance,
researchers also have proposed several approaches to address the
class imbalance issue. In general, existing imbalanced learning
methods can be grouped into two categories: (1) data distribution
re-balancing [7, 17, 44] which aims to re-sample the dataset to
achieve a more balanced data distribution; and (2) class-balanced
loss [5, 10] which focused on designing specific loss functions that
better facilitate learning with imbalanced data. However, none of
the existing imbalanced learning methods considers the potentially
mislabelled samples in the training datasets, limiting their effective-
ness in real-world scenarios. In contrast, RobustTrainer considers
the mislabelled samples and the class imbalance simultaneously
and is thus able to effectively learn a predictive model that is robust
to both issues.

10 CONCLUSION

In this paper, we raise a problem, common in approaches that use
deep prediction models to accomplish SE tasks, that mislabelled
samples and class imbalance in the SE datasets can threaten the
validity of the learned models. To address this problem, we pro-
pose a novel learning framework RobustTrainer consisting of a
two-stage learning that is able to robustly learn deep predictive
models against both mislabelled samples and class imbalance is-
sues. Experimental results on two popular SE tasks demonstrate
the effectiveness of RobustTrainer, where the deep prediction
models learned by RobustTrainer significantly outperform the
models learned by the other six comparison methods in all four
evaluation metrics.
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