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Abstract Motivated by population growth in a heterogeneous environment,
this manuscript builds a reaction-diffusion model with spatially dependent pa-
rameters. In particular, a term for spatially uneven maturation durations is
included in the model, which puts the current investigation among the very few
studies on reaction-diffusion systems with spatially dependent delays. Rigorous
analysis is performed, including the well-posedness of the model, the basic re-
production ratio formulation and long-term behavior of solutions. Under mild
assumptions on model parameters, extinction of the species is predicted when
the basic reproduction ratio is less than one. When the birth rate is an increas-
ing function and the basic reproduction ratio is greater than one, uniqueness
and global attractivity of a positive equilibrium can be established with the
help of a novel functional phase space. Permanence of the species is shown
when the birth function is in a unimodal form and the basic reproduction ra-
tio is greater than one. The synthesized approach proposed here is applicable
to broader contexts of studies on the impact of spatial heterogeneity on pop-
ulation dynamics, in particular, when the delayed feedbacks are involved and
the response time is spatially varying.
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1 Introduction

The effects of spatial heterogeneity in population dynamics have been widely
evaluated through theoretical models, including those for single population
growth [2], for interacting species [15], for disease transmission [5,14], and for
evolution [10]. In most single population growth models, the spatial hetero-
geneity is characterized by spatially-dependent reproduction, survival, or/and
movement rates of individuals. As a matter of fact, not only the magnitudes
of feedbacks in these vital rates are spatially dependent, but also the response
time of feedbacks may be spatially varying. Following are typical motivative
scenarios to incorporate spatially varying feedback delays in a model system.
The first example is the development of Collembola, with its egg development
and hatching being affected by environmental pollution, such as copper lead,
zinc [31] and other toxic substances [9]. However, these toxic substances are
not evenly distributed in soil [9], which induces a non-uniform development
time in the spatial scale. Another example is the spatially varying matura-
tion duration in tick development across different spatial patches driven by
patch-specific environmental conditions [29]. In addition to the species growth,
a further promising direction of models with spatially-dependent delay is to
evaluate the impact of regional variations of health care resources on local dis-
ease outbreaks. Significant regional variations have been observed during the
viral disease outbreaks [23], including current COVID-19 outbreaks [1]. One
important factor contributing to the substantial local variations in COVID-19
timing and severity is the spatial heterogeneity on hospital load [28], which in
turn determines the delays in diagnosis and treatment [24]. Therefore, under-
standing the role of spatial heterogeneity in diagnosis and treatment delay on
disease outbreak requires incorporating a spatially varying delay in epidemio-
logical models.

This paper is going to formulate a reaction-diffusion model with spatially-
varying delay in the context of species dynamics, which represents the spatially
dependent exogenous feedbacks on the maturation process of individuals. Al-
though spatial variations on the time taken in the feedback process have been
widely observed, surprisingly few investigations have been performed on the
dynamics of reaction diffusion models with spatially inhomogeneous delays.
Linear stability analysis was performed by Schley and Gourley [25] for a re-
action diffusion equation with a simple case of spatially inhomogeneous delay
in the form of a step function of spatial coordinates. Spatially-varying delays
were incorporated in a distributed actuation scheme with the consideration of
uncertainty in the input control delay that may vary among different spatial
regions [11]. It is important and interesting to propose a synthesized approach
to (i) formulating a model which appropriately accounts the spatially inhomo-
geneous delay in the context of stage-structured population growth; and (ii)
proposing rigorous theoretical framework to investigate the dynamics of the
resultant model. These two aspects will be addressed in the next two sections.
Hope this study provides a conceptual framework for further extensions when
spatially-dependent delays should be involved.
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2 Model formulation with spatially varying delays

To make things simple, the model will be formulated with the following biologi-
cal considerations: (a) there are two stages, a non-reproductive immature stage
and a reproductive adult stage, with respective densities I(t, x) and A(t, x), at
time t and location x in a spatial region Ω ⊆ Rp with smooth boundary; and
(b) immature individuals have limited capability to move around, and their
development duration τ(x) is dependent on the spatial location x. Assume
w(t, a, x) (resp. v(t, η, x)) represents the density of immature (resp. adult) in-
dividuals of stage specific age a (resp. η) at time t and location x ∈ Ω. Please
note that here we are using the stage age, which measures the time of an in-
dividual remaining in a particular stage [16], instead of chronological age, to
characterize each individual (please see Remark 1 for further details). Then
the densities of immature and adult individuals I(t, x) and A(t, x) at location
x can be represented as

I(t, x) =

∫ τ(x)

0

w(t, a, x)da and A(t, x) =

∫ ∞

0

v(t, η, x)dη. (1)

It becomes pivotal to describe the evolution of w(t, a, x) and v(t, η, x), which
can be achieved by the physiologically structured modeling frameworks [3,4,
8,12,20,22,30]. Assume the recruitment rate at time t and location x is a
function of the adult population density, that is

w(t, 0, x) = b(x,A(t, x)).

The flow-in rate to the adult stage v(t, 0, x) is exactly the maturation rate at
time t and location x, that is

v(t, 0, x) = w(t, τ(x), x).

Assume that all individuals are confined to the region Ω ⊆ Rp for all times,
and therefore the Neumann boundary condition is imposed on the boundary

∂w(t, a, x)

∂ν
=
∂v(t, η, x)

∂ν
= 0, ∀t > 0, x ∈ ∂Ω, a > 0, η > 0,

where ∂ν denotes the differentiation along the outward normal ν to ∂Ω. Fol-
lowing the diffusive McKendrick-von Foerster equation for age structured pop-
ulation growth [4], we have(

∂
∂t

+ ∂
∂a

)
w(t, a, x) = −µI(x)w(t, a, x), 0 < a ≤ τ(x),(

∂
∂t

+ ∂
∂η

)
v(t, η, x) = DA(x)∆v(t, η, x)− (µA(x) + g(x,A(t, x))v(t, η, x), η > 0,

(2)

where ∆ is the Laplace operator with respect to x ∈ Ω; DA(x) is the diffusion
coefficient; µI(x) and µA(x) are the natural death rates of immature and adult
individuals while g(x, ·) represents the density-dependent death rate of adults.
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Differentiating A(t, x) =
∫∞
0
v(t, η, x)dη with respect to t, the growth law

in (2) gives

∂A(t, x)

∂t
=DA(x)∆A(t, x)− (µA(x) + g(x,A(t, x)))A(t, x) + v(t, 0, x)− v(t,∞, x). (3)

As no individual can live forever, it is natural to assume v(t,∞, x) = 0.
Note that v(t, 0, x) = w(t, τ(x), x) represents the density of newly matured
individuals at time t with age τ(x), which can be determined by the evolu-
tion process of w(t − τ(x), 0, x) after τ(x) units of time. It is clear that the
solution evolution follows the growth law given in (2) for the immature popu-
lation. Let ρ(r, a, x) = w(a+ r, a, x), where r ≥ 0. Then the integration along
characteristics argument induces that

∂ρ(r, a, x)

∂a
=

[
∂w(t, a, x)

∂t
+
∂w(t, a, x)

∂a

]
t=a+r

= −µI(x)ρ(r, a, x),

ρ(r, 0, x) = w(r, 0, x) = b(x,A(r, x)).

(4)

Regarding r as a parameter and solving equation (4), we obtain

ρ(r, a, x) = exp(−µI(x)a)b(x,A(r, x)). (5)

When t ≥ τ(x), letting r = t− τ(x) and a = τ(x) in (5), we have

w(t, τ(x), x) = ρ(t− τ(x), τ(x), x) = exp(−µI(x)τ(x))b(x,A(t− τ(x), x)).

Substituting w(t, τ(x), x) into (3), we formulate the following reaction-diffusion
equation with spatially inhomogeneous delay when t ≥ max

x∈Ω̄
{τ(x)}:

∂A(t, x)

∂t
=DA(x)∆A(t, x) + exp(−µI(x)τ(x))b(x,A(t− τ(x), x))

− (µA(x) + g(x,A(t, x)))A(t, x).
(6)

Before moving to the next section on analyzing the model equation (6), we
would like to address a remark on the model formulation with the stage-specific
age to characterize the physiological state of an individual.

Remark 1 Please note that the stage-specific age a and η for immature and
adult individuals are used in (1), instead of the widely used chronological
age. In fact, if η represents the chronological age of an adult individual, then
one may possibly rewrite the total adult population density at location y as
A(t, y) =

∫∞
τ(y)

w(t, η, y)dη by mistake, although it makes sense in the spatially

uniform maturation delay case where τ(y) is independent of location y. We
use the following special case to show that A(t, y) =

∫∞
τ(y)

w(t, η, y)dη is not

appropriate when the maturation time τ(·) is dependent on spatial location.
Consider an individual born at time t − τ(x) − 0.5 and at location x with
spatially dependent maturation delay τ(x) = 1. This individual matures at
time t − 0.5, and is able to move to a different spatial location y at time t.
Suppose the spatially dependent maturation delay τ(y) = 2 at location y. Then
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at time instant t, this adult individual has chronological age η = τ(x) + 0.5 =
1.5 at location y. However, in this scenario, η ∈ [0, τ(y)), which implies that
an individual with chronological age η = 1.5 at location y should remain in
the immature stage, a contradiction. Therefore, A(t, y) =

∫∞
τ(y)

w(t, η, y)dη

becomes invalid when the maturation duration is spatially varying and the
chronological age is used as the physiological variable of individuals.

3 Theoretical analysis

For notational simplicity, replacing A(t, x), DA(x), µI(x) and µA(x) by u(t, x),
D(x), µ(x) and d(x), respectively. Then system (6) can be written into

∂u(t,x)
∂t = D(x)∆u(t, x) + exp(−µ(x)τ(x))b(x, u(t− τ(x), x))

−d(x)u(t, x)− g(x, u(t, x))u(t, x), t > 0, x ∈ Ω,
∂u
∂ν = 0, t > 0, x ∈ ∂Ω.

(7)

We assume the following baseline conditions for model parameters:

(A1) Functions τ(x), µ(x), d(x) and D(x) are continuous and positive functions
for x ∈ Ω̄. Functions b(x, u) and g(x, u) are in set C1(Ω̄ × R+,R+).

(A2) b(x, 0) = 0, g(x, 0) = 0 and ∂b(x,u)
∂u |u=0 > 0 for all x ∈ Ω. Furthermore,

∂g(x,u)
∂u ≥ 0 for all x ∈ Ω and u ≥ 0.

(A3) For any x ∈ Ω̄, there exists some Ã > 0 such that

d(x)u+ g(x, u)u ≥ e−µ(x)τ(x)b(x, u) for all u ≥ Ã.

We would like to make some comments on these assumptions. Condition (A1)
is a standard technical assumption for the existence of solutions. Condition
(A2) implies the birth rate and per-capita density-dependent death rate due to
competition are negligible when the population density is zero. Furthermore,
the excessive per-capita death rate g(x, u) due to intra-specific competition
is a nondecreasing function of the population density. Condition (A3) is a
dissipative assumption to guarantee the population density remains bounded
due to the self-limiting effects specified on density-dependent birth rate b(x, u)
or excessive per-capita death rate g(x, u). Now, we are in a position to establish
the well-posedness of the model system.

3.1 Basic properties with the natural phase space

It is natural to introduce the maximum delay τmax := max
x∈Ω̄

{τ(x)} and de-

fine the phase space based on τmax. Let X := C(Ω̄,R) be the Banach space
with the supremum norm ∥ · ∥X. Define X := C([−τmax, 0],X) with the norm
∥ϕ∥X := max

θ∈[−τmax,0]
∥ϕ(θ)∥X, ∀ ϕ ∈ X . Then X is a Banach space. Introduce

positive cones X+ := C(Ω̄,R+) and X+ := C([−τmax, 0],X+). Then (X,X+)
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and (X ,X+) are ordered spaces with nonempty interiors. For σ > 0 and a
given function z(t) : [−τmax, σ) → X, we define zt ∈ X by

zt(θ) = z(t+ θ), ∀ θ ∈ [−τmax, 0], t ∈ [0, σ).

Suppose that T (t) : C(Ω̄,R) → C(Ω̄,R) is the C0 semigroups associated
with D(·)∆ subject to the zero flux boundary condition. It then follows that
for any φ ∈ C(Ω̄,R), t ≥ 0,

(T (t)φ)(x) =

∫
Ω

Γ (x, y, t)φ(y)dy, (8)

where Γ is the Green functions associated with D(·)∆ and the zero flux
boundary condition. From [26, Section 7.1 and Corollary 7.2.3], it follows that
T (t) : C(Ω̄,R) → C(Ω̄,R) is compact and strongly positive for all t > 0.

Let A : D(A) → C(Ω̄,R) be the generator of T (t). Then T (t) : X → X is a
C0 semigroup generated by the operator A defined onD(A). Define F : X → X
by

F (ϕ)(x) = exp(−µ(x)τ(x))b(x, ϕ(−τ(x), x))− (g(x, ϕ(0, x)) + d(x))ϕ(0, x),
(9)

for x ∈ Ω̄ and ϕ ∈ X . Then (7) can be rewritten into the following abstract
differential equation

du
dt = Au+ F (ut), t > 0, u0 = ϕ ∈ X+,

or it can be rewritten as the following integral equation

u(t) = T (t)ϕ(0) +
∫ t

0
T (t− s)F (us)ds, u0 = ϕ ∈ X+.

Then we have the following result.

Lemma 1 Assume Conditions (A1)-(A3) hold. Then

(i) For every initial value function ϕ ∈ X+, system (7) admits a unique so-
lution u(t, x;ϕ) on its maximal interval of existence [0, tϕ) with u0 = ϕ,
where tϕ ≤ ∞. Furthermore, u(t, ·;ϕ) ∈ X+, ∀ t ∈ [0, tϕ) and u(t, x;ϕ) is
a classical solution of (7) for all t > τmax.

(ii) For any A ≥ Ã with Ã given in Assumption (A3) and any initial value
function ϕ ∈ X+ with ϕ(θ, x) ≤ A for all θ ∈ [−τmax, 0] and x ∈ Ω̄,
solution u(t, x;ϕ) exists and u(t, x;ϕ) ≤ A for all t ≥ 0 and x ∈ Ω̄.

Proof (i) Obviously, for any ϕ ∈ X+, F (ϕ) is locally Lipschitz. Furthermore,
u(t, x) ≡ 0 is a solution to the system. In view of [21, Corollary 4] and [26,
Theorem 7.3.1], it suffices to show that

lim
h→0+

1

h
dist(ϕ(0) + hF (ϕ),X+) = 0, ∀ ϕ ∈ X+. (10)
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For any ϕ ∈ X+ and h ≥ 0, we have

ϕ(0, x) + hF (ϕ)(x)

= ϕ(0, x) + h[exp(−µ(x)τ(x))b(x, ϕ(−τ(x), x))− (g(x, ϕ(0, x)) + d(x))ϕ(0, x)]

≥ ϕ(0, x)[1− h (g(x, ϕ(0, x)) + d(x))], for x ∈ Ω.

The above inequality implies that when h <
1

maxx∈Ω̄{g(x, ϕ(0, x)) + d(x)}
,

ϕ(0, ·) + hF (ϕ) ∈ X+, which establishes (10).

(ii) For any positive constant A ≥ Ã, we can observe that T (t) : [0, A] →
[0, A]. For any function ψ ∈ X+ with ψ(θ, x) ≤ A for all θ ∈ [−τmax, 0] and
x ∈ Ω̄, we claim that the solution through initial value ψ satisfies u(t, x;ψ) ≤
A, for all t ≥ 0 and x ∈ Ω̄ when it exists. Actually, for any such ψ and h ≥ 0,
we have

ψ(0, x) + hF (ψ)(x)

= ψ(0, x) + h[exp(−µ(x)τ(x))b(x, ψ(−τ(x), x))− (g(x, ψ(0, x)) + d(x))ψ(0, x)]

≤ ψ(0, x) + h[(g(x,A) + d(x))A− (g(x, ψ(0, x)) + d(x))ψ(0, x)]

≤ ψ(0, x) + hL(A− ψ(0, x))

≤ (1− hL)ψ(0, x) + hLA,

with L being the Lipschitz constant for the u-function (g(x, u)+d(x))u for all
x ∈ Ω̄. It then follows that when h < 1/L,

ψ(0, x) + hF (ψ)(x) ≤ (1− hL)A+ hLA = A.

Therefore, ψ(0, ·) + hF (ψ)(·) ∈ [0, A] if h < 1/L. Hence, [21, Corollary 4]
implies that the solution u(t, x;ψ) of equation (7) through initial value ψ
satisfies 0 ≤ u(t, x;ψ) ≤ A for all t ≥ 0 and x ∈ Ω̄ when it exists. Furthermore,
the interval of existence for the solution is [0,∞). This completes the proof.

Since for any initial value ϕ ∈ X+, there is A > Ã such that ϕ ∈ [0, A],
therefore, the solution through this initial value u(t, x;ϕ) exists for all t ∈
[0,∞) and moreover, 0 ≤ u(t, x;ϕ) ≤ A, for all t ≥ 0 and x ∈ Ω̄. Therefore,
the solution map Φ(t) = ut(·) : X+ → X+ can be defined by (7), i.e.,

(Φ(t)ϕ)(θ, x) = u(t+ θ, x;ϕ), ∀ t ≥ 0, x ∈ Ω̄, θ ∈ [−τmax, 0].

Without loss of generation, we may consider this solution map Φ(t) : X+
A →

X+
A , t ≥ 0, with A ≥ Ã and the set X+

A being defined as follows:

X+
A = {ϕ ∈ X+ : 0 ≤ ϕ(θ, x) ≤ A, ∀x ∈ Ω̄, θ ∈ [−τmax, 0]}.

Furthermore, the solution map Φ(t) : X+
A → X+

A admits a global compact
attractor (see [33, Theorem 1.1.2]). Then we have following result.
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Theorem 1 Fix a positive constant A with A ≥ Ã and Ã being given in
Assumption (A3). For every initial function ϕ ∈ X+

A , system (7) admits a
unique solution u(t, x;ϕ) on [0,∞) with u0 = ϕ. Moreover, the solution map
Φ(t) = ut(·) : X+

A → X+
A generated by (7), i.e.,

(Φ(t)ϕ)(θ, x) = u(t+ θ, x;ϕ), ∀ t ≥ 0, x ∈ Ω̄, θ ∈ [−τmax, 0]

admits a global compact attractor in X+
A .

3.2 Basic reproduction ratio

The basic reproduction ratio is a summary measure to quantify the net repro-
duction of a typical individual during its whole life cycle when the population
density is small (near the extinction state so that the density-dependent regu-
lations are ignored). For the reaction-diffusion model (7) with spatially varying
delay, we can define the reproduction ratio by using approaches developed in
[13,32] through the functional space X with the maximum delay τmax. Here,
we technically regard the autonomous system as a periodic system and employ
the theories in [13,32]. Linearizing system (7) at u = 0 gives

∂u(t,x)
∂t = D(x)∆u(t, x) + exp(−µ(x)τ(x))p(x)u(t− τ(x), x)

−d(x)u(t, x), x ∈ Ω
∂u
∂ν = 0, x ∈ ∂Ω,

(11)

where

p(x) =

[
∂b(x, u)

∂u

]
u=0

> 0.

Based on the structure of (11), we define F(t) : X → X by

F(t)φ = exp(−µ(·)τ(·))p(·)φ(−τ(·), ·), ∀ t ∈ R, φ ∈ X ,

and −V(t) : X → X by

−V(t)w = D(·)∆w − d(·)w, ∀ t ∈ R, w ∈ X,

with the Neumann boundary condition on ∂Ω. Note that F(t) and V(t) are
independent of time t, hence, F(·) and V(·) can be regarded as 1-periodic
functionals.

It is easy to see that F(t) : X → X is positive in the sense that F(t)X+ ⊂
X+, and hence, the condition (H1) in [13] holds. Next, suppose {Y(t, s), t ≥ s}
is the evolution family on X associated with the following system

dv(t)

dt
= −V(t)v(t).

Then Y(t− s) := Y(t, s) is a positive operator in the sense that Y(t− s)X+ ⊂
X+ for all t ≥ s. Furthermore, if ω(Y(s)) is the exponential growth bound
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of evolution family {Y(s), s ≥ 0}, then ω(Y(s)) is negative. Therefore, the
condition (H2) in [13] holds.

Assume that C1(R,X) stands for the ordered Banach space of all continuous
and 1-periodic functions from R to X, which is equipped with the maximum
norm and the positive cone

C+
1 (R,X) = {v ∈ C1(R,X) : v(t) ≥ 0 in X for t ∈ R}.

By the results in [13], we define a linear operator on C1(R,X) by

[Lv](t) :=
∫ ∞

0

Y(t, t− s)F(t− s)vt−sds, ∀ t ∈ R, v ∈ C1(R,X).

That is,

[Lv](t) :=
∫ ∞

0

Y(t, t− s)F(t− s)v(t− s+ ·)ds, ∀ t ∈ R, v ∈ C1(R,X).

Motivated by the concept of next generation operators (see, e.g., [13,27]),
we define the spectral radius of L as the basic reproduction ratio for system
(7), that is,

R0 := r(L).

For any given t ≥ 0, let S(t) be the solution maps of linear system (11) on
X , that is, S(t)ϕ = zt(ϕ) with z0 = ϕ ∈ X , where

zt(ϕ)(θ, x) = z(t+ θ, x;ϕ),

for all θ ∈ [−τmax, 0], x ∈ Ω̄, and z(t, x;ϕ) is the unique solution of system
(11) with z(θ, ·;ϕ) = ϕ(θ, ·) for all θ ∈ [−τmax, 0]. Then the following result
can be obtained from [13], which shows that the basic reproduction ratio can
illustrate the stability of linear system (11) on the phase space X with the
maximum delay τmax.

Lemma 2 R0 − 1 has the same sign as r(S(1)) − 1, where r(S(1)) is the
spectral radius of time-1 solution map S(1) of (11).

3.3 Monotonicity of the solution map

This subsection is devoted to the establishment of some monotonicity prop-
erties of the solution maps, Φ(t), associated with system (7) when additional
assumptions are imposed. For this purpose, further biologically reasonable as-
sumptions should be imposed:

(M) Function b(x, u) is non-decreasing for u ≥ 0 and x ∈ Ω̄.
(S1) Function b(x, u) is strictly subhomogeneous in the sense that b(x, λu) >

λb(x, u) for all u > 0, λ ∈ (0, 1) and x ∈ Ω̄.
(S2) Function b(x, u) is subhomogeneous in the sense that b(x, λu) ≥ λb(x, u)

and g(x, u) is strictly increasing for u ≥ 0 and x ∈ Ω̄.
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Assumption (M) will be used to guarantee the solution map admits monotonic-
ity property while assumptions (S1)-(S2) will be used to ensure the solution
map has subhomogeneity property (see Lemmas 3 and 4 presented later). Fix

a positive constant A with A ≥ Ã and Ã being given in Assumption (A3).
For any two functions ϕ1, ϕ2 ∈ X+

A with ϕ2 ≤ ϕ1, that is, ϕ1, ϕ2 ∈ X+ and
0 ≤ ϕ2(θ, x) ≤ ϕ1(θ, x) ≤ A for all θ ∈ [−τmax, 0], x ∈ Ω̄, under Assumption
(M), we have

[ϕ1(0, x)− ϕ2(0, x)] + h[F (ϕ1)− F (ϕ2)](x)
= [ϕ1(0, x)− ϕ2(0, x)] + h exp(−µ(x)τ(x))[b(x, ϕ1(−τ(x), x))− b(x, ϕ2(−τ(x), x))]

−h[(g(x, ϕ1(0, x)) + d(x))ϕ1(0, x)− (g(x, ϕ2(0, x)) + d(x))ϕ2(0, x)]
≥ [ϕ1(0, x)− ϕ2(0, x)]− hL[ϕ1(0, x)− ϕ2(0, x)]
= (1− hL)[ϕ1(0, x)− ϕ2(0, x)],

with h ≥ 0 and F defined in (9). Here L is a constant such that

|(g(x, u) + d(x))u− (g(x, v) + d(x))v| ≤ L|u− v|, ∀x ∈ Ω̄, u, v ∈ [0, A].

Therefore, when h < 1/L,

[ϕ1(0, ·)− ϕ2(0, ·)] + h[F (ϕ1)− F (ϕ2)] ∈ X+.

Hence, the functional F (·) defined in (9) is quasi-monotone in the sense that

lim
h→0+

1

h
dist([ϕ1(0, ·)− ϕ2(0, ·)] + [F (ϕ1)− F (ϕ2)];X+) = 0

for ϕ1, ϕ2 ∈ X+
A with ϕ2 ≤ ϕ1. Hence [21, Corollary 5] implies the monotonicity

of the solution map Φ(t) for t > 0 as follows:

Lemma 3 Assume Assumptions (A1)-(A3) and (M) hold. If u(t, x;ϕ) and
u(t, x;ψ) are solutions of equation (7) through different initial value functions
ϕ and ψ in X+ with ϕ ≥ ψ ∈ X+

A , then u(t, x;ϕ) ≥ u(t, x;ψ) for all t ≥ 0 and
x ∈ Ω̄.

The above result shows that the comparison principle holds for the solution
map with condition (M). However, for two initial value functions ϕ and ψ in
X+

A , with ϕ(θ, x) = ψ(θ, x) for θ ∈ [−τ(x), 0] and ϕ(θ, x0) > ψ(θ, x0) for
some x0 ∈ Ω such that τ(x0) < τmax and θ ∈ [−τmax,−τ(x0)), it is easy
to see from the integral form of the solution for (7) that solutions through
these two initial values should be identical, that is u(t, x;ϕ) = u(t, x;ψ) for
all t ≥ 0. Therefore, the solution map Φ(t) : X+

A → X+
A is not strongly

monotone. However, sometimes, strong monotonicity is needed to analyze the
global dynamics of system (see for example, [26,33]). For that purpose, a more
suitable phase space other than X should be used to exclude the redundant
information in the initial value ϕ(θ, x) for x ∈ Ω and θ ∈ [−τmax,−τ(x)),
which will be discussed in the coming subsection.
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3.4 A new phase space and further properties

Introduce X̃ := C(Ω̃;R), where Ω̃ = {(θ, x) ∈ R × Ω̄ : −τ(x) ≤ θ ≤ 0} with
the norm

∥ϕ(θ, x)∥X̃ := max
x∈Ω̄, θ∈[−τ(x),0]

| ϕ(θ, x) |, ∀ ϕ ∈ X̃ .

Then X̃ is a Banach space. Introduce the positive cone X̃+ := {ϕ ∈ X̃ :
ϕ(θ, x) ≥ 0 for all x ∈ Ω̄, θ ∈ [−τ(x), 0]}. Then (X̃ , X̃+) is an ordered space
with a nonempty interior. For σ > 0 and a given function z(t, x) : [−τ(x), σ)×
Ω̄ → R, we denote zt ∈ X̃ by

zt(θ, x) = z(t+ θ, x), ∀ θ ∈ [−τ(x), 0], t ∈ [0, σ).

When initial data ϕ is specified from the phase space X̃ , the existence and
uniqueness of solution u(t, x;ϕ) to model (7) can be established through dis-
cussing the equation on each time interval [nmin

x∈Ω̄
{τ(x)}, (n+1)min

x∈Ω̄
{τ(x)}] for

n = 0, 1, 2, · · · With the help of this new phase space X̃ , we can establish the
following result.

Lemma 4 In addition to Assumptions (A1)-(A3), if (M) and one of assump-
tions (S1)-(S2) hold, then the solution map is eventually strongly subomo-
geneous. That is, for any ϕ ∈ X̃+ with ϕ(θ0, x0) > 0 for some x0 ∈ Ω̄,
θ0 ∈ [−τ(x0), 0] and for λ ∈ (0, 1), solutions u(t, x;ϕ) and u(t, x;λϕ) of sys-
tem (7) through ϕ and λϕ, respectively, satisfy the following inequality

u(t, x;λϕ) > λu(t, x;ϕ), ∀ t > 2τmax, x ∈ Ω̄.

Proof We will use the integral form of the solution (3.1) on the new phase
space, which is copied here for easy reference:

u(t, ·;ϕ) = T (t)ϕ(0, ·) +
∫ t

0

T (t− s)F (us)(·)ds, (12)

with u0 = ϕ ∈ X̃+, and F : X̃ → X is defined by

F (ϕ)(x) = exp(−µ(x)τ(x))b(x, ϕ(−τ(x), x))− (g(x, ϕ(0, x)) + d(x))ϕ(0, x),

for x ∈ Ω̄ and ϕ ∈ X̃ and T (t) : C(Ω̄,R) → C(Ω̄,R) is defined as in (8). Then
we can show the follow claim.

Claim: u(t, x;ϕ) > 0 for all t ≥ τmax and x ∈ Ω̄. Given ϕ ∈ X̃+ with
ϕ(θ0, x0) > 0 for some x0 ∈ Ω̄, θ0 ∈ [−τ(x0), 0]. By Lemma 3, it is easy to see
that u(t, x;ϕ) ≥ 0 for all t ≥ 0 and x ∈ Ω̄. In the following, we first show that
there is t0 ∈ [0, τ(x0)] such that u(t0, ·;ϕ) ̸≡ 0. Assume by contradiction that
u(t, x;ϕ) ≡ 0, for all t ∈ [0, τ(x0)], x ∈ Ω̄. At t = τ(x0) + θ0 ∈ [0, τ(x0)] and
x = x0, it follows from the integral form (12) that b(·, u(θ0, ·;ϕ)) ≡ 0, that
implies, b(x0, ϕ(θ0, x0)) = 0. This, together with assumptions (A1)-(A3) and
(M), show that ϕ(θ0, x0) = 0, which is a contradiction. Thus, u(t0, ·;ϕ) ̸≡ 0,
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for some t0 ∈ [0, τ(x0)]. Then the strong monotonicity of T (t) and the integral
form (12) indicate that u(t, x;ϕ) > 0 for all t > θ0 + τ(x0) and x ∈ Ω̄.

For any ψ with ψ(θ, x) > 0 for all x ∈ Ω̄ and θ ∈ [−τ(x), 0] and any
λ ∈ (0, 1), assumption (A2) together with one of (S1)-(S2) imply that

F (λψ)(x)
= exp(−µ(x)τ(x))b(x, λψ(−τ(x), x))− (g(x, λψ(0, x)) + d(x))λψ(0, x)
> λ[exp(−µ(x)τ(x))b(x, ψ(−τ(x), x))− (g(x, ψ(0, x)) + d(x))ψ(0, x)]
= λF (ψ)(x).

For any ϕ ∈ X+ and ϕ ̸≡ 0, the previous claim shows that ut(θ, x;ϕ) > 0
for all x ∈ Ω̄ and θ ∈ [−τ(x), 0], when t > 2τmax. Therefore,

λu(t, x;ϕ) = λT (t)(ϕ(0, x)) +
∫ t

0
T (t− s)(λF (us))(x)ds

< T (t)(λϕ(0, x)) +
∫ t

0
T (t− s)F (λus)(x)ds

= u(t, x;λϕ).

Hence, this lemma holds.
Lemma 4 shows that the solution map Φ̃(t) : X̃ → X̃ with the new phase

space X̃ is monotone and strongly subhomogeneous when t ≥ 2τmax (see, e.
g., [33]). Then global stability results can be predicted by the local stability
of the zero solution (see for example [33, Theorem 2.3.4]). However, Lemma 2
indicates that R0 can determine the local stability of the linearized equation
(11) on the natural phase space X , but not on the novel phase space X̃ . It
remains to show that the stability of the solution maps on both phase spaces,
X and X̃ , are identical.

Recall that S(t) : X → X are the solution maps of system (11) on X ,
which is defined in subsection 3.2. For any given t ≥ 0, we can define another
solution map for the same linearized equation (11) on the new phase space X̃ ,
denoted by S̃(t). That is, S̃(t)ϕ = z̃t(ϕ) ∈ X̃ , where z̃(t, x;ϕ) is the unique
solution of (11) with z̃0 = ϕ ∈ X̃ . Furthermore, Lemma 2 implies that the
basic reproduction ratio R0 determines the sign of r(S(1))− 1. Now we would
like to show that R0 also illustrates the sign of r(S̃(1))− 1, by using a similar
argument to that in [18].

Lemma 5 The time-one solution maps S(1) : X → X and S̃(1) : X̃ → X̃
have the same spectral radius, that is, r(S(1)) = r(S̃(1)).

Proof Using similar arguments as those in the Claim of Lemma 4, it is easy
to see that S̃n(1) = S̃(n) is strongly positive on X̃ when n ≥ 2τmax. Further-
more, S̃(n) is compact [6, Theorem 3.6.1] when n ≥ 2τmax. Fix n ≥ 2τmax,
then Krein-Rutmann theorem implies that the spectral radius r(S̃n(1)) =(
r(S̃(1))

)n

> 0. For any ϕ ∈ X̃ , define

⌈ϕ⌉(θ, x) =
{
ϕ(−τ(x)), if θ ∈ [−τmax,−τ(x)],
ϕ(θ), if θ ∈ [−τ(x), 0].
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Then ⌈ϕ⌉ ∈ X and ∥ϕ∥X̃ = ∥⌈ϕ⌉∥X . Moreover, solutions of the same linear

equation (11) through two initial values, ϕ ∈ X̃ and ⌈ϕ⌉ ∈ X in two functional
spaces, coincide when time t > 0. Hence

∥S̃(n)ϕ∥X̃ ≤ ∥S(n)⌈ϕ⌉∥X ≤ ∥S(n)∥X · ∥⌈ϕ⌉∥X = ∥S(n)∥X · ∥ϕ∥X̃ , ∀ϕ ∈ X̃ ,

which implies that ∥S̃(n)∥X̃ ≤ ∥S(n)∥X . Therefore,

0 < r(S̃(1)) = lim
n→∞

∥S̃n(1)∥
1
n

X̃ = lim
n→∞

∥S̃(n)∥
1
n

X̃ ≤ lim
n→∞

∥S(n)∥
1
n

X = r(S(1)).

It remains to prove r(S(1)) ≤ r(S̃(1)). Since the linear solution map
S(1)n = S(n) is positive and compact on X ([26, Theorem 5.1.1] and [6,
Theorem 3.6.1]) and r(S(1)n) > 0, the Krein-Rutmann theorem (see, e.g., [7,
Theorem 7.1]) implies that r(S(1)n) is an eigenvalue of S(1)n with a corre-
sponding positive eigenvector function ϕ∗ > 0 in X . Then we can introduce a
conjugate function ⌊ϕ∗⌋ ∈ X̃ as

⌊ϕ∗⌋(θ, x) = ϕ∗(θ, x) for any x ∈ Ω̄ and θ ∈ [−τ(x), 0].

Moreover, solutions through two initial values ϕ∗ ∈ X and ⌊ϕ∗⌋ ∈ X̃ for the
same linear equation (11) are exactly the same when time t > 0. Furthermore,
we claim that ⌊ϕ∗⌋ > 0 in X̃ . Suppose not, that is ⌊ϕ∗⌋ ≡ 0, then the same
solution through ⌊ϕ∗⌋ is zero. This also implies that the solution through ϕ∗

is zero, contradicting to the fact that ϕ∗ is the positive eigenvector function
with the positive eigenvalue r(S(1)n). By the identity of solutions, we have

S̃(1)n⌊ϕ∗⌋ = ⌊S(1)nϕ∗⌋ = ⌊r(S(1))nϕ∗⌋ = (r(S(1)))n⌊ϕ∗⌋.

Therefore, (r(S(1)))n is a positive eigenvalue of S̃(1)n with a positive eigen-
vector ⌊ϕ∗⌋ ∈ X̃ . That means (r(S(1)))n ≤ r(S̃(1)n) = (r(S̃(1)))n, and hence
r(S(1)) ≤ r(S̃(1)). Consequently, we have r(S(1)) = r(S̃(1)).

3.5 Global dynamics with two different types of birth functions

This subsection is devoted to applying results in previous subsections to in-
vestigate the global dynamics of system (7). As commented, assumptions
(A1)-(A3) are natural assumptions for a population growth model. In this
subsection, we will investigate some special types of the density-dependent
regulations on birth and death rates. Various birth rate functions have been
employed in population growth models to validate the psychological effect of
density on the reproduction rate. For example, the Beverton-Holt type func-
tion b(u) = cu

1+au , the Mackey-Glass function b(u) = cu
1+aum with m ≥ 1 and

the Ricker type function b(u) = cNe−au have been widely used. Motivated by
these typical birth functions, we will study two general cases when the birth
function is an increasing (for example, the Beverton-Holt type function) or
a unimodal function (for example, the Ricker type function or Mackey-Glass
function with m > 1).
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3.5.1 The birth rate is a nondecreasing function

When the birth rate is a nondecreasing function of the population density, in
particular, if (M) and one of assumptions (S1-S2) hold, then we can tell from
Lemma 3 and Lemma 4 that the solution map Φ̃(n) : X̃ → X̃ is monotone and
strongly subhomogeneous when n ≥ 2τmax. Fix n0 ≥ 2τmax. Note that

DΦ(t)(0) = S(t) and DΦ̃(t)(0) = S̃(t), ∀ t ≥ 0,

and hence, r(DΦ(n0)(0)) = r(S(n0)) = (r(S(1)))n0 and r(DΦ̃(n0)(0)) =
r(S̃(n0)) = (r(S̃(1)))n0 . Based on [33, Theorem 2.3.4], the following threshold
results hold:

(i) If r(DΦ̃(n0)(0)) ≤ 1, then every positive orbit of Φ̃(n0) in X̃+ converges
to 0;

(ii) If r(DΦ̃(n0)(0)) > 1, then there exists a unique fixed point u∗ ≫ 0 in X̃+

such that every positive orbit of Φ̃(n0) in X̃+ \ {0} converges to u∗.

For the second case, it follows that

Φ̃(n0)(Φ̃(t)(u
∗)) = Φ̃(t)(Φ̃(n0)(u

∗)) = Φ̃(t)(u∗), ∀ t ≥ 0.

By uniqueness of positive fixed point of Φ̃(n0), we see that Φ̃(t)(u
∗) = u∗, ∀ t ≥

0. Thus, system (7) admits a unique positive steady-state u∗(x), which is
globally attractive for system (7) in X̃+ \ {0}.

Fix a positive constant A with A ≥ Ã and Ã being given in Assump-
tion (A3). Let the set X̃+

A := {ϕ ∈ X̃ : ϕ(θ, x) ∈ [0, A] for all x ∈ Ω̄, θ ∈
[−τ(x), 0]}. Based on Lemma 2, Lemma 5 and the above discussions, we have
the following global dynamics when the birth function is non-decreasing.

Theorem 2 In addition to Assumptions (A1-A3), if (M) and one of assump-
tions (S1-S2) hold, then the following statements are valid:

(i) If R0 ≤ 1, then zero is globally asymptotically stable for system (7) in X̃+
A .

(ii) If R0 > 1, then system (7) admits a unique positive steady-state u∗(x)
which is globally attractive for (7) in X̃+

A \ {0}.

3.5.2 The birth rate is in a unimodal form

If the birth function b(x, u) is not a nondecreasing function of the species
density u, but in a unimodal form, we propose the following general assumption
for the birth rate function:

(A4) For each x ∈ Ω̄, there is û(x) such that ∂b(x,u)
∂u > 0 when u < û(x) (resp.

∂b(x,u)
∂u < 0 when u > û(x)). Furthermore, b(x,u)

u is a strictly decreasing
function of u for all u > 0 and x ∈ Ω̄.
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This assumption shows that the per-capita birth rate is a decreasing function
of the species density. Then we can study the global dynamics of (7) by using
the following auxiliary function as constructed in [17,19]:

b+(x, u) =

{
b(x, u), u ≤ û(x),
b(x, û(x)), u > û(x).

Based on the definition of b+(x, u) and the Assumption (A4), we have
b(x, u) ≤ b+(x, u) for all x ∈ Ω̄ and u ≥ 0. Using a similar argument as that
in Lemma 1, we can show that there is Â > 0 such that the set

X̃+

Â
:= {ϕ ∈ X̃ : ϕ(θ, x) ∈ [0, Â] for all x ∈ Ω̄, θ ∈ [−τ(x), 0]}

is invariant for the solution map defined by the following by auxiliary equation
∂u(t,x)

∂t = D(x)∆u(t, x) + exp(−µ(x)τ(x))b+(x, u(t− τ(x), x))

−(d(x) + g(x, u(t, x)))u(t, x), t > 0, x ∈ Ω,
∂u
∂ν = 0, t > 0, x ∈ ∂Ω.

(13)

Furthermore, we introduce another function

b−(x, u) =

{
min{b(x, u), b(x, Â)}, 0 ≤ u ≤ Â,

b(x, Â), u > Â(x),

and the corresponding auxiliary equation
∂u(t,x)

∂t = D(x)∆u(t, x) + exp(−µ(x)τ(x))b−(x, u(t− τ(x), x))

−(d(x) + g(x, u(t, x)))u(t, x), t > 0, x ∈ Ω,
∂u
∂ν = 0, t > 0, x ∈ ∂Ω.

(14)

Then we can establish the following global dynamics result for the unimodal
birth function.

Theorem 3 Assume conditions (A1), (A2), (A3) and (A4) hold. Let u(t, x;ϕ)
be the solution of (7) with initial value ϕ ∈ X̃+. Then the following statements
are valid:

(i) If R0 < 1, then lim
t→∞

u(t, x;ϕ) = 0 uniformly for x ∈ Ω̄.

(ii) If R0 > 1, then for any ϕ ∈ X̃+

Â
\{0}, there exist u+∗(x) > u−∗(x) > 0 for

all x ∈ Ω̄, which are independent of the initial value such that

u−∗(x) ≤ lim inf
t→∞

u(t, x;ϕ) ≤ lim sup
t→∞

u(t, x;ϕ) ≤ u+∗(x)

for x ∈ Ω̄.
(iii) If R0 > 1 and Â(x) ≤ û(x) for all x ∈ Ω̄, then for all ϕ ∈ X̃+

Â
\{0}, there

is a unique positive steady-state u∗(x), which is globally attractive, that is
lim
t→∞

u(t, x;ϕ) = u∗(x) uniformly for x ∈ Ω̄.
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Proof (i) It is easy to see that

∂u(t, x)

∂t

= D(x)∆u(t, x) + exp(−µ(x)τ(x))b(x, u(t− τ(x), x))− (d(x) + g(x, u(t, x)))u(t, x)

≤ D(x)∆u(t, x) + exp(−µ(x)τ(x))
∂b(x, y)

∂y

∣∣∣∣
y=0

u(t− τ(x), x)− d(x)u(t, x),

with Neumann boundary condition. Assume that v(t, x;ϕ) is the solution of
the linearized system (11) through an initial value ϕ ∈ X̃+. Then comparison
arguments imply that

0 ≤ u(t, x;ϕ) ≤ v(t, x;ϕ), ∀ t ≥ 0, x ∈ Ω̄.

When R0 < 1, we have lim
t→∞

v(t, x;ϕ) = 0 uniformly for x ∈ Ω̄. Hence,

lim
t→∞

u(t, x;ϕ) = 0 uniformly for x ∈ Ω̄.

(ii) Please note that both functions b+(x, u) and b−(x, u) are nondecreasing
in u ∈ [0, Â]. Furthermore, for any u > 0 and λ ∈ (0, 1), we have the following
arguments for different cases (a) When λu < u ≤ û(x), we have b+(x, λu) =
b(x, λu) > λb(x, u) = λb+(x, u); (b) If λu ≤ û(x) ≤ u, then b+(x, λu) =
b(x, λu) ≥ b(x, λû(x)) > λb(x, û(x)) = λb+(x, u); (c) For the case û(x) ≤
λu < u, we have b+(x, λu) = b(x, û(x)) > λb(x, û(x)) = λb+(x, u). Similar
arguments remain valid for function b−(x, u). These arguments show that both
functions b+(x, u) and b−(x, u) are strictly subhomogeneous in u.

Since b−(·, u) ≤ b(·, u) ≤ b+(·, u) for all u ∈ [0, Â] and both b−(·, u) and
b+(·, u) are nondecreasing functions in u ≥ 0, by using the upper and lower
solution arguments in [21], we can show that for any ϕ ∈ X̃+

Â
,

0 ≤ u−(t, x;ϕ) ≤ u(t, x;ϕ) ≤ u+(t, x;ϕ) ≤ Â for all t ≥ 0 and x ∈ Ω̄.

Since two systems (13) and (14) have the same linearized system as that of
(7), similar arguments as those in the proof of Theorem 2 to systems (13)
and (14) show that system (13) (resp. (14)) has a positive steady-state u+∗(x)
(resp. u−∗(x)) which is globally attractive for all nontrivial solutions in the
invariant set X̃+

Â
. Hence, we have

u−∗(x) ≤ lim inf
t→∞

u(t, x;ϕ) ≤ lim sup
t→∞

u(t, x;ϕ) ≤ u+∗(x) for all x ∈ Ω̄.

(iii) When Â ≤ û(x) for all x ∈ Ω̄, then b−(·, u) = b+(·, u) for 0 ≤ u ≤ Â ≤
û(·). The above arguments on the invariant set X̃+

Â
indicates that u−∗(x) =

u+∗(x) for all x ∈ Ω̄. Hence the result holds.

4 Conclusion and discussion

The manuscript builds a population growth model in the form of a reaction-
diffusion equation with time delay. The most significant component included
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is the spatially varying maturation delay driven by location-specific environ-
mental conditions. A physiological state, the stage-age, instead of widely used
chronological age, should be used to categorize the individuals in different
stages in the model formulation (see (1)). Basic properties of solutions, such
as the existence, uniqueness and non-negativeness are shown. Under a further
condition that the birth rate is a non-decreasing function, the monotonicity
of the solution map holds (Lemma 3). Furthermore, the basic reproduction
ratio R0 for the population growth can be derived through the next gener-
ation operator approach. All these results are illustrated through employing
the natural phase space X with the maximum delay, which is similar to the
arguments widely used in other studies for reaction-diffusion systems with
spatially-constant delays (for example, [17]).

However, stronger properties for the solution map are essential sometimes
to establish the global attractivity, such as strong monotonicity and strong
sub-homogeneity [26,33]. On the other hand, solutions u(t, x;ϕ) and u(t, x;ψ)
through two different initial values ϕ and ψ in space X with ϕ > ϕ under
the usual positive cone may become identical. This observation shows that
arguments on the natural phase space fail to establish these fine properties.
To overcome the challenge, a novel phase space X̃ is introduced in subsec-
tion 3.4 and further properties of the solution map become possible (see for
example Lemma 4) when dealing with the functional space X̃ . Although dif-
ferent functional spaces, X and X̃ , have been employed for different purposes,
equivalence of the linear stability of the system in different phase spaces can be
shown (Lemma 5). This further implies that R0 determines the linear stability
of the extinction state when analyzing the model on X̃ .

All further properties established for X̃ are applied to investigate the long
term behaviors of the solutions. In particular, when the birth function takes
an increasing form, the global attractivity of either zero (when R0 ≤ 1) or
positive state (when R0 > 1) can be shown. If the birth function takes a
unimodal form, the permanence of species can be established when R0 > 1.

In summary, the manuscript proposes a synthesized framework to investi-
gate the spatial dynamics of the species growth in a spatially heterogeneous
environment. It is expected that the approach can be applied to broader con-
texts of studies on the impact of spatial heterogeneity, in particular, when the
delayed feedbacks are involved and the response time is spatially varying.
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