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Abstract: 

Online monitoring of bolt torque is critical to ensure the safe operation of bolted 

structures. Guided waves have been intensively explored for bolt loosening monitoring. 

Nevertheless, guided waves are excessively sensitive to fluctuation of ambient 

temperature. As a result of the complexity of wave transmitting across a bolted joint, it 

is highly challenging to compensate for the effect of temperature. To this end, an 

attention-based multi-task network is developed towards accurate detection of bolt 

loosening in multi-bolt connections over a wide range of temperature variation. By 

integrating improved attention gate modules in a modified U-Net architecture, an 

attention U-Net is configured for temperature compensation. A two-layer convolutional 

subnetwork is connected in series behind the attention U-Net to identify bolt loosening. 

Experimental validation is carried out on a bolt jointed lap plate simulating a real 

aircraft structure. The results have proved that the developed multi-task network 

achieves temperature compensation and accurate bolt loosening identification. To 

further understand the multi-task network, the Integrated Gradients method and a 

simplified structure of the bolt lap plate are used to interpret the developed network. It 

is proved that the A0 mode is sensitive to bolt loosening, while the S0 mode is not. 

Keywords: bolt loosening monitoring, guided wave, temperature compensation, 

attention gate, multi-task network. 
  



1. Introduction 

Bolted joints are widely used to hold different parts together in aerospace and civil 

structures, since they are easy to assemble and have a strong bearing capacity. However, 

the bolted joints are easy to lose their preloads due to improper installation, external 

loading, and temperature effect1 2. Bolt connection looseness will reduce structural 

reliability and even cause structural failure. Therefore, it is critical to monitor bolt 

looseness online to ensure the safe operation of bolted structures3. 

Guided waves have been intensively explored in the field of structural health 

monitoring(SHM) 4, because it has the advantages of large monitoring area and high 

sensitivity to small damages in structures5, 6. In recent years, a great number of studies 

focused on the detection of bolt loosening using guided waves have been carried out7. 

Due to the complex structure of the bolted joint, guided wave mode conversion is more 

complicated and the captured signals present higher multi-modal. The general method 

based on wave packages is invalid4. Yang and Chang8 proposed to use the energy and 

attenuation speed of guided wave transmitted across the bolt jointed interface to assess 

preload levels and locations of loosening bolt in thermal protection panels in space 

vehicles. Since then, the transmitted guided wave energy is widely used as a tightness 

index because the wave energy across the bolt joint is strongly tied to the contact status 

of bolted interface7, 9, 10.  

To identify bolt loosening in a test structure of a CubeSat, Mascarenas et al.11 used 

the difference in transmitted guided wave energy between the operational 

measurements and the baseline measurements to locate loosening bolts. Similarly, 

Montoya et al.12 proposed to detect loosening bolts in a single joint between satellite 

panels using transmitted guided wave energy. Jiang et al.13 developed a guided wave 

approach based on wavelet packet energy analysis to access bolt looseness in steel truss 

arch structures. Recently, Zhu et al. 4 proposed a guided wave method to measure the 

preload between rotor disks based on the wave energy. However, the guided wave 

energy based approach is not sensitive at the early stage of bolt loosening14, 15. Therefore, 

the above research is limited to the monitoring of fully loosening bolt in multi-bolt 



connection. Parvasi et al.16 developed a time reversal method to monitor bolt preload, 

in which the time reversal technique was used to focus the energy of transmitted guided 

wave. Moreover, Du et al.14 proposed a modified time reversal method that is more 

sensitive to bolt loosening. Wang et al.15 develop a new entropy-based tightness index 

for monitoring bolt early looseness. 

The temperature effect is among the major environmental influences that can 

restrict real-life SHM applications of guided wave17. The characteristics of wave 

propagation like wave velocities, amplitudes change with temperature17. Therefore, it 

is important to compensate for the effect of temperature on guided waves for practical 

application. Lu and Michaels 18 and Konstantinidis et al.19 illustrated optimal baseline 

selection (OBS) methods for temperature compensation. The OBS method is based on 

the identification of a signal within a database that is most similar to a current signal. 

Based on the OBS method, An and Sohn20 presented an integrated impedance and 

guided wave method for damage detection under varying temperature conditions. 

However, significant changes in signals will happen with very small temperature drifts, 

which means the temperature interval between baselines should be very small21. As the 

dominant effect of temperature is the change in arrival time of individual wave packets, 

baseline signal stretch (BSS) methods have been proposed18, 22. In BSS, the signal was 

stretched or compressed by modifying its time or frequency axis to compensate for this 

time delay. Recently, Mariani et al. 23 presents a new stretch-based temperature 

compensation procedure allowing for both wave velocity and transducer phase response 

changes. For anisotropic composite structure, Yue and Aliabadi 24 proposed a stretch-

based method to compensate for both wave phases and amplitudes at various 

temperatures. Nevertheless, the success of the stretch-based methods is strongly 

dependent on mode purity and structural complexity25, since the stretch factor changes 

with wave mode and frequency. Therefore, the BSS method is difficult to apply to 

guided waves received from bolted joints in which the overlapping between different 

mode waves is more common. Until now, few studies have considered the temperature 

effect in bolt loosening detection based on guided waves.  

Machine learning (ML) techniques have been used for bolt loosening detection due 



to their capabilities of modeling extremely complex nonlinear phenomena. Nazarko and 

Ziemianski26 proposed to use principle components analysis (PCA) and artificial neural 

networks(ANN) for bolt force identification based on elastic waves. Furthermore, 

Liang and Yuan27 developed a decision fusion system for bolted joint monitoring based 

on Lamb waves. Recently, Wang et al.28 developed a new damage index (DI) and a least 

square support vector machine (SVM) was used to identify different loosening states of 

a multi-bolt connection. After that, Wang et al.29 further presented new entropy indexes 

and a stacking-based ensemble learning classifier to detect underwater multi-bolt 

looseness using guided waves. It can be seen that ML methods are increasingly used 

for loosening monitoring of multi-bolt connection structures due to the complexity of 

the guided wave signals. However, the accuracy of the ML techniques relies on the 

effectiveness of the features extracted from guided wave signals 17.  

ML techniques have also been attempted to remove the temperature effect. To 

detect damage in a steel pipe under environmental variations, Ying et al. 30 proposed to 

use automated feature selection and ML classifiers for damage classification. Wang et 

al.31 present a PCA based method to eliminate the temperature effects for ice monitoring 

of wind turbine blade. However, it is very difficult to find a universally good feature 

that is sensitive to complex loosening conditions, while robust in the presence of 

temperature variations.  

In recent years, deep learning has brought about breakthroughs in processing 

images, video, audio and natural language32. It performs much better than traditional 

handcrafted feature-based ML methods among lots of tasks. Recently, deep learning 

techniques have been increasingly used in the field of SHM33-37. Zhang et al. 38 

presented a faster region-based convolutional neural network(CNN) for bolt loosening 

detection using machine vision. Wang and Song1 developed a one-dimensionaltraining 

interference capsule neural network (1D-TICapsNet) to classify percussion-induced 

sound signals for bolt looseness detection. Wang39 further developed a novel robotic-

assisted active sensing method and a new Siamese CapsNet for multi-bolt loosening 

detection. Zhang et al.40 proposed a CNN, namely SHMnet, for bolt loosening 

identification using vibration signals. Multi-task learning based deep neural networks 



are suitable for solving the problem of multi-task detection. Hence, Zhang et al.41 

developed a multi-task CNN for simultaneous detection of damage level and location 

using lamb wave. Though considerable research has been conducted in the application 

of ML in SHM, the implementation of deep learning techniques in Lamb wave based 

bolt loosening detection is still limited. 

From the above analysis, it can be seen that guided wave is effective for bolt torque 

monitoring. However, due to the complexity of the guided wave transmitting across a 

bolted joint, few studies have considered the effect of temperature. The idea of self-

attention mechanisms is to generate a context vector that assigns weights to the input 

sequence. The self-attention mechanisms were first popularized in natural language 

processing42. In computer vision, self-attention has been applied to a variety of tasks, 

including image classification43, segmentation44-46 and image synthesis47. For medical 

imaging segmentation, Oktay et al.45 proposed a self-attention module named attention 

gates (AGs) which can progressively suppress feature responses in irrelevant 

background regions and preserve only the activations relevant to the specific task. 

Based on the AG, Abraham and Khan46 further improved the attention U-Net by 

incorporating an image pyramid for small lesion segmentation. Inspired by this, an 

attention-based multi-task network is developed in this paper towards accurate 

detection of bolt loosening over a wide range of temperature variation. The multi-task 

network consists of an improved attention U-Net subnetwork for temperature 

compensation, and a two-layer convolutional subnetwork to identify bolt loosening 

states. The generalization capability of the proposed multi-task network is verified 

experimentally. To further understand the decisions, the developed multi-task network 

is interpreted by the Integrated Gradients method and a simplified structure of the bolt 

lap plate.  

The content of this paper is arranged as follows. Section 2 introduces the theoretical 

background of bolt loosening detection using guided waves and the effect of 

temperature. Section 3 presents the attention-based multi-task network. The experiment 

is shown in section 4. Section 5 displays the experimental results and the generalization 

capability of the multi-task network. In section 6, the network is interpreted. The study 



is concluded in section 7. 

2．Fundamental of Guided Wave Monitoring 

2.1 Guided wave monitoring of bolt torque 

Lead zirconate titanate (PZT) is widely used for guided wave excitation. Two PZT 

sheets can be attached to both sides of a bolt joint, one for excitation and the other for 

reception. Then, the bolt preload can be estimated by the change of the received guided 

wave signal, as shown in Fig. 1. 

 
Figure 1 Schematic diagram of guided wave propagation across a bolted joint 

The relationship between the given tightening torque and the arising pretension 

force can be described by. 

 𝑇𝑇 = 𝐹𝐹𝐹𝐹𝐹𝐹 (1) 

where F, T, k and d are the pretension force, the tightening torque, the torque coefficient 

and the nominal diameter of the bolt, respectively. As the torque increases, the bolt 

pretension force increases. At this time, the contact area between the two connecting 

plates also increases. On macro level, this is caused by the increase of the radius of 

nominal contact area around the bolt 48, 49. On the micro-scale, this phenomenon is 

associated with the increase of the true contact area between the contact asperities9. The 

change in the contact area between the plates causes a change in the wave propagation 

signal50.  

In reality, an actual received guided wave signal contains mode conversions and 

scattering waves at the contact interface and the bolt hole, as well as reflections at the 

ends of the lapped plates. As a result, the received guided wave signal exhibits 

complicated patterns, as shown in Fig. 1. The energy of the transmitted guided wave is 
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usually used as the bolt loosening index 8, 9, 51. The signal energy in the discrete time 

domain [ts, tf] can be calculated by： 

 𝐸𝐸 = ∑ 𝑉𝑉2(𝑡𝑡)𝑡𝑡𝑓𝑓
𝑡𝑡=𝑡𝑡𝑠𝑠  (2) 

where V(t) is the voltage signal of the received guided wave.  

2.2 The effect of temperature on guided waves 

Temperature fluctuations cause changes in the material properties of the structure, 

the piezoelectric sensor and the bonding layer, as well as changes in their dimensions. 

In general, such a temperature shift may alter the shape, amplitude and arrival time of 

each individual wave packet. However, to a first approximation, the dominant effect is 

the change in arrival time of individual wave packet 52. The shift of arrival time can be 

calculated by53: 

 𝛿𝛿𝑡𝑡 = 𝐿𝐿
𝑣𝑣𝑝𝑝
�𝛼𝛼 − 𝑘𝑘𝑇𝑇

𝑣𝑣𝑝𝑝
� 𝛿𝛿𝑇𝑇  (3) 

where δT is the variation in temperature, L is the propagation distance, vp is the phase 

velocity, α is the coefficient of thermal expansion, and kT is the coefficient of change in 

phase velocity with temperature. Note that the size of kT/vp is typically one to two orders 

of magnitude larger than α. Therefore, the effect of the thermal expansion of the 

structure can be ignored53. 

It can be seen that the phase velocity and propagation distance of the guided wave 

have significant effects on the signal variation. Therefore, the influence of temperature 

on guided waves of different modes is different. Eq. 3 is only applicable to the guided 

wave packet containing a single mode. For guided waves across a bolt jointed, it is 

difficult to compensate the temperature effect by the commonly used BSS technique 

which is strongly dependent on mode purity.  

3 ． Attention-based multi-task network considering temperature 

variation 

In this section, a multi-task network based on the self-attention mechanism is built 

to implement temperature compensation and loosening state recognition. 



3.1 An improved Attention Gate  

The self-attention mechanism can dynamically generate different connection 

weights, and long-range dependencies can be modeled. The architecture of the 

conventional AG presented by Oktay et al.45 is shown in Fig. 2a. However, the module 

is for medical image segmentation46, while this paper is for wave signal regression. 

Therefore, an improved 1D AG module is proposed for guided wave processing and the 

architecture is shown in Fig.2b.  

 

Figure 2 The AG modules (a) the conventional AG45, 46 (b) the improved AG 

In Fig. 2, D and D' are the numbers of channels, and M and M' are the lengths of 

the signals. α is the element-wise attention coefficient. The ⊕ denotes element-wise add 

and the ⊗ denotes element-wise multiplication. In the AG modules, the gating signals 

are from higher-level features and the input features are from lower-level features. The 

gating signals contain contextual information to prune input feature responses. 

Compared with the conventional AG, the following improvements are made in the 

improved AG for the wave signal regression, as shown in Fig. 2b.  

(1) A linear transformation of 1×1 convolution is added before the input features 

are scaled with attention coefficients. 

(2) The softmax activation function is used to normalize the attention coefficients.  
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(3) The conventional AG uses linear interpolation as resampling. In the improved 

AG, the gating signals are from the outputs of the transposed convolutions in the 

expansive path. Hence, there is no resampling. 

(4) The batch normalization layers are added to train the AG module faster and 

more stably. 

3.2 A 1D attention U-Net for temperature compensation 

By integrating the improved AG modules in a modified U-Net architecture54, a 1D 

attention U-Net is established for guided wave temperature compensation at various 

damage states. This network is named the compensation subnetwork (Comp-net). The 

architecture of the Comp-net is shown in Fig. 3. In addition, the numbers of channels 

are also displayed in Fig. 3. With more channels, more features can be extracted by the 

convolutional layers. But this also leads to more parameters for the network. The 

performance of the network with different number of channels was compared. The 

results showed that the number of channels shown in Fig.3 can provide the best 

performance. 
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Figure 3 The temperature compensation subnetwork 

The input features of the Comp-net have two channels, the first channel is the 

guided wave signal vector and the second channel is the corresponding temperature 

vector. The temperature is expanded so that its length is the same as the guided wave 

signal. Hence, each element has the same value in the temperature vector. In the 



contracting path, the convolution layers are used to extract features from a local region, 

and three max pooling layers are used for downsampling. In the expansive path, three 

transposed convolutional layers, which are transposed forms of convolution operation, 

are used for trainable upsampling.  

In the AG modules, higher-level features from the outputs of the transposed 

convolutions in expansive path are used as the gating signals to highlight relevant 

lower-level features that are derived from the contracting path. After that, the output 

features of the AG modules are directly added to the higher-level features. Note that 

this addition operation is different from the concatenation operation in the standard U-

Net. In addition, the batch normalization layer is not used in the Comp-net except the 

AG module. These changes result in better performance of the Comp-net. 

3.3 A multi-task network for bolt loosening state identification 

Multi-task learning aims to jointly learn multiple related tasks and has been used 

successfully across many applications of machine learning. Multi-task learning 

improves generalization by leveraging the domain-specific information contained in the 

training signals of related tasks55. On the basis of the Comp-net, a multi-task network 

for bolt loosening state identification is developed by connecting a classification 

subnetwork(Class-net) in series behind the Comp-net. The architecture of the attention-

based multi-task network is displayed in Figure 4. 

The Class-net is very simple which consists of two convolutional layers, two 

pooling layers and a fully connected layer. Moreover, a skip connection is used to 

concatenate the input guided wave signal and the signal after compensation. And these 

two-channel features are used as the input of the Class-net. The output of the Class-net 

is the identified bolt loosening state. Hence, in the multi-task network, there are two 

outputs: the compensated guide wave signal and bolt loosening state.  
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Figure 4 The architecture of the proposed multi-task network 

3.4 Loss function 

For the Comp-net, the loss function shown in the following equation is used. 

 ℒ1 = ℒMSE + 𝜆𝜆TVℒTV (4) 

where ℒMSE  is the mean squared error loss which measures the average squared 

difference between the actual and compensated guided wave signals, λTV is the tradeoff 

parameter, and ℒTV  is the total variation (TV) regularizer which can be used to 

constrain the smoothness of the difference between the actual and compensated guided 

wave signals56. For 1D signals, ℒTV can be written as: 

 ℒ𝑇𝑇𝑇𝑇 = ∑ (𝐹𝐹𝑖𝑖+1 − 𝐹𝐹𝑖𝑖)2𝑀𝑀−1
𝑖𝑖=1 (𝑀𝑀 − 1)⁄  (5) 

where M is the length of the signal and d is the difference between the actual and 

compensated values. 

The loss function of the multi-task network is54 

 ℒ = 𝛽𝛽ℒ1 + (1 − 𝛽𝛽)ℒ2 (6) 

where ℒ2 is the cross-entropy loss for the Class-net, β is the tradeoff parameter for ℒ1. 

4. Experimental validation 

To validate the attention-based multi-task network, experiments were carried out 



using a lap aluminum plate jointed by 24 bolts simulating an aircraft structure. The 

parameters including plate thickness, lap width, as well as bolt size and spacing were 

determined according to a real aircraft structure. Two PZTs were used to monitor the 

tightening toques of six bolts over a wide range of temperature variation. Three different 

training and validation data sets were built using the measured guided wave signals. 

4.1 Specimen and experimental setup 

The specimen of the bolt jointed lap plate used in the experiment is shown in 

Figure 5. The bolts are steel M6 bolts with strength class 8.8, and flat washers were 

used in each bolt. The two aluminum plates were lapped using 24 bolts, and the size of 

each aluminum plate is 380 × 266 mm. 

 
Figure 5 Schematic diagram of the 24-bolt lap plate 

Two PZT sensors were glued to the two sides of the bolts in the specimen. PZT 1 

was used to excite a guided wave and PZT 2 was used to receive the guided wave signal. 

The material of the PZTs is P5-1, and the size is ϕ8 mm×0.5 mm. The excitation signal 

was a Hanning window modulated 3.5-period sine signal with a center frequency of 

150 kHz. A NI PXIe-5413 was used to excite PZT 1 and a NI PXIe-5105 was used to 

acquire the guide wave signal received by PZT 2 with a sampling frequency of 20 MHz. 

A STANLEY SD-030-22 torque wrench was used to tighten the M6 bolts to a 

predetermined torque. Different loosening states of the six bolts shown in Figure 5 were 

monitored, while the other bolts were always kept tight (8Nm). A total of 13 bolt 



loosening states were measured in the experiments, as listed in Table 1. 

Table 1 The loosening states in the experiment 

Loosening state  

 

Torques of the six bolts 

1 No.1 0Nm，others 8Nm 
2 No.1 4Nm，others 8Nm 
3 No.2 0Nm，others 8Nm 
4 No.2 4Nm，others 8Nm 
5 No.3 0Nm，others 8Nm 
6 No.3 4Nm，others 8Nm 
7 No.4 0Nm，others 8Nm 
8 No.4 4Nm，others 8Nm 
9 No.5 0Nm，others 8Nm 
10 No.5 4Nm，others 8Nm 
11 No.6 0Nm，others 8Nm 
12 No.6 4Nm，others 8Nm 
13 all 8Nm 

Two temperature controller of ESS-SH050A and GDW-50 were used for high and 

low temperature experiments, respectively. The temperature controller of ESS-SH050A 

does not have the cooling function. The specimen temperatures were accurately 

measured by a FLUKE 17B+ digital multimeter. For the high temperature experiment, 

the temperature range is from 23°C to 51°C. For the low temperature experiment, the 

temperature range is from -16.2°C to 35°C. The reference temperature is 30±0.1°C for 

each loosening state. The temperature distribution is not exactly the same for all 

loosening states. 

4.2 Data sets for training and validation 

For each loosening state, a specific bolt was completely loosened, and then 

tightened to the predetermined torques. After that, a temperature controller was used to 

heat or cool and hold a desired temperature for 15 minutes. In this way, guided wave 

samples were measured at different temperatures. This process was named a tightening 

batch and was repeated. In the high temperature experiment, there are 3 tightening 

batches for each loosening state. In addition, there are 15 samples in one tightening 



batch, and 45 samples in one loosening state. The total number of samples in the high 

temperature experiment is 585. The temperature distribution in the high temperature 

experiment is shown in Fig. 6a. There are 10 different temperatures, 2.5 degrees apart. 

In the low temperature experiment, there are 2 tightening batches for each loosening 

state. There are 22 samples in one tightening batch, and 44 samples in one loosening 

state. The total number of samples in the low temperature experiment is 572. The 

temperature distribution is shown in Fig. 6b. There are 11 different temperatures, 5 

degrees apart. 

 
Figure 6. The temperature distribution of the samples (a) high temperature experiment (b) 

low temperature experiment 

It can be seen that the temperature distribution of the samples is basically uniform. 

20% of the samples in a loosening state were randomly selected as the validation set, 

and the remaining 80% were used as the training set. In this way, there are 936 samples 

in the training set and 221 samples in the validation set. This data set is named the 

“Normal temperature data set”.  

For a specific bolt loosening state, different bolt tightening batches lead to 

variations in the guided waves even if the corresponding temperatures are the same. 

Hence, the generalization capability of the proposed multi-task network for different 

tightening batches was verified. For each bolt loosening state, 3 batches were used for 

training and the other 2 batches was used for validation. Note that the two batches 

obtained by the temperature controller GDW-50 were in the training and validation sets, 

respectively. Therefore, there are 676 samples in the training set and 481 samples in the 
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validation set. This data set is named the “Tightening batch data set”. 

In practice, the ambient temperature may not be within the training temperature 

range. In this case, the generalization capability of the proposed multi-task network is 

investigated. For each bolt loosening state, samples in the temperature range from -5°C 

to 45 °C were used for training, and samples in the ranges from -16.2°C to -5°C and 

from 45°C to 50°C were used for validation. At this time, there are 922 samples in the 

training set and 235 samples in the validation set. This data set is named the “Abnormal 

temperature data set”. 

4.3 Training strategy and hyperparameters 

In the model training, the input guided wave was normalized by the Z-score 

normalization method. To normalize the temperature, the difference between the 

measured temperature and the reference temperature was divided by 10, and then the 

result was used as the temperature input. 

The network was built and trained using the Pytorch platform. For the training of 

the multi-task network, the Adam optimization algorithm was used, and the 

hyperparameters used are listed in Table 2. The learning rate changes dynamically 

during the training process. 

Table 2 The hyperparameter values 

Hyperparameter Values 

λTV 0.02 

β 0.8 

Epoch 120 

Batch size 9 

Initial learning rate 2e-3 

5．Experimental results 

The results of temperature compensation and bolt loosening state recognition are 

displayed in this section. In addition, the generalization ability of the proposed model 

is verified. Moreover, the effects of the AG module and the skip connection between 

the two subnetworks are investigated. Finally, the above results are compared with the 



results of the SHMnet40, and the effect of temperature compensation is discussed. 

5.1 Temperature compensation and loosening state recognition 

In the experiment, it is necessary to select the length of the input guided wave 

signal. To this end, signals of lengths 25 μs, 50 μs, 75 μs, and 100 μs were selected, as 

shown in Fig. 7a. Note that T0=45 μs is used as the starting point of the input guided 

wave signal. 

 

 

Figure 7. The received guided wave signal (a) Schematic diagram of signal length (b) Signal 

energy in different loose states at the reference temperature 

The variations of the energy of the 25 μs, 50 μs and 75 μs signals with the 

loosening states at the reference temperature were calculated, as shown in Fig. 7b. It 

can be seen that although the torques of the six bolts in loosening state 13 are all 

maximum, the energy of their signals is smaller than the energy of the signals of 

loosening state 8 and 10. It can be concluded that the loosening states cannot be 

distinguished by the energy of the received guided waves, even though there is no 

temperature effect. 

The multi-task network was trained and validated using the Normal temperature 

data set. When the signal length is 75 μs, the loss and classification accuracy changes 

in a training process are shown in Fig. 8. The training is repeated three times. The 

average classification accuracy of the validation set is 100%, and the standard deviation 

is 0%, as listed in Table 3. 
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Figure 8. A training process of the multi-task network (a) Loss (b) Classification accuracy 

When the signal lengths of 25, 50 and 100 μs were used, the classification accuracy 

of the verification set are shown in Figure 9. It can be seen that when the length is 75 

μs, the accuracy is the highest. When the length is 25 μs, the accuracy is the lowest, 

only 90.2%. When the length is 50 μs and 100 μs, the accuracy is 98.1% and 99.5%, 

respectively. It can be seen that if the guided wave signal is too long or too short, the 

classification accuracy will be reduced. The reason will be analyzed in Section 6. 

 

Figure 9 Validation accuracy of the multi-task network trained with different signal lengths 

When the signal length is 75 μs, the compensated guided wave signals output from 

the Comp-net are shown in Fig. 10. They are also compared with the uncompensated 

guided wave signals and the signals measured at the reference temperature. 
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Figure 10 Temperature compensation results (a) uncompensated signal (47.3°C) in loosening 

state 4 (b) compensated signal (47.3°C) in loosening state 4 (c) uncompensated signal (-15.5°C) in 

loosening state 10 (d) compensated signal (-15.5°C) in loosening state 10. 

As can be seen in Fig. 10, the compensated signal output from the Comp-net 

matches well with the signal measured at the reference temperature. It is proved that 

the proposed Comp-net can achieve temperature compensation well. At the same time, 

it can be seen that with the temperature change, the change of the guided wave signal 

is mainly time delay, especially before about 90 μs. This is consistent with the 

theoretical analysis in Section 2.2. It can be seen that the time delay of the signal shown 

in Fig. 10(c) is larger than that of the signal shown in Fig. 10(a). The main reason is 

that the temperature in Fig. 10(c) is 45°C different from the reference temperature. In 

contrast, the temperature in Fig. 10(a) is 17.3°C different from the reference 

temperature. On the other hand, the delay of the wave packets in the range of 45-60 µs 

in Fig. 10(c) is significantly reduced compared to other wave packets in Fig. 10(c). The 

main reason is that the time delay of S0 wave is smaller than that of A0 wave according 

to Eq. 3.53 Therefore, the wave packet in the range of 45 - 60 µs is the first direct S0 
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wave, and the subsequent wave packets have A0 waves. At about 100 μs, the waveform 

of the guided wave changes considerably as the temperature changes. This is mainly 

due to the mode conversions as well as the different propagation paths of the guided 

wave across the bolted joint. The temperature has different effects on the guided waves 

with different propagation paths and different modes. 

5.2 Generalization of the multi-task network 

The generalization capability of the network has an important impact on its 
practical application. To this end, the proposed multi-task network is trained by the 
Tightening batch data set and the Abnormal temperature data set to verify its 
generalization capabilities for tightening batches and temperatures, respectively. 

5.2.1 Generalization capability for tightening batches 

Figure 11 shows the measured signals in different tightening batches of the 

loosening state 12 at the reference temperature. In Fig. 11, tightening batches 1 and 3 

are from the high temperature experiment, and tightening batch 5 is from the low 

temperature experiment. It can be seen that, there are obvious differences in the 

measured signals of different tightening batches, although the loosening state and 

temperature are the same. 

 

Figure 11 Guided wave signals of different tightening batches in the loosened state 12 at the 

reference temperature 

The multi-task network was trained and validated by the Tightening batch data set. 

The loss and classification accuracy changes in a training process are shown in Fig. 12. 
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Figure 12. A training process using the Tightening batch data set (a) Loss (b) Accuracy 

The training is repeated three times, and the mean value of validation accuracy 

was 95.60% with a standard deviation of 1.37%, as listed in Table 3. It is proved that 

the proposed network has good generalization capability for tightening batch. 

Compared with the results of the Normal temperature dataset, the classification 

accuracy on the Tightening batch data set decreases slightly, and the standard deviation 

increases slightly. 

5.2.2 Generalization capability for temperature 

The multi-task network was then trained and validated by the Abnormal 

temperature data set. The loss and classification accuracy changes in a training process 

are shown in Fig. 13. 

 

Figure 13. A training process using the Abnormal temperature data set (a) Loss (b) Accuracy 

The training is repeated three times, and the mean value of validation accuracy 

was 95.31% with a standard deviation of 2.55%, as listed in Table 3. It can be seen that 

the classification accuracy is still high although the temperatures are not within the 

range of the training set. However, compared with the results of the Normal temperature 
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data set, the classification accuracy on the Abnormal temperature data set decreases 

slightly, and the standard deviation increases slightly. The compensated guided wave 

signals are compared with the uncompensated guided wave signals and the signals 

measured at the reference temperature, as shown in Fig. 14. Note that the temperatures 

at this time are outside the temperature range of the training data set. 

 

Figure 14 Temperature compensation results (a) uncompensated signal (-15.0°C) in loosening 

state 4 (b) compensated signal (-15.0°C) in loosening state 4 (c) uncompensated signal (48.5°C) in 

loosening state 10 (d) compensated signal (48.5°C) in loosening state 10. 

As can be seen in Fig. 14, the compensated signals match well with the 

corresponding signals measured at the reference temperature. This proves that the 

proposed multi-task network has good generalization ability for temperature. 

5.3 Comparison of classification results of different networks 

To analyze the effect of the AG module on the classification results, the three AG 

modules are removed from the proposed network, and the network is named 

Unet_noAG. On the other hand, to verify the effect of the skip connection from the 

input to the Class-net, the skip connection is removed and it is named Unet_noskip. 
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Note that the AG module is retained at this time. The Unet_noAG and Unet_noskip 

were trained and validated by the three data sets. After three repetitions of training, the 

mean verification accuracy and standard deviations are listed in Table 3. The parameters 

of the networks are also listed in Table 3. 

Table 3 Comparison of different neural networks 

Networks 
Normal temperature 

data set 
Tightening batch 

data set 
Abnormal 

temperature data set 
Parameters 

Unet_noAG 98.46%±1.07% 92.12%±1.40% 90.43%±4.63% 1,003,582 

Unet_noskip 99.85%±0.27% 93.43%±2.59% 91.03%±1.13% 1,047,607 

The proposed 
network 

100%±0.00% 95.60%±1.37% 95.31%±2.55% 1,047,663 

SHMnet 41.18%±2.27% 42.47%±0.42% 39.72%±1.23% 6,623,693 

The results show that the classification accuracy decreases substantially on the 

three datasets after removing the AG modules, especially on the Tightening batch and 

the Abnormal temperature data sets. It can also be seen that there is only a small amount 

parameters in the AG modules. It can be concluded that the AG module can effectively 

improve the classification accuracy and the generalization ability of the network. 

Meanwhile, the classification accuracy decreases after removing the skip connection 

from the input to the Class-net, especially on the Tightening batch and the Abnormal 

temperature data sets. 

The SHMnet, which is mainly consists of three convolutional layers and three fully 

connected layers, was also trained and validated by the three data sets and the results 

are listed in Table 3. The SHMnet directly performed loosening state identification 

according to the input guided wave signals without temperature compensation. It can 

be seen that the identification accuracy is low.  

Figure 15a shows the difference signals between the guided waves of loosening 

states 4 and 13. Figure 15b shows the difference signals between loosening states 10 

and 13. In the difference signal calculations, only one guided wave signal of loosening 

state 13 at the reference temperature was used. Two guided wave signals in loosening 

state 4 at different temperatures were used for the calculation. Similarly, the two signals 

in loosening state 10 were used. It can be seen that the difference signals change 



significantly with temperature. Especially for loosening state 10, the change due to bolt 

loosening was completely covered by the change due to temperature. Therefore, if the 

classification is performed directly using CNNs without temperature compensation, it 

will cause a tremendous decrease in accuracy. 

 

Figure 15. The difference signals (a) between signals of loosening states 4 and 13 (b) between 

signals of loosening states 10 and 13.  

6．Interpretation of the model 

It is important to understand the decisions of a deep network. The problem of 

attributing the predictions of the proposed multi-task network to its input feature of 

guided waves is investigated in this section. Given a specific target output, the goal of 

an attribution method is to determine the contribution of each input feature to the output. 

Hence, the Integrated Gradients method57 is used to interpret the multi-task model. This 

method can be applied to a variety of deep networks, and has a strong theoretical 

justification. On this basis, the bolted joint is simplified and the effect of the direct 

guided wave on the classification results is discussed.  

6.1 Interpretation by the Integrated Gradients method 

The attribution of inputs can be created efficiently by directly computing the input 

gradient. The Integrated Gradients computes the path integral of the gradients along the 

straight-line path from the baseline to the input58. It can be expressed as 

 𝑅𝑅𝑖𝑖𝑜𝑜(𝑥𝑥) = (𝑥𝑥𝑖𝑖 − 𝑥𝑥𝑖𝑖′)∫
𝜕𝜕𝜕𝜕�𝑥𝑥′+𝛼𝛼�𝑥𝑥−𝑥𝑥′��

𝜕𝜕𝑥𝑥𝑖𝑖
𝐹𝐹𝛾𝛾1

𝛾𝛾=0   (7) 

where x is input, 𝑥𝑥′ is baseline, F is a function that represents the deep network, 𝜕𝜕𝜕𝜕(𝑥𝑥)
𝑥𝑥𝑖𝑖

 

is the gradient of F(x) along the ith dimension. The baseline is defined by the user and 
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often chosen to be zero. 

The attribution of the input guided wave signal to the compensated guided wave 

signal was calculated. Note that the attribution can only be calculated for a single output 

point. For the result in Fig. 10, a target peak point in the compensated signal was 

selected and the attribution was calculated, as shown in Fig. 16. It can be seen that the 

target peak point after compensation depends mainly on the input peak point before 

time shift. Besides, the input signals which is far away from this input peak point have 

no contribution. 

 

Figure 16. Attribution for the compensated signal (a)Loosening state 4 at temperature 47.3°C 

(b)Loosening state 10 at temperature -15.5°C  

Then, the Integrated Gradients method was used to attribute the classification 

output to its input. The input signal is the same as that in Fig. 16, and the attribution 

result is shown in Fig. 17. It can be seen that the classification of loosening states 4 and 

10 is mainly based on the signal in the range of 60-105 μs. In addition, the attributions 

of the input signals before 60 μs and after about 110 μs are very small. The first direct 

S0 wave packet is from 45 μs to about 60 μs. It is proved that the first S0 wave packet 

is not sensitive for the contact area change due to bolt loosening. The reason should be 

that the in-plane displacement in the S0 mode is dominant. 
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Figure 17. Attribution for the damage classification (a)Loosening state 4 at temperature 47.3°C (b) 

Loosening state 10 at temperature -15.5°C 

6.2 Arrival time of the direct guided waves 

The effect of the direct guided wave signals on the loosening state classification is 

further analyzed. Except for the first direct S0 wave packet, other wave packets are 

difficult to separate due to the superposition of each other. To this end, the bolted joint 

was simplified, as shown in Fig. 18. It is assumed that the lapped plates between 

positions 1 and 2 is in full contact, while the rest of the part is not in contact. Positions 

1 and 2 are determined according to the half-apex angle of the bolt, which is chosen to 

be θ = 45°48. Thus the bolt lap plate is divided into regions I, II and III. The mode 

conversions at positions 1 and 2 are considered. The reflected waves and the bolt holes 

are not taken into account. 

 

Figure 18 Schematic diagram of simplified structure of the bolt lap plate 

Then, the arrival times of different direct guided waves were calculated. There are 

8 mode conversion cases for the direct arrival waves, as listed in Table 4. For example, 

S0-A0-S0 indicates that the mode in region I is S0, the mode in region II is A0, and the 

mode in region III is S0. The arrival times of these direct wave packets were calculated 

using group velocity, and the results are listed in Table 4. 

Table 4 Arrival time of the direct guide wave 
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No. Models of the direct 

arrival wave 

Arrival time(μs) 

1 S0-S0-S0 43.67 

2 S0-A0-S0 50.85 

3 S0-S0-A0 56.99 

4 A0-S0-S0 56.99 

5 S0-A0-A0 64.17 

6 A0-A0-S0 64.17 

7 A0-S0-A0 70.32 

8 A0-A0-A0 77.50 

It can be seen that the arrival times of the direct wave packets are between 43.67-

77.5 μs, while the excitation signal width is 17.5 μs. For the direct arrival wave packet 

S0-S0-S0, the width is consistent with the excitation signal, so the wave packet is in the 

time interval of 43.67-61.17 μs. This is consistent with the time range of the first direct 

S0 wave packet obtained from the experimental signals shown in Fig. 10. It is proved 

that the simplification shown in Fig. 18 is feasible. 

For the direct arrival wave packet A0-A0-A0, the time interval is from 77.50 μs to 

about 95 μs. Note that the wave packet length should be longer than 17.5 μs because of 

the dispersion of the A0 mode. There is a large decrease in the attribution after 105 μs 

as shown in Fig. 17. It can be deduced that the reflected wave is not sensitive to bolt 

loosening. Furthermore, the direct S0-S0-S0 is not sensitive to bolt loosening. It can be 

concluded that the direct arrival waves that have contained the A0 mode are sensitive to 

bolt loosening and should be selected for bolt loosening identification. 

From Figs. 7, it can be seen that the signal of 25 μs length contains the S0-S0-S0 

and part of the S0-A0-S0 packet. At this time, the signal values which are more sensitive 

to classification cannot be utilized, resulting in low accuracy of bolt loosening 

recognition. For the 100 μs length signal, it contains more reflected wave signals after 

the A0-A0-A0. At this point, the increased signal length which has low sensitivity for 

classification may cause interference, resulting in a slight decrease in classification 



accuracy. It can be concluded that the proposed simplified structure can be used for the 

selection of input signal length for bolt loosening detection. 

7. Conclusions 

(1) An attention-based multi-task neural network is developed for temperature 

compensation and bolt loosening detection using guided waves. By integrating 

improved AG modules in a modified U-Net architecture, a 1D attention U-Net (Comp-

net) is established for temperature compensation. Then a two-layer convolutional 

subnetwork (Class-net) is connected in series behind the Comp-net to identify bolt 

loosening. Moreover, a skip connection is used to concatenate from the input to the 

Class-net. A loss function composed of mean squared error loss, total variation 

regularizer and cross-entropy loss is used. 

(2) Experiment validation is carried out on a bolt jointed lap plate simulating a real 

aircraft structure. Two PZTs were used to monitor the tightening toques of six bolts over 

a wide range of temperature variation. The results have proved that the developed multi-

task network achieves temperature compensation and accurate bolt loosening 

identification. The AG modules and skip connection have significant effects on the 

classification accuracy and the generalization ability of the model. Besides, there is a 

tremendous decrease in accuracy without temperature compensation in advance. 

(3) The generalization capabilities for tightening batches and temperatures of the 

proposed multi-task network are verified. When the temperatures and tightening 

batches are not within the range of the training set, the classification accuracy decreases 

little.  

(4) The Integrated Gradients method and a simplified structure of the bolt lap plate 

are used to interpret the multi-task network. The attributions of inputs to the outputs 

were calculated by the Integrated Gradients method. The arrival times of different direct 

guided wave packet were estimate by the simplified structure. It has been proven that 

the direct arrival wave of S0 mode and the reflected waves are not sensitive for the 

contact area change due to bolt loosening. In addition, the direct arrival wave of the A0 

mode is sensitive to bolt loosening and should be selected for bolt loosening 



identification. In addition, the simplified structure is helpful for the selection of input 

signal length. 

The PZT transducers are glued to the structure in this study, which may lead to 

inconvenience in some engineering applications. Therefore, the importance of 

automatic strategies such as the robotic-assisted active sensing method for bolt 

looseness detection has been noticed, this could be a future direction. 
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