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Abstract

A fully decoupled, linearized, and unconditionally stable finite element method is developed to solve the Cahn-
Hilliard-Navier-Stokes-Darcy model in the coupled free fluid region and porous medium region. By introducing
two auxiliary energy variables, we derive the equivalent system that is consistent with the original system. The
energy dissipation law of the proposed equivalent model is proven. To lay a solid foundation, we first present a
coupled linearized time-stepping method for the reformulated system, and prove its unconditionally energy sta-
bility. In order to further improve the computational efficiency, special treatment for the interface conditions and
the artificial compression approach are utilized to decouple the two subdomains and the Navier-Stokes equation.
Therefore, with the discretization techniques of two existing auxiliary variable approaches, a fully decoupled and
linearized numerical scheme can be developed, under the framework of a semi-implicit semi-explicit scheme for
temporal discretizaion and Galerkin finite element method for spatial discretization. The grad-div stabilization
is also employed to further improve the stability of auxiliary variable algorithm. The full discretization obeys
the desired energy dissipation law without any temporal restriction. Moreover, the implementation process is
discussed, including the adaptive mesh strategy to accurately capture the diffuse interface. Ample numerical
experiments are performed to validate the typical features of developed numerical schemes, such as the accuracy,
energy stability without restriction for time step size, and adaptive mesh refinement in space. Furthermore, we
apply the proposed numerical method to simulate the shape relaxation and the Buoyancy-driven flows, which
demonstrate the applicability of the proposed method.

Keywords: Cahn-Hilliard-Navier-Stokes-Darcy model; decoupled finite element method; auxiliary variable;
artificial compression; energy stability
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1. Introduction

Multi-phase flow has important role in computational fluids and industrial engineering. Two-phase flow
in coupled free flow region and porous medium region has become an active area due to its wide applications
such as groundwater system in karst geometry [63, 74, 97], petroleum extraction in oil reservoir [4, 32, 44,
54, 55, 112, 113], industrial filtrations in biochemical field [33, 50], evaporation and condensation process in
atmospheric physics [76], etc. Therefore, it is necessary to develop physically faithful models and efficient
numerical algorithms to simulate the two-phase flow in free flow region and porous media.

There are several relevant models for two-phase flow in domains composed of free flow and porous media
regions [16, 18, 19, 26, 46, 47, 48, 76]. Mosthaf et al. [76] proposed a computational model for two-phase porous
flow coupled with single-phase free flow, which is applied to model soil evaporation in a wind field. Chen et al.
[16] considered a coupled two-phase flow model for free flow overlying porous media regions cooperated with
crucial interface conditions, and discussed its well-posedness. A Robin-Robin domain decomposition method
was designed for this model. Diegel et al.[26] proposed a Cahn-Hilliard-Darcy-Stokes system and devised a
mix finite element method for the two-phase flow. Unconditional solvability and error estimates are rigorously
analysed in two and three dimensions. Han et al. [46] proposed the Cahn-Hilliard-Stokes-Darcy model with
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constant density and viscosity for two-phase incompressible flows in karstic geometry obeying energy dissipative
law by exploiting Onsager’s extremum principle, and proved its wellposedness [45, 49]. Chen et al. [19] stated
a Cahn-Hilliard-Navier-Stokes-Darcy-Boussinesq system to simulate thermal convection of two-phase flow in
coupled domains. Gao et al. [36] considered a Cahn-Hilliard-Navier-Stokes-Darcy model with different densities
and viscosities.

The Cahn-Hilliard-Stokes-Darcy system with constant density and viscosity is proposed in [46], consisting
of the Cahn-Hilliard-Stokes equation in free flow region, the Cahn-Hilliard-Darcy equation in porous media
region, and seven interface conditions to couple the two-phase flow models in two subdomains [18, 20]. Partially
decoupled numerical methods with energy stability are constructed for solving the Cahn-Hilliard-Stokes-Darcy
model [18] and Cahn-Hilliard-Navier-Stokes-Darcy (CHNSD) model [37]. However, the velocity and pressure are
still coupled in free flow region, and sequently one needs to solve the algebra system with variable coefficients.
To further improve the efficiency for solving the CHNSD model, we will follow the scalar auxiliary variable
approach [90, 91] to introduce auxiliary variables and design a fully decoupled, linearized and unconditional
energy stable finite element method.

There are several successful techniques that can well handle the stiffness of phase field model, such as the
convex-splitting strategy [8, 41, 66, 83, 89, 101], the stabilization method [35, 56, 92, 100, 109], the Invariant
Energy Quadratization (IEQ) approach [62, 99, 104, 107, 111], the scalar auxiliary variable (SAV) approach
[1, 34, 38, 61, 67, 82, 90, 91], generalized positive auxiliary variable (gPAV) approach [68, 69, 108], and the
zero-energy-contribution approach [102, 103, 105, 106, 110, 111]. Among these options, the SAV and gPAV
approaches only need the bounded below restriction of free energy. They can explicitly treat the nonlinear
bulk energy by introducing scalar auxiliary variables independent of the spatial variable. Eventually the whole
system can be decoupled into linear equations with constant coefficients. Hence we will utilize both of them
in this paper. Furthermore, the artificial compressible (AC) method [25, 42, 51] is to relax the divergence-free
constraint for incompressible fluid by adding a regularization. Hence it has been intensively applied to break the
coupling between velocity and pressure in numerical procedure [57]. The artificial compressible method is closely
linked to pressure correction, while the spurious pressure boundary condition is not required [80]. Inspired by
these works, multiple auxiliary energy variables and artificial compressible methods shall be assembled as key
ingredients of the exhibited numerical method in this paper.

The main idea of this paper is to employ efficient auxiliary variable schemes admitting fully decoupling and
obeying energy dissipation, while avoiding a nonlinear system, since the CHNSD system is a highly nonlinear
and multi-physics coupling system. On one hand, the auxiliary energy variables are introduced to efficiently deal
with the strong nonlinearity and coupling in CHNSD model and design the semi-implicit semi-explicit temporal
discretization. One efficient technique for domain decoupling between free flow and porous media flow is to
deliberately conduct the discrete interface conditions. On the other hand, the tool for decoupling the velocity
and pressure is to employ the artificial compressible method in Navier-Stokes equation. Furthermore, the grad-
div stabilization shall be adopted to improve the stability of completely decoupled numerical algorithm. The
finite element method is utilized for the spatial discretization. The spacial adaptive strategy are introduced to
greatly help accelerating the computation without sacrificing the desired properties and the accuracy. Finally
only several linear elliptic equations and Possion-type equations are required to be solved at each time step.

The rest of paper is organized as follows. In Section 2, the equivalent CHNSD system based on auxiliary
energy variable approach is derived, the weak formulation is stated with corresponding energy dissipation that we
desire to inherit for numerical schemes, and a coupled linearized time-stepping scheme is discussed. In Section 3,
we propose the totally decoupled, linear full discretization scheme on the baseline of finite element discretization
by exploiting artificial compression and grad-div stabilization, thereby rigorously analyze the discrete energy
stability without time step restriction for fully discretization. The implementation of constructed numerical
scheme is also discussed. In Section 4, ample numerical experiences are simulated to verify the effectiveness of
numerical methods. Finally, we give a brief conclusion in Section 5.

2. Cahn-Hilliard-Navier-Stokes-Darcy model

In this section, we first introduce the Cahn-Hilliard-Navier-Stokes-Darcymodel [37, 46] and the two auxiliary
variables to derive the equivalent system. Then we provide the corresponding weak formulation, and show that
the dissipative energy law is satisfied for the reformulated auxiliary variable system in the PDE level.

2.1. The original model system and the transformed equivalent system

The CHNSD model is considered on a bounded domain Ω = Ωc

⋃

Ωm ⊂ R
d (d = 2, 3) consisting of the free

flow region Ωc and the porous media region Ωm. We assume that the boundaries of subdomains Ωc and Ωm,
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denoted by ∂Ωc and ∂Ωm, are Lipschitz continuous. Let the interface of coupled free flow region and porous
media be Γ = ∂Ωm ∩ ∂Ωc, nc and nm be the unit outer normal vectors to the conduit and matrix on interface
Γ, respectively, and nc = −nm. Denote Γm = ∂Ωm\Γ, Γc = ∂Ωc\Γ, a typical geometry in two dimensions is
illustrated in Figure 1.

Figure 1: A sketch of the porous media domain Ωm, free fluid domain Ωc, and the interface Γ.

Let f(φ) be a function of phase variable φ such that f(φ) = F ′(φ), where F (φ) represents the Helmholtz
free energy and is usually taken to be a non-convex function of φ. Let φj(j = c,m) denote the phase function
to indicate the different phases for two immiscible phase flows by taking distinct value ±1. The phase variable
smoothly varies across the diffusion interface layer. The thin width of interfacial region between two-phase flow
is denoted by ǫ. Let wj(j = c,m) and Mj(j = c,m) denote the chemical potential and mobility related to order
parameter φ. Variable γ represents the elastic relaxation time of mixing interface. In this paper, we consider
the double-well polynomial of Ginzburg-Landau type [93]: F (φ) = 1

4 (φ
2 − 1)2.

The two-phase flow in porous media region Ωm is assumed to satisfy the following Cahn-Hilliard-Darcy
(CHD) systems:

1

χ

∂um

∂t
+K

−1um = −∇pm + wm∇φm, (2.1)

∇ · um = 0, (2.2)

∂φm
∂t

+ um · ∇φm −∇ · (Mm(φm)∇wm) = 0, (2.3)

wm + γǫ△φm − γ

ǫ
f(φm) = 0, (2.4)

where um denotes the fluid discharge rate in the porous media, pm denotes the hydraulic head. χ is the porosity

of porous medium. K is the hydraulic conductivity tensor and has the relation K =
∏

ν(φm) with viscosity ν and

permeability matrix
∏

. In this manuscript, K is assumed to be a bounded, symmetric and uniformly positive
definite matrix.

The two-phase flow in fluid region Ωc is assumed to satisfy the following Cahn-Hilliard-Navier-Stokes (CHNS)
systems:

∂uc

∂t
+ (uc · ∇)uc −∇ · T(uc, pc)− wc∇φc = 0, (2.5)

∇ · uc = 0, (2.6)

∂φc
∂t

+ uc · ∇φc −∇ · (Mc(φc)∇wc) = 0, (2.7)

wc + γǫ△φc −
γ

ǫ
f(φc) = 0, (2.8)

where T(uc, pc) = 2νD(uc) − pcI is the stress tensor, D(uc) = (∇uc +∇Tuc)/2 is the deformation tensor, uc

denotes the fluid velocity, pc denotes the kinematic pressure, ν denotes the kinematic viscosity of the fluid,
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0 < c ≤ ν with positive constant c.
The interface conditions on Γ connecting the CHD system and CHNS system are considered as follows

[46, 49]

φc = φm, (2.9)

wc = wm, (2.10)

∇φc · nc = −∇φm · nm, (2.11)

Mc(φc)∇wc · nc = −Mm(φm)∇wm · nm, (2.12)

uc · nc = −um · nm, (2.13)

−nc · (T(uc, pc) · nc) +
1

2
|uc|2 = pm, (2.14)

−τ j · (T(uc, pc) · nc) =
αν

√
d

√

trace(
∏

)
τ j · uc, (2.15)

where τ j (j = 1, · · · , d− 1) denote mutually orthogonal unit tangential vectors to the interface Γ. (2.9)-(2.12)
describe the continuity for the phase field function, the chemical potential, and their normal derivatives. (2.13)-
(2.15) can be viewed as the interface conditions of classical single-phase Stokes-Darcy model [9, 12, 13, 29, 31,
33, 65, 78, 85] or Navier-Stokes-Darcy model [7, 11, 15, 22, 30, 39, 52, 84, 95], including the mass conservation,
the balance of norma force, and the so-called BJS interface condition [87]. These three interface conditions
and the corresponding numerical methods to handle them with various ideas have been extensively studied and
analyzed [5, 6, 10, 14, 17, 21, 27, 28, 40, 43, 53, 58, 64, 70, 73, 79, 86, 88, 98, 114].

For simplicity, the boundary conditions are considered as

um · nm|Γm
= 0, ∇φm · nm|Γm

= 0, Mm(φm)∇wm · nm|Γm
= 0, (2.16)

and

uc|Γc
= 0, ∇φc · nc|Γc

= 0, Mc(φc)∇wc · nc|Γc
= 0. (2.17)

The initial conditions are taken as

φj(0,x) = φ0j (x), j = c,m, uc(0,x) = u0
c(x). (2.18)

The CHNSD system (2.1)-(2.18) obeys energy dissipation associated with the following total energy law [18]

E(um,uc, φ) =

∫

Ωm

1

2χ
|um|2dx+

∫

Ωc

1

2
|uc|2dx+ γ

∫

Ω

(

ǫ

2
|∇φ|2 + 1

ǫ
F (φ)

)

dx. (2.19)

Now two new auxiliary variables are introduced for the kinetic energy and free energy as follows

R(t) =
√

E1(t), U =

√

∫

Ω

F (φ)dx+B, (2.20)

where E1 =
∫

Ωm

1
2χ |um|2dx+

∫

Ωc

1
2 |uc|2dx, ξ = R(t)√

E1(t)
, H(φ) := δU

δφ
= f(φ)

√

∫

Ω
F (φ)dx+B

, and B is a non-negative

parameter. The introduction of the auxiliary variables R and U is the SAV method, which is efficient for
treating nonlinear terms explicitly in energy potential by introducing scalar auxiliary variables. We reformulate
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the system (2.1)-(2.8) into the following equivalent form

∂φ

∂t
+ ξu · ∇φ−∇ · (M(φ)∇w) = 0, (2.21)

w + γǫ△φ− γ

ǫ
H(φ)U = 0, (2.22)

1

χ

∂um

∂t
+K

−1um = −∇pm + ξwm∇φm, (2.23)

∇ · um = 0, (2.24)

∂uc

∂t
+ ξ(uc · ∇)uc −∇ · T(uc, pc)− ξwc∇φc = 0, (2.25)

∇ · uc = 0, (2.26)

2R
dR

dt
=

∫

Ωc

uc

∂uc

∂t
dx+

1

χ

∫

Ωm

um

∂um

∂t
dx+

∫

Ωc

ξ(uc · ∇)ucuc +
ξ

2
(∇ · uc)ucucdx

+ξ

∫

Ω

w(u · ∇φ)dx− ξ

∫

Ωc

(wc∇φc) · ucdx− ξ

∫

Ωm

(wm∇φm) · umdx− ξ

2

∫

Γ

|uc|2uc · ncds,(2.27)

dU

dt
=

1

2

∫

Ω

H
∂φ

∂t
dx. (2.28)

Noticing that the additional terms in the right hand of (2.27) is zero since the equality
∫

Ωc
(uc · ∇)ucucdx +

1
2

∫

Ωc
(∇ · uc)ucucdx = 1

2

∫

Γ
|uc|2uc · ncds holds.

2.2. The weak formulation

In this section, the weak formulation of the CHNSD model system (2.21)-(2.28) is provided. The Sobolev
spaces Hm (Ω) with the norm ‖ ·‖m and V = [H1

0 (Ω)]
d = {v ∈ [H1(Ω)]d : v|∂Ω = 0} are utilized throughout the

paper, where m is a nonnegative integer. The L2 and L∞ norms are simply denoted by ‖ · ‖ and ‖ · ‖∞. Define
the Hilbert space to be Ḣ1(Ωj) = H1(Ωj)∩ L̇2(Ωj) with inner product inner product (u, v)H1 =

∫

Ωj
∇u ·∇v dx

where

L̇2(Ωj) := {v ∈ L2(Ωj) |
∫

Ωj

v dx = 0}. (2.29)

We denoted its dual space by (Ḣ1(Ωj))
′ for simplicity. For the coupled CHNSD system, we introduce the

following basic spaces

Xc = {v ∈ [H1(Ωc)]
d | v = 0 on Γc},

Xm = {v ∈ [H1(Ωm)]d | v · nm = 0 on Γm},
Xj,div = {v ∈ Xj | ∇ · v = 0}, Qj = Ḣ1(Ωj),

Yj = H1(Ωj), Y = H1(Ω), j = c,m.

For the domain Ωj(j = c,m), (·, ·) denotes the L2 inner product on the domain Ωj decided by the subscript of
integrated functions, and 〈·, ·〉 denotes the L2 inner product on the interface Γ. Then we have

(um, vm) =

∫

Ωm

umvmdx, (uc, vc) =

∫

Ωc

ucvcdx, (u, v) =

∫

Ωm

umvmdx+

∫

Ωc

ucvcdx,

‖um‖ :=

(
∫

Ωm

|um|2dx
)

1
2

, ‖uc‖ :=

(
∫

Ωc

|uc|2dx
)

1
2

, ‖u‖2 =
∫

Ωm

|um|2dx+

∫

Ωc

|uc|2dx,

where um := u|Ωm
and uc := u|Ωc

. Let Pτ be the projection onto the tangent space on interface Γ, i.e.

Pτu =
∑d−1

j=1(u · τ j)τ j . We also denote H ′ the dual space of H with the duality induced by the L2 inner
product.

By applying the seven interface conditions (2.9)-(2.15), we obtain the weak formulation of the equivalent
system based on auxiliary variables for CHNSD system as follows: find

(um, pm,uc, pc, φ, w) ∈ (Xm, Qm,Xc, Qc, Y, Y )
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such that

(
∂φ

∂t
, ψ) + ξ(u · ∇φ, ψ) + (M(φ)∇w,∇ψ) = 0, ∀ ψ ∈ Y, (2.30)

(w, ω) − γǫ(∇φ,∇ω)− γ

ǫ
(H(φ)U, ω) = 0, ∀ ω ∈ Y, (2.31)

1

χ
(
∂um

∂t
,v) +K

−1(um,v) + (∇pm,v)− ξ(wm∇φm,v) = 0, ∀ v ∈ Xm, (2.32)

(um,∇q) + 〈uc · nc, q〉 = 0, ∀ q ∈ Qm, (2.33)

(
∂uc

∂t
,v) + ξ ((uc · ∇)uc,v) +

ξ

2
((∇ · uc)uc,v) + 2(νD(uc),D(v)) − (pc,∇ · v)− ξ(wc∇φc,v)

+〈pm,v · nc〉+
ξ

2
〈|uc|2,v · nc〉+

αν
√
d

√

trace(
∏

)
〈Pτuc, Pτv〉 = 0, ∀ v ∈ Xc, (2.34)

(∇ · uc, q) = 0, ∀ q ∈ Qc, (2.35)

2R
dR

dt
= (

∂uc

∂t
,uc) +

1

χ
(
∂um

∂t
,um) + ξ((uc · ∇)uc,uc) + ξ(u · ∇φ,w) − ξ(w∇φ,u)

+
ξ

2
((∇ · uc)uc,uc)−

ξ

2
〈uc · uc,uc · nc〉, (2.36)

dU

dt
=

1

2
(H,

∂φ

∂t
), (2.37)

where t ∈ [0, T ], T is a finite time, um ∈ L∞(0, T ; [L2(Ωm)]d) ∩ L2(0, T ;Xm), uc ∈ L∞(0, T ; [L2(Ωc)]
d) ∩

L2(0, T ;Xc,div),
∂uc

∂t
∈ L2(0, T ;X ′

c,div), pj ∈ L2(0, T ;Qj), j = {c,m}, φ ∈ L∞(0, T ;Y ) ∩ L2(0, T ;H3(Ω)),
∂φ
∂t

∈ L2(0, T ;Y ′), and w ∈ L2(0, T ;Y ).
The above weak formulation has a desired feature, which is to satisfy the energy dissipation law corresponding

to the definition of total energy as follows:

E(t) = |R|2 + γ

ǫ
|U |2 + γǫ

2
‖∇φ‖2. (2.38)

Lemma 2.1. The smooth solution (um, pm,uc, pc, φ, R, U) of CHNSD system (2.30)-(2.37) obeys the following
energy dissipation law:

d

dt
E = −D(t), (2.39)

where D is given by

D(t) = ‖
√
2νD(uc)‖2 + ‖

√
K−1um‖2 + ‖

√

M(φ)∇w‖2 + αν
√
d

√

trace(
∏

)
〈Pτuc, Pτuc〉. (2.40)

Proof. Taking ψ = w in (2.30) and ω = −∂φ
∂t

in (2.31), multiplying (2.37) by
2γ

ǫ
U , and adding these resultants

together, we obtain

γǫ

2

d

dt
‖∇φ‖2 + γ

ǫ

d

dt
|U |2 + ξ(u · ∇φ,w) + ‖

√

M(φ)∇w‖2 = 0. (2.41)

Choosing v = um and qm = pm in (2.32) and (2.33), respectively, and taking the summation, we obtain

1

χ
(
∂um

∂t
,um)− ξ(wm∇φm,um) + 〈uc · nc, pm〉+ ‖

√
K−1um‖2 = 0. (2.42)

Take the test function v = uc in (2.34) and q = qc in (2.35). Then adding these result equations, we have

(
∂uc

∂t
,uc) + ξ ((uc · ∇)uc,uc) +

ξ

2
((∇ · uc)uc,uc)− ξ(wc∇φc,uc)−

ξ

2
〈|uc|2,uc · nc〉

+〈pm,uc · nc〉+ ‖
√
2νD(uc)‖2 +

αν
√
d

√

trace(
∏

)
〈Pτuc, Pτuc〉 = 0. (2.43)
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Summing (2.36) and the above resultants (2.41), (2.42), (2.43), and utilizing the fact (u · ∇φ,w) =
∫

Ω(u ·
∇φ)wdx =

∫

Ωm
(wm∇φm) · umdx +

∫

Ωc
(wc∇φc) · ucdx = (wm∇φm,um) + (wc∇φc,uc), we derive the energy

law (2.39), and then complete the proof of Lemma 2.1. �

2.3. Energy stable coupled linearized time-stepping method

We first construct the following coupled linearized time-stepping method, meanwhile maintaining the un-
conditional energy stability based on the multiple auxiliary variable approach, and prove its energy stability.

Let 0 = t0 < t1 < · · · < tM = T be a uniform partition of [0, T ] with time step size ∆t = tn+1 − tn = T
M
.

Now, we present the semi-discrete scheme based on the weak formulation (2.30)-(2.37): find

(un+1
m , pn+1

m ,un+1
c , pn+1

c , φn+1, wn+1) ∈ (Qm,Xc, Qc, Y, Y )

such that

(
φn+1 − φn

∆t
, ψ) + ξn+1(un · ∇φn, ψ) + (M(φn)∇wn+1,∇ψ) = 0, ∀ ψ ∈ Y, (2.44)

(wn+1, w) − γǫ(∇φn+1,∇w) − γ

ǫ
(HnUn+1, w) = 0, ∀ w ∈ Y, (2.45)

1

χ
(
un+1
m − un

m

∆t
,v) +K

−1(un+1
m ,v) + (∇pn+1

m ,v)− ξn+1(wn
m∇φnm,v) = 0, ∀ v ∈ Xm, (2.46)

(un+1
m ,∇q) + 〈un+1

c · nc, q〉 = 0, ∀ q ∈ Qm, (2.47)

(
un+1
c − un

c

∆t
,v) + ξn+1 ((un

c · ∇)un
c ,v) +

ξn+1

2
((∇ · un

c )u
n
c ,v) + 2(νD(un+1

c ),D(v))− (pn+1
c ,∇ · v)

−ξn+1(wn
c ∇φnc ,v)−

ξn+1

2
〈un

c · un
c ,v · nc〉+ 〈pn+1

m ,v · nc〉

+
αν

√
d

√

trace(
∏

)
〈Pτu

n+1
c , Pτv〉 = 0, ∀ v ∈ Xc, (2.48)

(∇ · un+1
c , q) = 0, ∀ q ∈ Qc, (2.49)

2Rn+1R
n+1 −Rn

∆t
= (

un+1
c − un

c

∆t
,un+1

c ) +
1

χ
(
un+1
m − un

m

∆t
,un+1

m ) + ξn+1((un
c · ∇)un

c ,u
n+1
c )

+
ξn+1

2

(

(∇ · un
c )u

n
c ,u

n+1
c

)

+ ξn+1(un · ∇φn, wn+1)− ξn+1(wn
c ∇φnc ,un+1

c )

−ξn+1(wn
m∇φnm,un+1

m )− ξn+1

2
〈un

c · un
c ,u

n+1
c · nc〉, (2.50)

Un+1 − Un

∆t
=

1

2
(Hn,

φn+1 − φn

∆t
), (2.51)

where Hn := H(φn), ξn+1 = Rn+1

√
En

, un := un
c if x ∈ Ωc, u

n := un
m if x ∈ Ωm.

We now prove the energy stability as follows.

Theorem 2.1. The scheme (2.44)-(2.51) is unconditionally energy stable, in the sense that its approximation
(un+1

m , pn+1
m ,un+1

c , pn+1
c , φn+1, Rn+1, Un+1) satisfies the following equality:

En+1 − En = −Dn+1, (2.52)

where the discrete energy En is defined as

En = |Rn|2 + γ

ǫ
|Un|2 + γǫ

2
‖∇φn‖2, (2.53)

and the energy dissipation Dn+1 is given by

Dn+1 = ∆t‖
√
K−1un+1

m ‖2 +∆t‖
√
2νD(un+1

c )‖2 + γǫ

2
‖∇φn+1 −∇φn‖2 + |Rn+1 −Rn|2 + γ

ǫ
|Un+1 − Un|2

+∆t‖
√

M(φn)∇wn+1‖2 +∆t
αν

√
d

√

trace(
∏

)
〈Pτu

n+1
c , Pτu

n+1
c 〉. (2.54)
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Proof. We first consider Cahn-Hilliard part on whole domain Ω. Taking the test function ψ = ∆twn+1 in

(2.44) and w = −(φn+1 − φn) in (2.45), respectively, multiplying (3.10) by
2γ

ǫ
∆tUn+1, taking the summation,

and utilizing the equality

2a(a− b) = a2 − b2 + (a− b)2, (2.55)

we obtain

γǫ

2
[‖∇φn+1‖2 − ‖∇φn‖2] + γ

ǫ
[|Un+1|2 − |Un|2 + |Un+1 − Un|2] + ∆tξn+1(un · ∇φn, wn+1)

= −γǫ
2
‖∇φn+1 −∇φn‖2 −∆t‖

√

M(φn)∇wn+1‖2. (2.56)

Next, we study the conduit part on free fluid region. Choosing v = ∆tun+1
c and q = ∆tpn+1

c in (2.48) and
(2.49), respectively, and adding the resultants, we have

(un+1
c − un

c ,u
n+1
c ) + ∆tξn+1

(

(un
c · ∇)un

c ,u
n+1
c

)

−∆tξn+1(wn
c ∇φnc ,un+1

c ) + ∆t‖
√
2νD(un+1

c )‖2

+
∆tξn+1

2

(

(∇ · un
c )u

n
c ,u

n+1
c

)

− ∆tξn+1

2
〈un

c · un
c ,u

n+1
c · nc〉

+∆t〈pn+1
m ,un+1

c · nc〉+∆t
αν

√
d

√

trace(
∏

)
〈Pτu

n+1
c , Pτu

n+1
c 〉 = 0. (2.57)

Then, we consider the matrix part. We take v = ∆tun+1
m in (2.46) and q = −∆tpn+1

m in (2.47), and add the
resultants to derive

1

χ
(un+1

m − un
m,u

n+1
m ) + ∆t‖

√
K−1un+1

m ‖2 −∆tξn+1(wn
m∇φnm,un+1

m )−∆t〈un+1
c · nc, p

n+1
m 〉 = 0. (2.58)

Multiplying (2.50) by ∆t, using (2.55), and summing over (2.56), (2.57) and (2.58), we have

|Rn+1|2 − |Rn|2 + γ

ǫ
[|Un+1|2 − |Un|2] + γǫ

2
[‖∇φn+1‖2 − ‖∇φn‖2] + ∆t‖

√
K−1un+1

m ‖2 +∆t‖
√
2νD(un+1

c )‖2

+
γ

ǫ
|Un+1 − Un|2 + |Rn+1 −Rn|2 +∆t‖

√

M(φn)∇wn+1‖2 + γǫ

2
‖∇φn+1 −∇φn‖2

+∆t
αν

√
d

√

trace(
∏

)
〈Pτu

n+1
c , Pτu

n+1
c 〉 = 0, (2.59)

namely, (2.52) is obtained. Therefore, the conclusion of Theorem 2.1 follows. �

3. Fully decoupled numerical scheme and its implementation

In this section, we develop the fully decoupled scheme, and incorporate finite elements in spatial discretization
to propose a fully discretized decopled scheme of the weak formulation (2.30)-(2.37). Then we rigorously analyze
the unconditionally stability of discrete energy.

Let ℑh be a quasi-uniform regular triangular partition of domain Ω. We assume that the finite element
spaces Yh, Yjh, Xjh and Qjh are the approximation of spaces Y , Yj , Xj and Qj with j = c,m, respectively.
Furthermore, we suppose that Xch ⊂ Xc and Qch ⊂ Qc satisfy an inf-sup condition for the divergence operator
in the following sense: There exists a constant C > 0 independent of h such that the LBB condition

inf
06=qh

sup
06=vh

(∇ · vh, qh)

‖vh‖1
≥ C ‖qh‖ , ∀ qh ∈ Qch,vh ∈ Xch

holds.
We first recall the following lemma for the estimate of the interface term from [75]:

Lemma 3.1. There exists a constant C such that, for v ∈ Xc, qmh ∈ Qmh

|〈v · nc, qmh〉| ≤ C‖v‖Xdiv
‖∇qmh‖, (3.1)

where ‖v‖2
Xdiv

= ‖v‖2 + ‖∇ · v‖2.
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3.1. Fully decoupled energy-stable numerical scheme

The numerical complexity of CHNSD system mainly arises from its multi-domain and multi-physic coupling
features. In the previous section, we adopt multiple auxiliary variable approach to treat the nonlinear energy
potential, hence obtain a linear system. However, the implementation of coupled linearized scheme (2.44)-(2.51)
needs expensive computational storage and cost since two domains are still coupled by the interface conditions,
and the velocity and pressure are solved simultaneously in Navier-Stokes equations at each time level. On one
hand, it requires us to treat the approximation of interface conditions by several techniques [3, 12, 51]. On the
other hand, we employ the artificial compression method [57] by adding a perturbed term on the incompressible
equations to separately study two independent subphysics problem of velocity and pressure for Navier-Stokes
system. In this work, we modified the artificial compression scheme by introducing grad-div stabilization [81].
Taking into account the above insights under the framework of the reformulated system based on the auxiliary
variables, we numerically treat the nonlinear bulk free energy according to the SAV approach [90, 91] and handle
the trilinearity in Navier-Stokes according to gPAV approach [68, 69, 108]. Then we develop the following fully
decoupled linearized stabilized algorithm for (2.30)-(2.37):
Step 1: Find (φn+1

h , wn+1
h ) ∈ Yh × Yh, such that

(
φn+1
h − φnh

∆t
, ψh) + ξn+1(un

h · ∇φnh , ψh) + (M(φnh)∇wn+1
h ,∇ψh) = 0, ∀ ψh ∈ Yh, (3.2)

(wn+1
h , ωh)− γǫ(∇φn+1

h ,∇ωh)−
γ

ǫ
(Hn

hU
n+1, ωh)− S(φn+1

h − φnh, ωh) = 0, ∀ ωh ∈ Yh, (3.3)

where Hn
h := H(φnh) and un

h is defined as

un
h :=

{

un
ch, x ∈ Ωc,

un
mh, x ∈ Ωm.

(3.4)

Step 2: Find pn+1
mh ∈ Qmh, such that

−∆tη(∇pn+1
mh ,∇qh) +

η

χ
(un

mh,∇qh) + ∆tηξn+1(wn
mh∇φnmh,∇qh)− β∆t(∇pn+1

mh ,∇qh)

+〈un
ch · nc, qh〉 = 0, ∀ qh ∈ Qmh, (3.5)

where η = (χ−1 +∆tK−1)−1.
Step 3: Find un+1

mh ∈ Xmh such that

1

χ
(
un+1
mh − un

mh

∆t
,vh) +K

−1(un+1
mh ,vh) + (∇pn+1

mh ,vh)− ξn+1(wn
mh∇φnmh,vh) = 0, ∀ vh ∈ Xmh. (3.6)

Step 4: Find un+1
ch ∈ Xch, such that

(
un+1
ch − un

ch

∆t
,vh) + ξn+1 ((un

ch · ∇)un
ch,vh) +

ξn+1

2
((∇ · un

ch)u
n
ch,v) + 2(νD(un+1

ch ),D(vh))

+ζ(∇ · u
n+1
ch − un

ch

∆t
,∇ · vh)− ξn+1(wn

ch∇φnch,vh)− (2pnch − pn−1
ch ,∇ · vh) + 〈pn+1

mh ,vh · nc〉

−ξ
n+1

2
〈un

ch · un
ch,vh · nc〉+

αν
√
d

√

trace(
∏

)
〈Pτu

n+1
ch , Pτvh〉 = 0, ∀ vh ∈ Xch. (3.7)

Step 5: Find pn+1
ch ∈ Qch, such that

(pn+1
ch − pnch, qh) = − 1

∆t
(∇ · un+1

ch , qh), ∀ qh ∈ Qch. (3.8)
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Step 6: Update Rn+1 by

2Rn+1R
n+1 −Rn

∆t
= (

un+1
ch − un

ch

∆t
,un

ch) +
1

χ
(
un+1
mh − un

mh

∆t
,un+1

mh ) + ξn+1((un
ch · ∇)un

ch,u
n+1
ch )

+
ξn+1

2

(

(∇ · un
ch)u

n
ch,u

n+1
ch

)

+ ξn+1(un
h · ∇φnh , wn+1

h )− ξn+1(wn
ch∇φnch,un+1

ch )

−ξn+1(wn
mh∇φnmh,u

n+1
mh )− ξn+1

2
〈un

ch · un
ch,u

n+1
ch · nc〉. (3.9)

Step 7: Update Un+1 by

Un+1 − Un

∆t
=

1

2
(Hn

h ,
φn+1
h − φnh

∆t
). (3.10)

Remark 3.1. The additional term S(φn+1
h −φnh) is the commonly used stabilization for the explicit the nonlinear

term f(φ). The stabilization term β∆t(∇pn+1
mh ,∇qh) is artificially added to ensure the unconditional stability

for the linearized scheme (3.5). The parameter S and β depends only on the geometry of Ω.

Remark 3.2. The term −ζ∇(∇·u
n+1

ch
−u

n
ch

∆t
) in (3.7) is a grad-div stabilized term to ensure the stability continuity

equation [81]. Thereafter, this allows us to obtain energy dissipation law under some approximate constant for
ζ without restriction of time step size.

Remark 3.3. The motivation of numerical scheme (3.5) is from the following time stepping method

1

χ

un+1
mh − un

mh

∆t
+K

−1un+1
mh +∇pn+1

mh − ξn+1wn
mh∇φnmh = 0, (3.11)

∇ · un+1
mh = 0. (3.12)

From (3.11), we immediately obtain

un+1
mh = (χ−1 +∆tK−1)−1[−∆t∇pn+1

mh +∆tξn+1wn
mh∇φnmh +

1

χ
un
mh]. (3.13)

Taking the inner product of (3.12) by qh ∈ Qmh, utilizing the Green’s formula, and applying the discrete interface
condition of mass conservation (2.13), we derive

(un+1
mh ,∇q)− β∆t(∇pn+1

mh ,∇qh) + 〈un
ch · nc, qh〉 = 0.

Then inserting (3.13) into above equation, we conclude (3.5).

Remark 3.4. The artificial compressible technique is utilized in (3.8) for decoupling the velocity and pressure
of Navier-Stokes system, which modified the incompressible equation into slight compressible equation. One can
firstly compute un+1

ch by solving

un+1
ch − un

ch

∆t
+ ξn+1 (un

ch · ∇)un
ch −∇ · (2νD(un+1

ch ))− ξn+1wn
ch∇φnch +∇(2pnch − pn−1

ch ) = 0. (3.14)

Then, pn+1
h is updated by the following process

pn+1
ch = pnch − 1

∆t
∇ · un+1

ch . (3.15)

Remark 3.5. It is worth noting that the above developed scheme (3.2)-(3.10) is fully decoupled and linearized
numerical method for simulating CHNSD system. Indeed, (3.2)-(3.3), (3.5), (3.6), (3.7), (3.8), (3.9) and (3.10)
are completely decoupled to obtain numerical approximations (φn+1

h , wn+1
h ), pn+1

mh , un+1
mh , un+1

ch , pn+1
ch , Rn+1 and

Un+1 successively. More details of implementation shall be discussed in Section 3.2. Therefore, at each time
step, one only needs to solve a sequence of small linear algebra systems which will provide high efficiency in
practice simulation.

We now proceed to prove the energy stability theorem as follows.
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Theorem 3.1. The scheme (3.2)-(3.10) is unconditionally stable, in the sense that its approximation (un+1
mh ,

pn+1
mh ,u

n+1
ch , pn+1

ch , φn+1
h , Rn+1, Un+1) satisfies the following inequality:

En+1
h − En

h ≤ −Dn+1
h , (3.16)

where the modified discrete energy En
h is defined as

En
h = |Rn|2 + γ

ǫ
|Un|2 + γǫ

2
‖∇φnh‖2 +

ζ

2
‖∇ · un

ch‖2 +
∆t2

2
‖∇pnch‖2, (3.17)

and the energy dissipation Dn+1
h is given by

Dn+1
h = ∆t‖

√
K−1un+1

mh ‖2 +∆t‖
√
2νD(un+1

ch )‖2 + γǫ

2
‖∇φn+1

h −∇φnh‖2 + |Rn+1 −Rn|2 + γ

ǫ
|Un+1 − Un|2

+
∆t2

2δ
‖∇(pnch − pn−1

ch )‖2 +∆t‖
√

M(φnh)∇wn+1
h ‖2 + S∆t‖φn+1

h − φnh‖2

+∆t
αν

√
d

√

trace(
∏

)
〈Pτu

n+1
ch , Pτu

n+1
ch 〉. (3.18)

Proof. We firstly consider the full discretization (3.2) and (3.3) for Cahn-Hilliard equation. Taking ψh =

∆twn+1
h and ωh = −(φn+1

h −φnh) in (3.2) and (3.3), respectively, multiplying (3.10) by
2γ

ǫ
∆tUn+1, adding these

resultants, and exploiting the equality (2.55), we derive

γǫ

2
[‖∇φn+1

h ‖2 − ‖∇φnh‖2] +
γ

ǫ
[|Un+1|2 − |Un|2 + |Un+1 − Un|2] + ∆tξn+1(un

h · ∇φnh, wn+1
h )

= −γǫ
2
‖∇φn+1

h −∇φnh‖2 −∆t‖
√

M(φnh)∇wn+1
h ‖2 − S∆t‖φn+1

h − φnh‖2. (3.19)

Next, we consider the conduit part. Taking the test function vh = ∆tun+1
ch in (3.7), we obtain

(un+1
ch − un

ch,u
n+1
ch ) + ∆tξn+1

(

(un
ch · ∇)un

ch,u
n+1
ch

)

+
ζ

2
[‖∇ · un+1

ch ‖2 − ‖∇ · un
ch‖2] + ∆t‖

√
2νD(un+1

ch )‖2

+
ζ

2
‖∇ · (un+1

ch − un
ch)‖2 −∆tξn+1(wn

ch∇φnch,un+1
ch )−∆t(2pnch − pn−1

ch ,∇ · un+1
ch )

+
∆tξn+1

2

(

(∇ · un
ch)u

n
ch,u

n+1
ch

)

− ∆tξn+1

2
〈un

ch · un
ch,u

n+1
ch · nc〉

+∆t〈pn+1
mh ,u

n+1
ch · nc〉+∆t

αν
√
d

√

trace(
∏

)
〈Pτu

n+1
ch , Pτu

n+1
ch 〉 = 0. (3.20)

Taking qh = ∆t2pn+1
ch , qh = −∆t2(pn+1

ch − 2pnch + pn−1
ch ) in (3.8), respectively, using (2.55), and adding these

resulting equations, we have

1

2
∆t2[‖∇pn+1

ch ‖2 − ‖∇pnch‖2 + ‖∇(pnch − pn−1
ch )‖2 − ‖∇(pn+1

ch − 2pnch + pn−1
ch )‖2]

= −∆t(∇ · un+1
ch , 2pnch − pn−1

ch ). (3.21)

Now, we estimate the term ‖∇(pn+1
ch − 2pnch + pn−1

ch )‖2 on the left hand side of (3.21). Taking the difference
of (3.8) at time step tn+1 and time step tn to derive, for ∀qh ∈ Qch,

−(∇(pn+1
ch − 2pnch + pn−1

ch ),∇qh) =
1

∆t
(∇ · (un+1

ch − un
ch), qh), (3.22)

which implies

∆t2

2
‖∇(pn+1

ch − 2pnch + pn−1
ch )‖2 ≤ 1

2
‖∇ · (un+1

ch − un
ch)‖2. (3.23)

11



Taking the sum of (3.20), (3.21) and (3.23) leads to

(un+1
ch − un

ch,u
n+1
ch ) +

ζ

2
[‖∇ · un+1

ch ‖2 − ‖∇ · un
ch‖2] +

∆t2

2
[‖∇pn+1

ch ‖2 − ‖∇pnch‖2] + ∆t‖
√
2νD(un+1

ch )‖2

+
∆t2

2
‖∇(pnch − pn−1

ch )‖2 + ζ

2
‖∇ · (un+1

ch − un
ch)‖2 +∆tξn+1

(

(un
ch · ∇)un

ch,u
n+1
ch

)

−∆tξn+1(wn
ch∇φnch,un+1

ch ) +
∆tξn+1

2

(

(∇ · un
ch)u

n
ch,u

n+1
ch

)

− ∆tξn+1

2
〈un

ch · un
ch,u

n+1
ch · nc〉

+∆t〈pn+1
mh ,u

n+1
ch · nc〉+∆t

αν
√
d

√

trace(
∏

)
〈Pτu

n+1
ch , Pτu

n+1
ch 〉 ≤ 1

2
‖∇ · (un+1

ch − un
ch)‖2. (3.24)

Then, we study the matrix part. Combined with (3.13), (3.5) can be rewritten as

(un+1
mh ,∇qh)− β∆t(∇pn+1

mh ,∇qh) + 〈un
ch · nc, qh〉 = 0. (3.25)

Choosing vh = ∆tun+1
mh and qh = −∆tpn+1

mh in (3.6) and (3.25), respectively, we add these two equations to
obtain

1

χ
(un+1

mh − un
mh,u

n+1
mh ) + β∆t2‖∇pn+1

mh ‖2 +∆t‖
√
K−1un+1

mh ‖2 −∆tξn+1(wn
mh∇φnmh,u

n+1
mh )

−∆t〈un
ch · nc, p

n+1
mh 〉 = 0. (3.26)

Multiplying (3.9) by ∆t and adding (3.19), (3.24) and (3.26) together, we obtain

|Rn+1|2 − |Rn|2 + γ

ǫ
[|Un+1|2 − |Un|2] + γǫ

2
[‖∇φn+1

h ‖2 − ‖∇φnh‖2] +
ζ

2
[‖∇ · un+1

ch ‖2 − ‖∇ · un
ch‖2]

+
∆t2

2
[‖∇pn+1

ch ‖2 − ‖∇pnch‖2] + S∆t‖φn+1
h − φnh‖2 +∆t‖

√
K−1un+1

mh ‖2 +∆t‖
√
2νD(un+1

ch )‖2

+
∆t2

2
‖∇(pnch − pn−1

ch )‖2 + γ

ǫ
|Un+1 − Un|2 + |Rn+1 −Rn|2 +∆t‖

√

M(φnh)∇wn+1
h ‖2

+β∆t‖∇pn+1
mh ‖2 + γǫ

2
‖∇φn+1

h −∇φnh‖2 +∆t
αν

√
d

√

trace(
∏

)
〈Pτu

n+1
ch , Pτu

n+1
ch 〉

≤ −‖un+1
ch − un

ch‖2 −
ζ − 1

2
‖∇ · (un+1

ch − un
ch)‖2 +∆t〈(un+1

ch − un
ch) · nc, p

n+1
mh 〉, (3.27)

where (2.55) and the equality (un+1
ch − un

ch,u
n
ch − un+1

ch ) = −‖un+1
ch − un

ch‖2 are used.
In order to deal with the last term in (3.27), using Lemma 3.1, Young’s inequality and the definition of norm

‖ · ‖2
Xdiv

, i.e. ‖v‖2
Xdiv

= ‖v‖2 + ‖∇ · v‖2, we obtain

∆t|〈
(

un+1
ch − un

ch

)

· nc, p
n+1
mh 〉| ≤ C∆t‖un+1

ch − un
ch‖Xdiv

‖∇pn+1
mh ‖

≤ 1

8
‖un+1

ch − un
ch‖2Xdiv

+ C̃∆t2‖∇pn+1
mh ‖2

=
1

8
‖un+1

ch − un
ch‖2 +

1

8
‖∇ · (un+1

ch − un
ch)‖2 + C̃∆t2‖∇pn+1

mh ‖2. (3.28)

Therefore, combining (3.28), the inequality (3.27) leads to

En+1 − En ≤ Dn+1, (3.29)

if we impose β ≥ 2C̃ and ζ ≥ 5
4 , which only depends on the geometry of Ω. This leads to the energy stability

of the numerical scheme (3.2)-(3.10) and completes the proof of Theorem 3.1. �
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3.2. Issues of implementation

In computation, we first denote

un+1
mh = un+1

1mh + ξn+1un+1
2mh, un+1

ch = un+1
1ch + ξn+1un+1

2ch , (3.30)

pn+1
mh = pn+1

1mh + ξn+1pn+1
2mh, pn+1

ch = pn+1
1ch + ξn+1pn+1

2ch , (3.31)

wn+1
h = wn+1

1h + ξn+1wn+1
2h , φn+1

h = φn+1
1h + ξn+1φn+1

2h , (3.32)

Un+1 = Un+1
1 + ξn+1Un+1

2 . (3.33)

Substituting (3.32) and (3.33) into (3.2), (3.3) and (3.10), respectively, we obtain

(
φn+1
1h − φnh

∆t
, ψh) + (M(φnh)∇wn+1

1h ,∇ψh) = 0, ∀ ψh ∈ Yh, (3.34)

(wn+1
1h , ωh)− γǫ(∇φn+1

1h ,∇ωh)−
γ

ǫ
(Hn

hU
n+1
1 , ωh)− S(φn+1

1h − φnh , ωh) = 0, ∀ ωh ∈ Yh, (3.35)

(
φn+1
2h

∆t
, ψh) + (un

h · ∇φnh , ψh) + (M(φnh)∇wn+1
2h ,∇ψh) = 0, ∀ ψh ∈ Yh, (3.36)

(wn+1
2h , ωh)− γǫ(∇φn+1

2h ,∇ωh)−
γ

ǫ
(Hn

hU
n+1
2 , ωh)− S(φn+1

2h , ωh) = 0, ∀ ωh ∈ Yh, (3.37)

Un+1
1 − Un

∆t
=

1

2
(Hn

h ,
φn+1
1h − φnh

∆t
), (3.38)

Un+1
2

∆t
=

1

2
(Hn

h ,
φn+1
2h

∆t
), (3.39)

We continue to split (φn+1
1h , φn+1

2h , wn+1
1h , wn+1

2h ), respectively, to obtain

φn+1
1h = φn+1

11h + Un+1
1 φn+1

12h , φn+1
2h = φn+1

21h + Un+1
2 φn+1

22h , (3.40)

wn+1
1h = wn+1

11h + Un+1
1 wn+1

12h , wn+1
2h = wn+1

21h + Un+1
2 wn+1

22h . (3.41)

Replacing (φn+1
1h , φn+1

2h , wn+1
1h , wn+1

2h ) in (3.34)-(3.39) by (3.40) and (3.41), and decomposing the derived equations
according to Un+1

1 and Un+1
2 , the solution of the decoupled scheme can be obtained as follows:

Step 1: Find (φn+1
11h , w

n+1
11h ) ∈ Yh × Yh, such that

(
φn+1
11h − φnh

∆t
, ψh) + (M(φnh)∇wn+1

11h ,∇ψh) = 0, ∀ ψh ∈ Yh, (3.42)

(wn+1
11h , ωh)− γǫ(∇φn+1

11h ,∇ωh)− S(φn+1
11h − φnh , ωh) = 0, ∀ ωh ∈ Yh. (3.43)

Find (φn+1
12h , w

n+1
12h ) ∈ Yh × Yh, such that

(
φn+1
12h

∆t
, ψh) + (M(φnh)∇wn+1

12h ,∇ψh) = 0, ∀ ψh ∈ Yh, (3.44)

(wn+1
12h , ωh)− γǫ(∇φn+1

12h ,∇ωh)−
γ

ǫ
(Hn

h , ωh)− S(φn+1
12h , ωh) = 0, ∀ ωh ∈ Yh. (3.45)

Find (φn+1
21h , w

n+1
21h ) ∈ Yh × Yh, such that

(
φn+1
21h

∆t
, ψh) + (un

h · ∇φnh , ψh) + (M(φnh)∇wn+1
21h ,∇ψh) = 0, ∀ ψh ∈ Yh, (3.46)

(wn+1
21h , ωh)− γǫ(∇φn+1

21h ,∇ωh)− S(φn+1
21h , ωh) = 0, ∀ ωh ∈ Yh. (3.47)

Find (φn+1
22h , w

n+1
22h ) ∈ Yh × Yh, such that

(
φn+1
22h

∆t
, ψh) + (M(φnh)∇wn+1

22h ,∇ψh) = 0, ∀ ψh ∈ Yh, (3.48)

(wn+1
22h , ωh)− γǫ(∇φn+1

22h ,∇ωh)−
γ

ǫ
(Hn

h , ωh)− S(φn+1
22h , ωh) = 0, ∀ ωh ∈ Yh. (3.49)
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Step 2: Find pn+1
1mh ∈ Qmh, such that

−∆tη(∇pn+1
1mh,∇qh) +

1

χ
η(un

mh,∇qh)− β∆t(∇pn+1
1mh,∇qh) + 〈un

ch · nc, qh〉 = 0, ∀ qh ∈ Qmh. (3.50)

Find pn+1
2mh ∈ Qmh, such that

−∆tη(∇pn+1
2mh,∇qh)− β∆t(∇pn+1

2mh,∇qh) + ∆tη(wn
mh∇φnmh,∇qh) = 0, ∀qh ∈ Qmh. (3.51)

Step 3: Find un+1
1mh ∈ Xmh, such that

1

χ
(
un+1
1mh − un

mh

∆t
,vh) +K

−1(un+1
1mh,vh) + (∇pn+1

1mh,vh) = 0, ∀ vh ∈ Xmh. (3.52)

Find un+1
2mh ∈ Xmh, such that

1

χ
(
un+1
2mh

∆t
,vh) +K

−1(un+1
2mh,vh) + (∇pn+1

2mh,vh)− (wn
mh∇φnmh,vh) = 0, ∀ vh ∈ Xmh. (3.53)

Step 4: Find un+1
1ch ∈ Xch, such that

(
un+1
1ch − un

ch

∆t
,vh) + 2(νD(un+1

1ch ),D(vh))− (2pnch − pn−1
ch ,∇ · vh) + ζ(∇ · u

n+1
1ch − un

ch

∆t
,∇ · vh)

+〈pn+1
1mh,vh · nc〉+

αν
√
d

√

trace(
∏

)
〈Pτu

n+1
1ch , Pτvh〉 = 0, ∀ vh ∈ Xch. (3.54)

Find un+1
2ch ∈ Xch, such that

(
un+1
2ch

∆t
,vh) + ((un

ch · ∇)un
ch,vh) + 2(νD(un+1

2ch ),D(vh)) + ζ(∇ · u
n+1
2ch

∆t
,∇ · vh)− (wn

ch∇φnch,vh)

+
1

2
((∇ · un

ch)u
n
ch,vh)−

1

2
〈un

ch · un
ch,vh · nc〉+ 〈pn+1

2mh,vh · nc〉

+
αν

√
d

√

trace(
∏

)
〈Pτu

n+1
2ch , Pτvh〉 = 0, ∀ vh ∈ Xch. (3.55)

Step 5: Find pn+1
1ch ∈ Qch, such that

(pn+1
1ch , qh) = (pnch, qh)−

1

∆t
(∇ · un+1

1ch , q), ∀ qh ∈ Qch. (3.56)

Find pn+1
2ch ∈ Qch, such that

(pn+1
2ch , qh) = − 1

∆t
(∇ · un+1

2ch , q), ∀ qh ∈ Qch. (3.57)

Step 6: Find Un+1
1 , such that

Un+1
1 [1 − 1

2
(Hn

h , φ
n+1
12h )] = Un +

1

2
(Hn

h , φ
n+1
11h )− 1

2
(Hn

h , φ
n
h), (3.58)

Find Un+1
2 , such that

Un+1
2 [1− 1

2
(Hn

h , φ
n+1
22h )] =

1

2
(Hn

h , φ
n+1
21h ), (3.59)

by using (3.40) in (3.38) and (3.39).
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Step 7: Find ξn+1, such that

A(ξn+1)2 +Bξn+1 + C = 0, (3.60)

which is derive from (3.9) by plugging ξn+1 = Rn+1

√
En

,

A =
1

χ
(un+1

2mh,u
n+1
2mh) + ∆t((un

ch · ∇)un
ch,u

n+1
2ch ) +

∆t

2

(

(∇ · un
ch)u

n
ch,u

n+1
2ch

)

− ∆t

2
〈un

ch · un
ch,u

n+1
2ch · nc〉

+∆t(un
h · ∇φnh , wn+1

2h )−∆t(wn
ch∇φnch,un+1

2ch )−∆t(wn
mh∇φnmh,u

n+1
2mh)− 2En,

B = (un+1
2ch ,u

n
ch) +

1

χ
(un+1

1mh − un
mh,u

n+1
2mh) +

1

χ
(un+1

2mh,u
n+1
1mh) + ∆t((un

ch · ∇)un
ch,u

n+1
1ch )

+
∆t

2

(

(∇ · un
ch)u

n
ch,u

n+1
1ch

)

− ∆t

2
〈un

ch · un
ch,u

n+1
1ch · nc〉+∆t(un

h · ∇φnh , wn+1
1h )

−∆t(wn
ch∇φnch,un+1

1ch )−∆t(wn
mh∇φnmh,u

n+1
1mh) + 2

√
EnRn,

C = (un+1
1ch − un

ch,u
n
ch) +

1

χ
(un+1

1mh − un
mh,u

n+1
1mh).

To summarize, the scheme can be implemented as follows:

Algorithm 1 Implementation of decoupled method

1: Solve (φn+1
11h , w

n+1
11 ) from (3.42)-(3.43), (φn+1

12h , w
n+1
12h ) from (3.44)-(3.45), independently;

Solve (φn+1
21h , w

n+1
21h ) from (3.46)-(3.47), (φn+1

22h , w
n+1
22h ) from (3.48)-(3.49), independently;

Solve pn+1
1mh from (3.50), pn+1

2mh from (3.51), independently.

2: Solve un+1
1mh from (3.52), un+1

2mh from (3.53), independently;

Solve un+1
1ch from (3.54), un+1

2ch from (3.55), independently.

3: Solve pn+1
1ch from (3.56), pn+1

2ch from (3.57).

4: Update Un+1
1 from (3.58), Un+1

2 from (3.59).

5: Update φn+1
1h , φn+1

2h , wn+1
1h , wn+1

2h from (3.40) and (3.41), respectively.

6: Solve ξn+1 from nonlinear algebraic system (3.60) by using Newton’s iteration.

7: Update un+1
mh , un+1

ch pn+1
mh and pn+1

ch from (3.30) and (3.31);

Update wn+1
h , φn+1

h and Un+1 from (3.32) and (3.33).

Remark 3.6. The scalar variable ξn+1 is solved from nonlinear algebraic equation (3.60) by using Newton’s
iteration method with an initial guess ξn+1 = 1. The cost of this computation is very small and is essentially
negligible compared with the total cost within a time step.

3.3. Spatial adaptive strategy

The fully discrete scheme (3.2)-(3.10) leads to a sequence of discrete equations at each time step. As we know,
for an equilibrium profile φ(x) = tanh(x/(

√
2ǫ)), the phase function φ varies from −0.9 to 0.9 over a distance

of about 2
√
2 tanh−1(0.9). Therefore, if we take ǫ as ǫm = mh/[2

√
2 tanh−1(0.9)], we have approximately mh

transition layer [23, 60, 94]. This requires the fine discretization to accurately resolved. It is very costly to
resolve the interface with a refine uniform grid on whole domain. In order improve the numerical accuracy of
diffuse interface problem, adaptive mesh refinement are preferable to resolve the transition layer [96], namely,
the locally fine mesh is utilized on interface layer, since small sizes of spatial mesh only required across the thin
interface region.

Owning to the works in [72, 77], we resort an adaptive mesh strategy in this simulation with the following
error estimators ηK on element K:

η2K = hK
∫

K
|∇ϕ|2dx, ∀K ∈ ℑh. (3.61)

The efficiency of adaptive mesh strategy is shown in Example 3 of Section 4.
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4. Numerical examples

In this section, we present various numerical examples to illustrate the features of proposed model and
numerical methods. We first provide two examples to show the convergence accuracy and energy dissipation
as presented in Theorem 3.1. Secondly, the shape relaxation is investigated. Finally, the developed numerical
method is adopted to study the interaction of two bubbles under Buoyancy-driven flow in order to illustrate
the applicability of the numerical method.

For the second order mixed formulation of the Cahn-Hilliard equation on the whole domain, we consid-
er the quadratic elements. For Darcy equation on porous medium, we consider the Taylor-Hood pairs. For
Navier-Stokes equation on free fluid region, we consider the celebrated Taylor-Hood elements. That is, for
φ−w− um − pm − uc − pc, we consider the P2 − P2 −P2 − P1 −P2 − P1 elements. The stabilized parameters
are S = 2, ζ = 5 and β = 2 in the following numerical tests.

Example 1: Convergence and accuracy. Consider the CHNSD model problem on Ω = [0, 1] × [0, 2]
where porous region Ωm = [0, 1] × [0, 1] and free flow region Ωc = [0, 1] × [1, 2]. Set Mm = 1, γ = 1, ǫ = 1,
ν = 1, χ = 1, Mc = 1 and K = I. The exact solutions are chosen as follows







pm = φm = wm = g(x)gm(y) cos(πt),
um = uc = [x2(y − 1)2, − 2

3x(y − 1)3]T cos(πt),
pc = φc = wc = g(x)gc(y) cos(πt),

(4.1)

where g(x) = 16x2(x − 1)2, gm(y) = 16y2(y − 1)2, gc(y) = 16(y − 1)2(y − 2)2. The boundary conditions and
source terms correspond with the exact solution. We define the temporal L2-norm errors between numerical
solution vnh and exact solution v(tn) as ‖e‖v = ‖vnh − v(tn)‖, where v = uc,um, pm, φ with fixing spatial mesh
size. The numerical test is carried out up to terminal time T = 0.2. In order to perform the convergence test of
the fully decoupled numerical method, we take mesh size h = 1

32 and time step size ∆t = 0.02/2k, k = 0, 1, . . . , 5.
The numerical errors as well as a reference line with slope 2 in the log-scale are displayed in Figure 2, which
indicates that the fully decoupled numerical method can achieve the expected first order accuracy in time for
variables uc, um, pm and φ.

10-4 10-3 10-2 10-1

 t

10-6

10-5

10-4

10-3

10-2

L
2
 e

rr
or

Figure 2: Log-Log plots of the L2 error norms with different time step size ∆t.

Example 2: Energy dissipation. We simulate the discrete energy dissipation with initial condition

φ0 = 0.24 cos(πx) cos(2πy) + 0.4 cos(πx) cos(3πy). (4.2)

on the computational domain Ω = [0, 1] × [0, 2], where Ωm = [0, 1] × [0, 1] and Ωc = [0, 1] × [1, 2]. The initial
velocity, pressure and chemical potential are set to zero. We choose M = 0.01, γ = 0.01, ǫ = 0.02, ν = 1,
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1
χ
= 0.01, and K = 0.1I. The discrete mass

∫

Ω φ
n
hdx and discrete energy is presented in Figure 3. From Figure

3, we can clearly observe that the discrete mass at any time level remains the initial value of mass, which
illustrates the mass conservation of the proposed auxiliary variable method. The discrete energy curve of the
numerical solution does decay monotonically with time, which agrees well with the theoretical result in Theorem
3.1 and validates the interface conditions (2.9)-(2.12).
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Figure 3: Evolution of discrete mass and energy.

In the following numerical experiments, adaptive mesh strategy is performed to improve the resolution of
the auxiliary variable method on the fundamental mesh. The root-level mesh is taken to be uniform with h = 1

32 .

Example 3: Shape relaxation to a disk. We simulate the evolution of perturbed surface of the droplet
in the domain Ω = [0, 1]× [0, 2], where Ωm = [0, 1]× [0, 1] and Ωc = [0, 1]× [1, 2]. Parameters are M = 0.01,
γ = 0.01, ǫ = 0.01, ν = 1, 1

χ
= 0.01, and K = 0.1I. The initial ϕ0 is given in polar coordinates (r,̟) as follows

x = (x, y) = (0.5 + r cos(̟), 0.5 + r sin(̟)) 0 ≤ ̟ < 2π,

where r = 0.25 + 0.1 cos(n̟) and n is the oscillation mode. The initial conditions for velocity, pressure and
chemical potential are set to zero. The computations are performed for n = 4. The initial position and
adaptive mesh are shown in Figure 4. Figure 5 shows the dynamic morphotype of the bubble profiles and the
corresponding adaptive meshes at different time. This droplet relaxes to a desired circular shape under the
effect of surface tension. Similar numerical results were also presented in [2, 59].

Figure 6 demonstrates the normalized mass, discrete total energy, and four components of total energy,
namely, kinetic energy Ekin =

∫

Ωc

1
2 |uc|2dx, interfacial energy Einter = γǫ

2

∫

Ω
|∇φ|2dx and free energy of

mixing Emix = γ
ǫ

∫

Ω
F (φ)dx and Ginburg-Landau free energy Efree = Einter +Emix. In Figure 6, we normalize

the discrete mass at any time level by the initial value. As graphed in Figure 6(a), the mass is conservative
of the proposed numerical method. Figure 6(b) shows that the discrete energy of the numerical solution is
non-increasing with time and tends to a minimum value, which illustrates the energy stability of proposed
numerical algorithm. From Figure 6(c), there is a fast drop of interfacial energy and a fast increase of free
energy of mixing at the beginning. The expected reasonable results verify the efficiency of developed decoupled
numerical method and clearly confirm the theoretical result proven in Theorem 3.1.

The adaptive meshes on domain [0.5, 1]× [0.75, 1.25] are illustrated in Figure 7, in which the blue line repre-
sents the interface between the binary phase fluids according to −1 and 1. It is worth noting that the evolution
of interface can be captured accurately. That is, the adaptive meshes are well concentrated near the interface
region at each time step under the adaptive strategy discussed in the previous section.

Example 4: Buoyancy-driven flow. In this test, we study the evolution of a rising bubble in a heavier
medium to illustrate the capacity of proposed numerical method for the case with different density variations.
Assuming the density difference is small, we apply Boussinesq approximation [24, 71] to simulate the influence
of buoyancy. We add the buoyancy-driven term B := −gφ(ρ1−ρ2) to the right side of Darcy equation (2.1) and
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(a) Initial phase function (b) Initial adaptive mesh

Figure 4: Contour plots of the initial bubble.

(a) t = 0.5 (b) t = 1.0 (c) t = 1.5 (d) t = 2.0 (e) t = 3.0 (f) t = 5.0

Figure 5: The evolution of a phase variable to a disk and corresponding the adaptive mesh refinement.

momentum equation (2.6) in Navier-Stokes system. Here ρ(φ) = ρ1−ρ2

2 φ+ ρ1+ρ2

2 , ρ1 and ρ2 are the corresponding
densities of binary fluids, and g is the gravitational acceleration with g = [0, g]T .

Choose the computational domain Ω = [0, 1] × [0, 1.5] and the parameters γ = 0.01, ǫ = 0.01, ν = 1,
K = 0.1I, ρ1 = 1, ρ2 = 5, g = 9.8 and M =

√

ǫ2 + (1− φ)2. The initial position of phase function is located
as shown in the first figure of Figures 8 and 9 for horizontal and vertical rising bubbles, respectively, where the
phase φ = 1 represents a lighter fluid and the phase φ = −1 represents a heavy fluid. The dynamics of bubbles
are presented in Figures 8 and 9 under buoyancy force. From the morphotype evolution recorded in Figure 8,
one can clearly observe the coalescence of two kissing bubbles and the shape deformation, eventually the rising
of a single droplet across the interface between two domains. From Figure 9, we can see the deformation of two
droplets due to the density different between two fluids. Then they merge into a single droplet, and gradually
evolve into the stable appearance. The reasonable results illustrate the applicability of the proposed numerical
scheme.

5. Conclusions

In this paper, a totally decoupled, linearized, and unconditionally stabilized auxiliary variable scheme is
developed to numerically investigate the Cahn-Hilliard-Navier-Stokes-Darcy system. By introducing two scalar
energy variables, the equivalent system is derived obeying corresponding energy law. We employ subtle semi-
implicit approach to construct the unconditionally stable linearized numerical scheme with explicit treatment
for the nonlinear terms. In order to further improve the computational efficiency, the artificial compression
technique is utilized to decouple the velocity and pressure in Navier-Stokes. Meanwhile, we carefully handle
the interface conditions connecting the matrix and conduits. Hence we eventually develop a fully decoupled
numerical scheme. The finite element method is utilized in spacial discretization to construct the fully discrete
algorithm. Moreover, the unconditional stability of numerical scheme is achieved by incorporating modular
grad-div stabilization. Based on these ideas, the developed numerical scheme has several desired features, such
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Figure 6: Evolution of normalized mass, discrete total energy and four energy terms.

(a) t = 0.0 (b) t = 1.5 (c) t = 2.0 (d) t = 3.0 (e) t = 5.0

Figure 7: The enlarged adaptive mesh refinement on the restricted domain [0.5, 1]× [0.75, 1.25].

(a) t = 0.0 (b) t = 1.0 (c) t = 3.0 (d) t = 5.0 (e) t = 6.0

(f) t = 7.0 (g) t = 8.0 (h) t = 9.0 (i) t = 11.0 (j) t = 15.0

Figure 8: The evolution of horizontal rising bubbles in a heavier medium from left to right row by row.
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(a) t = 0 (b) t = 1.0 (c) t = 2.0 (d) t = 3.0 (e) t = 5.0

(f) t = 6.0 (g) t = 6.5 (h) t = 7.5 (i) t = 10.0 (j) t = 15.0

Figure 9: The evolution of vertical rising bubbles in a heavier medium from left to right row by row.

as the balance of computational efficiency and cost, the energy stability without time restriction, and the linear
algebra system with constant coefficients only. The energy stability of the proposed method is rigorously proven.
Moreover, we discuss the practical implementation details of proposed numerical scheme. Several numerical tests
are also provided for the validation purpose.
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