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Abstract: This paper studies an operational-level berth allocation and quay crane assignment 

problem (daily berth planning) with the consideration of the tides and channel flow control 

constraints. An integer programming model is proposed for this problem. Then a column 

generation solution approach is developed on a set partitioning based reformulation of the 

original model. Computational study is conducted on 30 test cases constructed from the real-

world data to validate the efficiency of the proposed solution approach. The results show that 

this simple but practical method can optimally solve the daily berthing planning problem 

instances with up to 80 vessels, 40 berths, and 120 quay cranes within one hour, which is 

reasonable and acceptable for the real-world applications. The proposed decision model and 

the solution method could be potentially useful for some tidal ports with (or without) navigation 

channels. 
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1. Introduction

Due to the offshoring of manufacturing activities in Asia (particularly in China), the amount

of container transportation has been growing by about three times the world’s GDP growth 

during the past three decades (Meng et al., 2014). The indicator of the actual throughputs in 

ports has grown even faster as more and more containers are transshipped in mega-ports of the 

world (Fransoo and Lee, 2012; Lee and Song, 2017). It is an urgent task to increase the 

efficiency of port operations so as to maximize the throughput of ports. Because port operators 

are usually paid by a handling charge per container, the indicator of throughput is essential for 

the port operators’ revenue. The port operators usually have great interest in berth planning 

since it is the start point of the port operations planning. The planned berth locations for vessels 
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are subsequently used as the key input to yard storage, personnel, and equipment deployment 

planning.  

The berth planning process can be categorized into three different levels based on their 

planning horizon. (1) Monthly berth planning: vessels’ monthly arrival plans (e.g., estimated 

import and export throughput, estimated port stay) and physical characteristics are sent from 

shipping lines to a port operator; then they are fed into the CITOS (Computer Integrated 

Terminal Operation System) of the port operator. (2) Weekly berth planning: the estimated 

arrival time and departure time of vessels is updated by the shipping lines. The port operator 

assigns a berth number to each vessel without the exact berthing start time and end time. Based 

on the assigned berth numbers, the yard planning can be conducted. (3) Daily berth planning: 

the shipping lines send the relatively accurate time of arrival and departure and actual import 

and export throughput to the port operator, who will decide the actual berthing position and the 

start and end berthing time. In addition, the quay crane (QC) assignments for vessels are also 

decided in this critical step. The left part of Figure 1 shows the above three levels of berth 

planning activities before mooring a vessel.  

Among the three levels of berth planning, port operators are most interested in the daily berth 

planning because this problem is based on relatively accurate information. Therefore, in this 

study we investigate the daily berth planning process and propose the solution methods to 

improve the berthing efficiency. The above described daily berth planning is usually called by 

‘integrated planning of berth allocation and QC assignment problem’ in the related literature 

(Bierwirth and Meisel, 2010 and 2015). However, most of the current studies overlook the 

factors of the tide and the navigation channel flow control when solving the berth planning 

problems. Some mega-ports (e.g., Port of Shanghai, Port of Antwerp, and Port of Hamburg) 

are tidal ports. For an example in Port of Shanghai, the water depth in the Waigaoqiao area is 

about 12.5 m, which leads to that mega-vessels can only navigate the route when tide is 

sufficiently high (SHMSA, 2016). For another example in Port of Hamburg, a vessel with a 

draft of more than 12.8 m needs to consider the tidal factor when it passes through the 

navigation channel (Port of Hamburg, 2016). In the port of Antwerp, around 70% of arriving 

vessels were influenced by tide fluctuations before the dredging of the Scheldt River in 2010 

(Du et al., 2015). Although berths and port basins of these mega-ports are deep enough to moor 



3 

 

mega-ships, the navigation channels are relatively shallow. The tide in a port fluctuates 

following some pattern as shown in the bottom-right part of Figure 1. The mega-ships need to 

take advantage of the tide so as to pass through the channel, and the berthing and departure 

time of these mega-ships depends on the tide pattern. Therefore, the tide pattern is usually 

critical for making the daily berth planning decision. As shown in the bottom-right part of 

Figure 1, the feasible tidal time windows for each vessel can be determined in advance 

according to the predicted tide pattern and the drafts of the vessels. 

 

Figure 1: An illustration on daily berth planning in a tidal port 

Another critical factor that affects the berth planning is the navigation channel, which is 

usually surrounded by islands, archipelagos, and hidden reefs. For the safety concern, the pilot 

station of a port has strict regulations for vessels’ sailing in the channel. Vessels are usually 

guided by some pilot / pilot ships so as to guarantee the safe sailing routes and speed. The daily 

berth planning has to consider the navigation channel flow control or channel restriction, which 

may stem from (i) bottleneck resources such as a limit number of the pilots / pilot ships, (ii) 

locks of channels, e.g., in Port of Antwerp, (iii) spatial conditions like the depth, length, and 

width of the channels (or rivers connecting a port and the open sea, e.g., in Port of Hamburg), 

(iv) channel sharing with some neighbor terminals. All of the above channel restrictions may 
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impact the berth allocation in a terminal. 

Based on the traditional daily berth planning, the factor of the tide imposes some feasible 

berthing and departure time windows for vessels; while due to the factor of the channel flow 

control, the pilot station also proposes some additional berthing and departure time constraints 

for the incoming and outgoing vessels. Therefore, an intuitive improvement is to integrate the 

above issues and to optimize them simultaneously. The problem proposed in this study is ‘the 

integrated problem on berth allocation and QC assignment with the consideration of tide and 

navigation channel’. In this paper we first present an integer programming model, in which the 

decisions on berth, QC, tide windows, and service time are represented by different variables. 

However, we cannot obtain even a feasible solution for the test cases with up to 15 vessels and 

8 berths within a reasonable time, because there are a large number of big-M constraints and 

binary variables. Therefore, we propose a set-partitioning based model, in which the variable 

represents a feasible plan for a vessel. Then a column generation based solution method is 

suggested to solve the proposed model. Numerical experiments are also conducted to validate 

the effectiveness and efficiency of the proposed solution method.  

The remainder of this paper is organized as follows. Section 2 reviews the related works. In 

Section 3, we provide the background of the daily berth planning in a tidal port. Section 4 

presents an integer programming model. In Section 5, a column generation based solution 

approach is developed to solve the problem. Section 6 reports the numerical results and 

management implications based on the experiments using some sets of real world like instances. 

Section 7 discusses the extension of our method from a discrete berth allocation problem to a 

continuous berth allocation problem. Closing remark and summary are then outlined in the last 

section.  
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2. Related works 

For a comprehensive overview on container terminal operations and maritime logistics, see 

the review work given by Vis and de Koster (2003), Steenken et al. (2004), Stahlbock and Voß 

(2008), Fransoo and Lee (2013). This study is related to the berth allocation problem (BAP), 

which is very important for ports’ operation management and is also the basis for making other 

plans on container scheduling decisions by shipping liners. BAP has attracted great attention 

in academia in the last two decades. Imai et al. (1997) addressed the static BAP (SBAP) in 

commercial ports. Imai et al. (2001) extended the SBAP to dynamic BAP (DBAP), based on 

which Monaco and Sammarra (2007) proposed a compact reformulation. BAP can be classified 

into two types, discrete and continuous, depending on whether vessels’ berthing is performed 

in a continuous or a discrete space (Imai et al., 2005). As to the solution methodology for the 

continuous BAP, Kim and Moon (2003) proposed a simulated annealing method. Park and Kim 

(2002) employed a sub-gradient optimization method. Nishimura et al. (2001) proposed a 

genetic algorithm for BAP to obtain a good solution with small computational effort. Imai et 

al. (2007) investigated BAP for the indented berths, where mega-containerships could be 

served from two sides. Cordeau et al. (2005) studied BAP in some specific quay which consists 

of variable berths. For tactical level BAP, Moorthy and Teo (2006) studied a berth template 

planning problem, which maximizes the service level and minimizes the connectivity cost 

related to the transshipment container groups. Cordeau et al. (2007) studied a tactical level 

service allocation problem arising in the Gioia Tauro transshipment hub.  

Another stream of the BAP studies is about the integrated planning of the BAP, the QC 

assignment, and even yard space allocation. Park and Kim (2003) developed a two-phase 

solution procedure for a BAP with QC assignment. Meisel and Bierwirth (2009) treated the 

BAP-QC assignment as a multi-mode resource constrained project scheduling problem. Imai 

et al. (2008) considered the constraint that QCs cannot pass or bypass from one side to the other 

side of a vessel whose containers are being handled. Giallombardo et al. (2010) investigated 

the tactical discrete BAP and QC assignment problem. A novel concept ‘QC-profile’ was 

proposed to facilitate the combination of BAP and QC assignment problem. For the above 

BACAP (berth allocation with crane assignment problem), Vacca et al. (2013) proposed an 
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exact branch and price algorithm, which can solve problem cases up to 20 ships and five berths. 

Türkoğulları et al. (2014) proposed an exact solution method for a BACAP with continuous 

berth layout; while the QC assignment for each vessel is assumed to be invariant. Then 

Türkoğulları et al. (2016) relaxed that assumption on the time-invariant QC assignment and 

proposed an exact solution method for a BACAP with time-variant QC assignment. Iris et al. 

(2015) also developed an exact solution method for a continuous BACAP based on some novel 

set-partitioning formulations. These excellent related works paved the way for this study to 

develop some method for solving a BACAP with the consideration of more realistic factors. 

By following the study of Giallombardo et al. (2010), Zhen et al. (2011) integrated the berth 

allocation, QC assignment, and yard space allocation, for which Jin et al. (2015) designed a 

column generation based solution method. Similar to the ‘QC-profile’, a concept of ‘YC-profile’ 

was proposed by Jin et al. (2016) and applied in yard management. In the fields of BAP with 

the consideration of yard issues, Hendriks et al. (2013) conducted studies for container ports 

and bulk ports, respectively. Meisel and Bierwirth (2013) proposed a framework for aligning 

all decisions of BAP, QC assignment, and QC scheduling problems in an integrative manner. 

Liu et al. (2016) designed a bi-objective model on tactical berth allocation and yard assignment.  

Recently, the bunker fuel consumption and emission has become a more and more popular 

factor considered in some BAP related studies. Du et al. (2011) proposed a mixed-integer 

second-order cone programming model for a BAP considering the fuel consumption and vessel 

emissions. Hu et al. (2014) further involved the QC allocation into the BAP and also considered 

the fuel consumption and emissions from vessels. A mixed-integer second-order cone 

programming model was developed. Besides the above studies that are mainly based on 

mathematical programming, some studies have employed the discrete event simulation 

approach, e.g., Legato and Mazza (2001). Moreover, the simulation optimization technique is 

recently utilized to optimize the tactical and operational BAP decisions in an integrated way 

(Legato et al., 2014). Randomness in discharge/loading operations and QC assignment were 

also considered in Legato et al. (2014). For a comprehensive overview on the BAP, see the 

review work given by Bierwirth and Meisel (2010, 2015).  

Although there are abundant BAP related studies, there are very few studies that have 

considered the factor of tide. Barros et al. (2011) studied a BAP in a tidal bulk port in Brazil. 
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In their study, the decision on the berthing position of vessels can be neglected because of the 

homogenous berths assumed in the study. Xu et al. (2012) studied both the static and the 

dynamic cases of the daily berth planning problems in a tidal port in China. These two studies 

considered the tidal impact on the water depth in berths; while the realistic situation is that the 

tides mainly influence the water depth of the navigation channels. This realistic factor is 

recently taken into account in a BAP study by Du et al. (2015), which is a major breakthrough 

in the fields of BAP. Their study borrowed the idea of virtual arrival policy to mitigate the tidal 

impacts. Qin et al. (2016) evaluated the solution performance of the integer programming and 

the constraint programming for BAP with time-varying water depth.  Different from the study 

by Du et al. (2015), this study further considers the factors of navigation channel flow control 

and QC assignment decisions. In addition, this study focuses on the daily berth planning—a 

more realistic decision problem than the generic BAP. In the daily berth planning, a detailed 

process of berthing and sailing activities is taken into account and is formulated in the proposed 

mathematical model. 

The main contribution of this study may contain the following points: (1) it proposes a new 

BAP model on the basis of a more comprehensive consideration on the vessels’ berthing and 

sailing activities; (2) besides the berth allocation, the QC assignment decision as well as the 

tidal factor and the navigation channel flow control are taken into account; (3) a column 

generation based solution approach is developed to solve the large-scale problem instances (up 

to 80 vessels) to optimality within an hour. 

3. Problem background 

3.1 Description of vessels’ port stays in the daily berth planning 

Before presenting the mathematical formulation, we first elaborate on the detailed process 

of the daily berth planning and the practical requirements and restrictions involved in the 

process. Figure 2 illustrates the important events (activities) contained in a vessel’s port stay. 
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Figure 2: Important events and time points for the daily berth planning 

As shown in Figure 2, Vessel 𝑖 arrives at the anchorage of the port at time denoted by 𝑒𝑖
𝑎𝑟𝑟, 

which is often called by ETA (expected time of arrival) and is usually sent from the shipping 

line of Vessel 𝑖 to the port operator in advance. Then Vessel 𝑖 is parked and waits for in-

wharf permission. When permission is granted, Vessel 𝑖 goes through the navigation channel; 

the time for Vessel 𝑖 to move from the anchorage to Berth 𝑏 is denoted as 𝑙𝑖,𝑏
𝑖𝑛 . When Vessel 

𝑖  arrives at its assigned berth (i.e., Berth 𝑏 ), there are some berthing and handling setup 

operations (e.g., docking, tying ropes, removing twist locks) that need to be conducted before 

QCs start handling for Vessel 𝑖. The length of the time for performing the setup operations for 

Vessel 𝑖  is denoted by 𝑠𝑖
𝑖𝑛 . Then containers are loaded or unloaded during the planned 

handling interval. The length of the handling time interval for Vessel 𝑖 depends on the QC 

resources assigned to the vessel. As shown in Figure 2, the length of the handling time is 

denoted by ℎ𝑖,𝑝; here the subscript 𝑝 denotes the index of a QC-arrangement plan (i.e., ‘QC-

profile’ defined later) assigned to Vessel 𝑖 . When the terminal completes the container 

loading/unloading activities, there is also a time interval for finishing and departure setup 

operations, which last for a length 𝑠𝑖
𝑜𝑢𝑡 of the time. Then the out-wharf process starts; and the 

vessel travels back to the anchorage. As shown in Figure 2, 𝑙𝑖,𝑏
𝑜𝑢𝑡 denotes the length of time 

when Vessel 𝑖 goes through the navigation channel from its moored Berth 𝑏 to the open sea. 

Finally, Vessel 𝑖 leaves the port. 

In the upper part of Figure 2, the parameters are input data for this decision problem. Part of 

the decision variables, defined by Greek letters, is shown in the lower part of Figure 2. Section 

4 illustrates a complete list of the parameters and variables, based on which the time points of 
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the key events during the daily berthing process can be connected. 

3.2 Objective of the daily berth planning 

The objective of the berth planning is related to two parts: the waiting time of vessels and 

the delay of vessels’ departure.  

(1) Waiting time: The waiting time of a vessel is the time elapsed between the arrival time at 

the anchorage and the start time of the in-wharf activity (i.e., period ① illustrated in Figure 

2). Different countries/ports have different standards to measure the waiting time. For example, 

in Singapore a vessel is said to be berthed-on-arrival (BOA) if the in-wharf activity 

commences within two hours upon arrival. The BOA statistic is often used as a proxy to gauge 

the quality of service provided by the port operator (Moorthy and Teo, 2006). Reducing the 

waiting time of vessels also has its practical meaning. Even for a vessel that leaves the port 

without delay, a long waiting time may also reduce the vessel’s perceived service quality of the 

port operator. The liner of the vessel may feel that if they knew their vessel waited outside the 

port for a long time, they would have slowed down the vessel during the previous voyage for 

potentially reducing fuel consumption. It is necessary for port operators to reduce the waiting 

time for vessels so as to improve the quality of the service. Therefore, in this study we minimize 

the weighted sum of all the vessels’ waiting time, i.e., ∑ 𝑟𝑖
𝑤(휃𝑖

𝑖𝑛 − 𝑒𝑖
𝑎𝑟𝑟)𝑖∈𝑉 . Here 𝑉 is the set 

of all vessels; 𝑟𝑖
𝑤 denote the priority (weight) of Vessel 𝑖 with respect to their waiting time. 

If a vessel has a higher priority 𝑟𝑖
𝑤, more attention should be paid to reducing its waiting time. 

(2) Delay of departure: As shown in Figure 2, the actual departure delay of Vessel 𝑖 can be 

calculated by (휃𝑖
𝑜𝑢𝑡 + 𝑙𝑖,𝑏

𝑜𝑢𝑡 − 𝑒𝑖
𝑑𝑒𝑝)+, in which  𝑒𝑖

𝑑𝑒𝑝
 represents the vessel’s expected time 

of departure (ETD). The operator ‘(∙)+ ’ means: if 𝑥 ≥ 0 , (𝑥)+ = 𝑥 ; otherwise, (𝑥)+ = 0 . 

ETD is usually requested by the shipping line operating Vessel 𝑖, and the delay after ETD 

could disrupt the vessel’s following schedule. Give 𝑟𝑖
𝑑 as the priority (importance) of Vessel 

𝑖  with respect to their delay of departure, the weighted sum of all the vessels’ delay, i.e., 

∑ 𝑟𝑖
𝑑(휃𝑖

𝑜𝑢𝑡 + 𝑙𝑖,𝑏
𝑜𝑢𝑡 − 𝑒𝑖

𝑑𝑒𝑝)+
𝑖∈𝑉 , should be minimized.  

It should be noted that the factor of ‘delay of departure’ is more important than the factor of 

‘waiting time for in-wharf’ in realistic port management. Thus we could set a larger weight for 

the former factor than the weight for the latter factor.  
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3.3 Feasible tidal time windows for berthing and departure 

A decision maker of berth planning needs to ensure each vessel’s berth stay interval should 

be within a single-tide-cycle or a multiple-tide-cycle. As shown in Figure 3, a single-tide-cycle 

berth stay means a short turnaround time for a tide-dependent vessel, which may require more 

QCs to quicken the loading/unloading activities. On the contrary, a double-tide-cycle even a 

triple-tide-cycle may require fewer QCs but increase the length of stay of the vessel in the port, 

resulting in the berth not efficiently used. Moreover, the multiple-tide-cycle berth stay may 

result in departure tardiness of the subsequent vessels. Therefore, it is a challenging task to find 

the most efficient schedule when considering the effect of tide. 

In this study, we define [𝑤𝑖,𝑘
𝑖𝑛 , 𝑤𝑖,𝑘

𝑖𝑛
   and [𝑤𝑖,𝑘

𝑜𝑢𝑡, 𝑤𝑖,𝑘
𝑜𝑢𝑡

   as the berthing and departing time 

window for Vessel 𝑖 passing through the channel in the 𝑘th tide cycle, respectively. The in-

wharf/out-wharf process of any vessel (i.e., period ②/⑦ illustrated in Figure 2) should be 

within one of the feasible berthing time windows. 

 

Figure 3: An example on feasible berthing and departing time windows for a tide-dependent 

vessel 

For the example in Figure 3, we describe the process of determining the feasible berthing 

and departing time windows. The solid curve in Figure 3 (i.e., the sea level) is mainly drawn 

according to the historical data of the sea level at the port. The diagram of tidal sea level is 

usually posted on the wall in the planning room of the port operator; and it acts as an important 
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basis for this berth planning problem. For Vessel i in the example of Figure 3, we assume it is 

a relatively laden status when it enters the port, while it is a relatively empty status when it 

leaves the port. By considering the draft of the vessel, the minimum sea level for the in-wharf 

process and the out-wharf process is 16.8 m and 15.9 m, respectively. As shown in Figure 3, 

six intersections between the two horizontal dashed lines and the solid curve are marked by the 

points 1, 2, 3, 4, 5, and 6 in Figure 3. Their coordinates are (4:10, 16.8), (11:15, 15.9), (16:10, 

16.8), (23:15, 15.9), and etc. Moreover, an in-wharf process would better occur during the 

rising tides; while an out-wharf process would better occur during the falling tides. The reason 

is that during the rising tides, the sea water flows from the out ocean to the port basin, which 

can facilitate the vessels’ in-wharf process; on the contrary, during the falling tides, the sea 

water flows from the port basin to the out ocean, which can facilitate the vessels’ out-wharf 

process. For the climaxes of the curve (i.e., the points 7, 8, and 9 in Figure 3), their coordinates 

are (7:20, 19.2), (19:20, 19.2), and etc. Then we can obtain the feasible berthing time windows 

are [4:10, 7:20 , [16:10, 19:20 , and etc.; while the feasible departing time windows are [7:20, 

11:15 , [19:20, 23:15 , and etc. 

It should be noted that not all the visiting vessels are influenced by tides. Some vessels may 

be tide-independent. When jumbo vessels are tide-independent for a port, the tidal restrictions 

mentioned in this section need not be considered. In addition, this study mainly considers the 

tides influence the water level at the navigation channel, and assumes the operations of a vessel 

at a berth will not be interrupted at low tide windows. 

3.4 Flow control in navigation channel 

The capacity of channel flow control is usually ignored in the literature of BAP. However, 

this issue exists in many ports, not only the tidal ports. A pilot station of a port usually defines 

the channel capacity as the maximum number of vessels that can use the channel at the same 

time. Any potential violation with the capacity or incompliance with the safety will result in 

the plan revision.   
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Figure 4: Flow control of navigation channel in daily berth planning.  

The rectangles in the upper part of Figure 4 represent the in-wharf and the out-wharf 

processes of each vessel. Because the water level of a channel could be different at different 

time, in this study we define 𝐶𝑡 as the maximum number of vessels that can pass through the 

navigation channel simultaneously at the time step 𝑡, as shown in Figure 4. The setting of 𝐶𝑡 

could also depend on the weather condition of the channel, the limitation number of the pilot 

ships, and the possible sharing of the channel with some neighbor terminals. The berth planning 

is related with the traffic flows of vessels in the channel. Given a berth plan, the number of the 

vessels in the channel should be no greater than 𝐶𝑡 at any time step 𝑡 as shown in Figure 4.  

3.5 Berth allocation and QC assignment 

The core decisions of the daily berth planning are the berth allocation and QC assignment. 

Figure 5 shows an example of the discrete berth allocation as well as the QC assignment. 

Vessels are allocated to four berths. For each berth, two additional dummy vessels 𝑜(𝑏) and 

𝑑(𝑏) are also illustrated in this figure by small rectangles with dashed lines. The 𝑜(𝑏) and 

𝑑(𝑏) are used to denote the starting time and ending time for each berth’s occupation. The 

definition of the dummy vessels was proposed in a classic BAP model (Cordeau, et al., 2005), 

which has acted as the basis for plenty of further studies on the discrete BAP models. Each 

large rectangle denotes a vessel, for which the length of the rectangle denotes the handling time, 
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i.e., the step ④ shown in Figure 2. 

 

Figure 5: An example of berth allocation and QC assignment plan 

Different from some BAP studies, the handling time of vessels is variant and depends on the 

QC assignment. When handling the QC assignment in the berth allocation planning, this study 

applies the concept of ‘QC-profile’, which was proposed by Giallombardo et al. (2010). The 

QC-profile denotes the number of QCs assigned for the berthed vessel in each time step. 

Shipping lines inform the port operator about the workload of each vessel, i.e., the number of 

QC-quarters (if the time step is one quarter). Then a set of QC-profiles can be generated for 

each vessel. The upper-right corner of Figure 5 shows the details of the QC-profile used by 

Vessel 8 and an example of the set of QC-profiles for Vessel 8, whose workload is ten QC-

quarters. In the illustration of QC-profiles, a small rectangle with dark color denotes the setup 

time before or after a QC’s operation, which is assumed to be one quarter in this study. It should 

be noted that the number of QC-quarters needed by a vessel is not equal to the number of QC-

quarters occupied by the vessel due to the consideration of QC setup time. The set of QC-

profiles for a vessel is generated according to the vessel’s handling workload, which is the 

number of QC-quarters needed by the vessel; while in the mode formulation, the number of 

QCs occupied by a vessel in each quarter (marked in vessels’ rectangles in Figure 5) is 
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considered in the QC-profile related constrains. When generating the possible QC-profiles for 

a vessel, there are some operational constraints. First, the number of QCs used on each time-

step should be within the reasonable range; second, the allowed variation of the number of QCs 

between two adjacent time steps should be limited, so that the distribution of QCs is as regular 

as possible when serving a vessel. For simplicity, the example in Figure 5 does not consider 

the productivity loss incurred by QCs interference (Meisel and Bierwirth, 2009). However, this 

factor of productivity loss can be taken into account when preparing QC-profile sets for vessels. 

Here we make more explanation on adopting the method of ‘QC-profile assignment’ in our 

model. We admit the BAP with QC-profile assignment is different from the traditional BACAP. 

If we do not enumerate all the QC-profiles for each vessel, the BAP with QC-profile assignment 

may lose the optimality for the BACAP. However, the method of QC-profile assignment 

(Giallombardo et. al., 2010) is a very practical way for the BACAP decision and can reduce 

the solution space significantly, because the decision on ‘determining how many QCs are used 

during each time period for each vessel (in the BACAP)’ is simplified to the decision on 

‘determining which QC-profile is chosen for each vessel (in the BAP with QC-profile 

assignment)’. As aforementioned, when generating the set of QC-profiles for Vessel 8 (its 

workload is ten QC-quarter), we could set some restrictions such as the limit of QC number 

changing during two consecutive quarters. For example, a QC assignment plan ‘4QC-1QC-

4QC-1QC in four quarters’ may not be practical in realistic port operations, because the number 

of QC changing during two consecutive quarters is a bit large. Such plan is a possible solution 

for the traditional BACAP, but may not be included in the set of QC-profiles for the vessel in 

the BAP with QC-profile assignment. Therefore, from the academic perspective, the method 

of ‘QC-profile assignment’ may lose some optimality for the traditional BACAP, but it may be 

a practical way and also has been used by other scholars in recent studies (Liu et al., 2016). 

Given a berth allocation plan, the number of used QCs in each time-step can be computed, 

as illustrated in the bottom part of Figure 5. The total number of QCs should not be greater than 

the number of available QCs in each time-step denoted by 𝑄𝑡 (shown in Figure 5). Given the 

QC capacity 𝑄𝑡 and the set of QC-profiles for each vessel, it is a very difficult to decide the 

assignment of a QC profile and the starting handling time 𝜋𝑖,𝑡 for each vessel with respect to 

the QC capacity.  
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In this study, the decisions on berth allocation and QC assignment are further combined with 

the constraints of the tide time windows and the channel flow control. Thus, determining a 

good daily berthing plan is a challenging optimization problem from the mathematical 

modeling perspective.  

4. Basic model formulation 

In this section, a basis model for the problem is presented. Some nonlinear forms in the 

objective of the model are also linearized. This basic integer programming model is the basis 

for the further investigations.  

4.1 Notations 

Before presenting the mathematical model, the notations on the parameters and the variables 

used in the model are listed in the following parts. For the convenience of understanding the 

notations, we use the Latin letters and the Greek letters to denote the parameters (indices, sets) 

and the decision variables, respectively, in this section.  

Indices and sets: 

𝐵   the set of the berths, indexed by 𝑏. 

𝑉   the set of the vessels, indexed by 𝑖 and 𝑗. 

𝑜(𝑏)  the dummy vessel denoting the first one in the sequence of vessels that moor at Berth 

𝑏. 

𝑑(𝑏)  the dummy vessel denoting the last one in the sequence of vessels that moor at Berth 

𝑏. 

𝑇   the set of the time-steps, indexed by 𝑡. 

𝑃𝑖   the set of the QC-profiles vessels feasible for Vessel 𝑖, indexed by 𝑝. 

𝐾   the set of the tide cycles, indexed by 𝑘. 

Parameters: 

𝑟𝑖
𝑤   the priority (weight) of Vessel 𝑖 with respect to its waiting time. 

𝑟𝑖
𝑑   the priority (weight) of Vessel 𝑖 with respect to its delay of departure. 

𝑒𝑖
𝑎𝑟𝑟  the expected arrival time of Vessel 𝑖. 

𝑒𝑖
𝑑𝑒𝑝

  the expected departure time of Vessel 𝑖. 
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𝑙𝑖,𝑏
𝑖𝑛   the length of time for Vessel 𝑖 to move from the anchorage to Berth 𝑏 through the 

navigation channel. 

𝑙𝑖,𝑏
𝑜𝑢𝑡  the length of time for Vessel 𝑖 to move from Berth 𝑏 to the anchorage through the 

navigation channel. 

𝑠𝑖
𝑖𝑛  the length of time for Vessel 𝑖 docking and handling setup operations. 

𝑠𝑖
𝑜𝑢𝑡  the length of time for Vessel 𝑖 handling finish operations and departing the wharf. 

ℎ𝑖,𝑝  the length of handling time if Vessel 𝑖 uses the QC profile 𝑝. 

𝑞𝑖,𝑝,𝑢  the number of utilized QCs in the 𝑢th time-step of QC-profile 𝑝, which serves Vessel 

𝑖; here 𝑢 is from one. 

𝑄𝑡  the number of available QCs in Time-step 𝑡. 

𝐶𝑡  the maximum number of vessels that can pass through the navigation channel 

simultaneously in Time-step 𝑡. 

𝑀   a sufficiently large positive number. 

[𝑤𝑖,𝑘
𝑖𝑛 , 𝑤𝑖,𝑘

𝑖𝑛
  berthing time window for Vessel 𝑖 passing through the navigation channel in the 

𝑘th tide cycle. 

[𝑤𝑖,𝑘
𝑜𝑢𝑡, 𝑤𝑖,𝑘

𝑜𝑢𝑡
  departing time window for Vessel 𝑖 passing through the navigation channel in 

the 𝑘th tide cycle. 

Decision variables: 

𝛽𝑖,𝑏  a binary variable, equals one if Vessel 𝑖 is allocated to Berth 𝑏, and zero otherwise. 

𝛾𝑖,𝑝  a binary variable, equals one if QC-profile 𝑝  is assigned to Vessel 𝑖 , and zero 

otherwise. 

휃𝑖
𝑖𝑛  an integer variable, represents the in-wharf start time of Vessel 𝑖. 

휃𝑖
𝑜𝑢𝑡  an integer variable, represents the out-wharf start time of Vessel 𝑖. 

𝜎𝑖,𝑗,𝑏  a binary variable, equals one if Vessel 𝑗 is scheduled immediately after Vessel 𝑖 at 

Berth 𝑏, and zero otherwise. 

𝜋𝑖,𝑡  a binary variable, equals one if the handling time interval of Vessel 𝑖 starts in Time-

step 𝑡, and zero otherwise. 

휂𝑖,𝑝,𝑡  a binary variable, equals one if QC-profile 𝑝 is assigned to Vessel 𝑖 and the handling 
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time interval starts in Time-step 𝑡, and zero otherwise; 휂𝑖,𝑝,𝑡 = 𝛾𝑖,𝑝 ∙ 𝜋𝑖,𝑡. 

𝜑𝑖,𝑡
𝑖𝑛  a binary variable, equals one if the in-wharf start time of Vessel 𝑖 is Time-step 𝑡, and 

zero otherwise; so we have 휃𝑖
𝑖𝑛 = ∑ 𝑡 ∙ 𝜑𝑖,𝑡

𝑖𝑛
𝑡∈𝑇 . 

𝜑𝑖,𝑡
𝑜𝑢𝑡  a binary variable, equals one if the out-wharf start time of Vessel 𝑖 is Time-step 𝑡, 

and zero otherwise; so we have 휃𝑖
𝑜𝑢𝑡 = ∑ 𝑡 ∙ 𝜑𝑖,𝑡

𝑜𝑢𝑡
𝑡∈𝑇 . 

휁𝑖,𝑘
𝑖𝑛   a binary variable, equals one if the in-wharf start time of Vessel 𝑖 is in the berthing 

time window of the 𝑘th tide cycle, and zero otherwise. 

휁𝑖,𝑘
𝑜𝑢𝑡  a binary variable, equals one if the out-wharf start time of Vessel 𝑖 is in the departing 

time window of the 𝑘th tide cycle, and zero otherwise. 

4.2 Mathematical model: 

Based on the above definition on the parameters and variables, a mathematical model is 

formulated as follows.  

[BAP  Min ∑ [𝑟𝑖
𝑤(휃𝑖

𝑖𝑛 − 𝑒𝑖
𝑎𝑟𝑟) + 𝑟𝑖

𝑑(휃𝑖
𝑜𝑢𝑡 + ∑ 𝛽𝑖,𝑏𝑙𝑖,𝑏

𝑜𝑢𝑡
𝑏∈𝐵 − 𝑒𝑖

𝑑𝑒𝑝)
+

]𝑖∈𝑉      (1) 

Subject to: 

∑ 𝛽𝑖,𝑏𝑏∈𝐵 = 1             ∀𝑖 ∈ 𝑉     (2) 

∑ 𝛾𝑖,𝑝𝑝∈𝑃𝑖
= 1            ∀𝑖 ∈ 𝑉     (3) 

∑ 𝜋𝑖,𝑡𝑡∈𝑇 = 1             ∀𝑖 ∈ 𝑉     (4) 

∑ 𝜑𝑖,𝑡
𝑖𝑛

𝑡∈𝑇 = 1             ∀𝑖 ∈ 𝑉     (5) 

∑ 𝜑𝑖,𝑡
𝑜𝑢𝑡

𝑡∈𝑇 = 1            ∀𝑖 ∈ 𝑉     (6) 

𝛽𝑖,𝑏 = ∑ 𝜎𝑖,𝑗,𝑏𝑗∈𝑉∪{𝑑(𝑏)}           ∀𝑖 ∈ 𝑉, ∀𝑏 ∈ 𝐵   (7) 

∑ 𝜎𝑜(𝑏),𝑗,𝑏𝑗∈𝑉∪{𝑑(𝑏)} = 1          ∀𝑏 ∈ 𝐵     (8) 

∑ 𝜎𝑖,𝑑(𝑏),𝑏𝑖∈𝑉∪{𝑜(𝑏)} = 1          ∀𝑏 ∈ 𝐵     (9) 

∑ 𝜎𝑖,𝑗,𝑏𝑗∈𝑉∪{𝑑(𝑏)} = ∑ 𝜎𝑗,𝑖,𝑏𝑗∈𝑉∪{𝑜(𝑏)}        ∀𝑖 ∈ 𝑉, ∀𝑏 ∈ 𝐵    (10) 

휃𝑖
𝑜𝑢𝑡 ≤ 휃𝑗

𝑖𝑛 + 𝑙𝑗,𝑏
𝑖𝑛 + (1 − 𝜎𝑖,𝑗,𝑏)𝑀        ∀𝑖, 𝑗 ∈ 𝑉, ∀𝑏 ∈ 𝐵    (11) 
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휃𝑖
𝑖𝑛 ≥ 𝑒𝑖

𝑎𝑟𝑟             ∀𝑖 ∈ 𝑉      (12) 

휃𝑖
𝑖𝑛 + ∑ 𝛽𝑖,𝑏𝑙𝑖,𝑏

𝑖𝑛
𝑏∈𝐵 + 𝑠𝑖

𝑖𝑛 + ∑ 𝛾𝑖,𝑝ℎ𝑖,𝑝𝑝∈𝑃𝑖
+ 𝑠𝑖

𝑜𝑢𝑡 ≤ 휃𝑖
𝑜𝑢𝑡   ∀𝑖 ∈ 𝑉        (13) 

휃𝑖
𝑖𝑛 ≥ 𝑤𝑖,𝑘

𝑖𝑛 − (1 − 휁𝑖,𝑘
𝑖𝑛 )𝑀          ∀𝑖 ∈ 𝑉, ∀𝑘 ∈ 𝐾    (14) 

휃𝑖
𝑖𝑛 + ∑ 𝛽𝑖,𝑏𝑙𝑖,𝑏

𝑖𝑛
𝑏∈𝐵 ≤, 𝑤𝑖,𝑘

𝑖𝑛
+ (1 − 휁𝑖,𝑘

𝑖𝑛 )𝑀      ∀𝑖 ∈ 𝑉, ∀𝑘 ∈ 𝐾    (15) 

휃𝑖
𝑜𝑢𝑡 ≥ 𝑤𝑖,𝑘

𝑜𝑢𝑡 − (1 − 휁𝑖,𝑘
𝑜𝑢𝑡)𝑀         ∀𝑖 ∈ 𝑉, ∀𝑘 ∈ 𝐾    (16) 

휃𝑖
𝑜𝑢𝑡 + ∑ 𝛽𝑖,𝑏𝑙𝑖,𝑏

𝑜𝑢𝑡
𝑏∈𝐵 ≤ 𝑤𝑖,𝑘

𝑜𝑢𝑡
+ (1 − 휁𝑖,𝑘

𝑜𝑢𝑡)𝑀     ∀𝑖 ∈ 𝑉, ∀𝑘 ∈ 𝐾    (17) 

∑ 휁𝑖,𝑘
𝑖𝑛

𝑘∈𝐾 = 1             ∀𝑖 ∈ 𝑉      (18) 

∑ 휁𝑖,𝑘
𝑜𝑢𝑡

𝑘∈𝐾 = 1            ∀𝑖 ∈ 𝑉      (19) 

휃𝑖
𝑖𝑛 + ∑ 𝛽𝑖,𝑏𝑙𝑖,𝑏

𝑖𝑛
𝑏∈𝐵 + 𝑠𝑖

𝑖𝑛 = ∑ 𝜋𝑖,𝑡𝑡𝑡∈𝑇        ∀𝑖 ∈ 𝑉       (20) 

휂𝑖,𝑝,𝑡 ≥ 𝛾𝑖,𝑝 + 𝜋𝑖,𝑡 − 1           ∀𝑖 ∈ 𝑉, ∀𝑝 ∈ 𝑃𝑖 , ∀𝑡 ∈ 𝑇(21) 

∑ ∑ ∑ 𝑞𝑖,𝑝,(𝑡−𝑢+1)휂𝑖,𝑝,𝑢
𝑡
𝑢=𝑚𝑎𝑥{1;𝑡−ℎ𝑖,𝑝+1}𝑝∈𝑃𝑖𝑖∈𝑉 ≤ 𝑄𝑡    ∀𝑡 ∈ 𝑇        (22) 

휃𝑖
𝑖𝑛 = ∑ 𝜑𝑖,𝑡

𝑖𝑛𝑡𝑡∈𝑇             ∀𝑖 ∈ 𝑉        (23) 

휃𝑖
𝑜𝑢𝑡 = ∑ 𝜑𝑖,𝑡

𝑜𝑢𝑡
𝑡∈𝑇 𝑡           ∀𝑖 ∈ 𝑉        (24) 

∑ (∑ 𝜑𝑖,𝑢
𝑖𝑛𝑡

𝑢=𝑚𝑎𝑥{1;𝑡−𝑙𝑖,𝑏
𝑖𝑛 +1}

+ ∑ 𝜑𝑖,𝑢
𝑜𝑢𝑡𝑡

𝑢=𝑚𝑎𝑥{1;𝑡−𝑙𝑖,𝑏
𝑜𝑢𝑡+1}

)𝑖∈𝑉 ≤ 𝐶𝑡 ∀𝑡 ∈ 𝑇      (25) 

𝛽𝑖,𝑏 ∈ {0,1}             ∀𝑖 ∈ 𝑉, ∀𝑏 ∈ 𝐵    (26) 

𝛾𝑖,𝑝 ∈ {0,1}             ∀𝑖 ∈ 𝑉, ∀𝑝 ∈ 𝑃𝑖    (27) 

𝜎𝑖,𝑗,𝑏 ∈ {0,1}             ∀𝑖, 𝑗 ∈ 𝑉, ∀𝑏 ∈ 𝐵    (28) 

𝜋𝑖,𝑡 ∈ {0,1}             ∀𝑖 ∈ 𝑉, ∀𝑡 ∈ 𝑇    (29) 

𝜑𝑖,𝑡
𝑖𝑛 ∈ {0,1}             ∀𝑖 ∈ 𝑉, ∀𝑡 ∈ 𝑇    (30) 

𝜑𝑖,𝑡
𝑜𝑢𝑡 ∈ {0,1}             ∀𝑖 ∈ 𝑉, ∀𝑡 ∈ 𝑇    (31) 

휂𝑖,𝑝,𝑡 ∈ {0,1}             ∀𝑖 ∈ 𝑉, ∀𝑝 ∈ 𝑃𝑖 , ∀𝑡 ∈ 𝑇(32) 

휁𝑖,𝑘
𝑖𝑛 , 휁𝑖,𝑘

𝑜𝑢𝑡 ∈ {0,1}            ∀𝑖 ∈ 𝑉, ∀𝑘 ∈ 𝐾    (33) 

휃𝑖
𝑖𝑛, 휃𝑖

𝑜𝑢𝑡 ∈ ℤ+            ∀𝑖 ∈ 𝑉, ∀𝑏 ∈ 𝐵    (34) 

Objective (1) contains two parts: the first part is the weighted sum of all vessels’ waiting 

time for in-wharf activity, and the second part is the weighted sum of the tardiness with respect 
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to the vessels’ expected departure time 𝑒𝑖
𝑑𝑒𝑝

. Specifically, 휃𝑖
𝑜𝑢𝑡 is the out-wharf start time of 

Vessel 𝑖 ; ∑ 𝛽𝑖,𝑏𝑙𝑖,𝑏
𝑜𝑢𝑡

𝑏∈𝐵   is the duration of the out-wharf process, in which Vessel 𝑖  goes 

through the navigation channel from Berth 𝑏  to the open sea, and leaves the port. Thus 

휃𝑖
𝑜𝑢𝑡 + ∑ 𝛽𝑖,𝑏𝑙𝑖,𝑏

𝑜𝑢𝑡
𝑏∈𝐵  represents the vessel’s actual departure time. It should be noted that the 

cost of QC operations is not considered in the objective. The cost of QC operations for all the 

vessels during the planning horizon is independent to berthing plans because the total of all 

vising vessels’ workload may be a constant with respect to QC-quarters.  

The constraints of the model are mainly classified into the following six parts. Some of them 

are based on the models proposed by existing studies.  

(i) Basic restrictions on core decisions: 

Constraints (2) and (3) are about the two core decisions of the problem: berth allocation and 

QC assignment. Constraints (2) state that each vessel is allocated to exact one berth. Constraints 

(3) ensure one QC-profile is assigned to each vessel. Constraints (4)−(5) ensure the feasibility 

of the binary variables 𝜋𝑖,𝑡, 𝜑𝑖,𝑡
𝑖𝑛, 𝜑𝑖,𝑡

𝑜𝑢𝑡 that denote the key time points of berthing activities 

(shown at the bottom part of Figure 2).  

(ii) Classical constraints on discrete BAP (ref. Cordeau, et al., 2005): 

Constraints (7)−(13) are the typical constraints for the discrete BAP model (Cordeau, et al., 

2005), which was modeled as an MDVRPTW (multi-depot vehicle-routing problem with time 

windows). Constraints (7) link the variable 𝜎𝑖,𝑗,𝑏 of sequencing vessels in each berth and the 

variable 𝛽𝑖,𝑏 of allocating vessels to berths. Constraints (8) and (9) ensure the sequence of 

ships in each berth has one origin node and one destination node, respectively. Constraints (10) 

state that Vessel 𝑖 has both a predecessor and a successor in the vessel sequence for Berth 𝑏, 

if Vessel 𝑖 is allocated to Berth 𝑏. Constraints (11) ensure the precedence relation between 

the out-wharf start time 휃𝑖
𝑜𝑢𝑡 of Vessel 𝑖 and the berth arrival time 휃𝑗

𝑖𝑛 + 𝑙𝑗,𝑏
𝑖𝑛  of Vessel 𝑗 if 

Vessel 𝑖 is immediately followed by Vessel 𝑗 at Berth 𝑏. 휃𝑖
𝑖𝑛 represents the actual in-wharf 

start time of Vessel 𝑖. The time cannot be earlier than the expected arrival time 𝑒𝑖
𝑎𝑟𝑟 of the 

vessel because of Constraints (12). 

(iii) Constraints connecting time points of stages in Figure 2 (this study): 
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Constraints (13) state the relationship among the key time points illustrated in Figure 2. For 

Vessel 𝑖, its in-wharf start time 휃𝑖
𝑖𝑛 plus the duration of passing through channel ∑ 𝛽𝑖,𝑏𝑙𝑖,𝑏

𝑖𝑛
𝑏∈𝐵 , 

plus the setup duration for preparing operations 𝑠𝑖
𝑖𝑛, plus the duration of container handling 

(loading/unloading) activities ∑ 𝛾𝑖,𝑝ℎ𝑖,𝑝𝑝∈𝑃𝑖
, and plus the setup duration for ending operations 

𝑠𝑖
𝑜𝑢𝑡, is not later than the vessel’s out-wharf start time 휃𝑖

𝑜𝑢𝑡. The gap between them is the 

possible waiting time for the vessel’s out-wharf activity. It should be noted that the vessel needs 

to stay at the berth during this waiting stage.  

(iv) Constraints on tidal factors (this study):  

Constraints (14)−(19) are about the factor of tide cycles. Constraints (14), (15), and (18) 

ensure that the in-wharf process should be located in one of the time window [𝑤𝑖,𝑘
𝑖𝑛 , 𝑤𝑖,𝑘

𝑖𝑛
 ,∀𝑘 =

1,2, ⋯ , |𝐾|. Similarly, Constraints (16), (17), (19) ensure that the out-wharf process should be 

located in one of the time window [𝑤𝑖,𝑘
𝑜𝑢𝑡, 𝑤𝑖,𝑘

𝑜𝑢𝑡
 ,∀𝑘 = 1,2, ⋯ , |𝐾|. 

(v) Constraints on QC and channel capacity (ref. Giallombardo, et al., 2005): 

Constraints (20)−(22) are about the capacity constraints for QCs (Giallombardo, et al., 2005). 

Constraints (22) state that the number of used QCs in Time-step 𝑡  should not exceed QC 

capacity 𝑄𝑡. The calculation on the number of the QCs used by all the vessels needs a binary 

variable 휂𝑖,𝑝,𝑡 which equals the product of two other binary variables, i.e., 휂𝑖,𝑝,𝑡 = 𝛾𝑖,𝑝𝜋𝑖,𝑡, 

and is linearized in Constraints (21). Another binary variable 𝜋𝑖,𝑡 , which is related to the 

starting QC handling time for a vessel, is connected with the previous mentioned variables 

through Constraints (20). 

Constraints (23)−(25) are about the capacity limitation of the navigation channel. This factor 

is newly considered in this study, but their formulation borrows the idea from the above QC 

capacity related constraints (Giallombardo, et al., 2005). Constraints (25) ensure that the 

number of the incoming and outgoing vessels through the navigation channel during Time-step 

𝑡 should not exceed channel capacity 𝐶𝑡. The calculation on the number of the incoming and 

outgoing vessels needs binary variables 𝜑𝑖,𝑡
𝑖𝑛 and 𝜑𝑖,𝑡

𝑜𝑢𝑡, respectively. They are connected with 

the previous mentioned variables through Constraints (23)−(24). It should be noted that we 

can further consider the difference of vessels’ size with respect to the capacity of the channel 
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(Lalla-Ruiz, et al., 2016). A new parameter (e.g., 𝑣𝑖) can be defined to represent the size of 

Vessel 𝑖; 𝐶𝑡 is redefined as the channel capacity with the same unit as the parameter ‘𝑣𝑖’. 

Then the left part of the inequality (25) is revised to ‘∑ 𝑣𝑖(⋯ )𝑖∈𝑉 ’ accordingly.    

(vi) Constraints defining variables: Constraints (26)−(34). 

4.3 Linearization for Objective (1)  

There is a nonlinear form ‘ (∙)+ ’ in Objective (1). For linearizing it, we define two 

nonnegative variables 𝜚𝑖
+ and 𝜚𝑖

−, and add a constraint ‘휃𝑖
𝑜𝑢𝑡 + ∑ 𝛽𝑖,𝑏𝑙𝑖,𝑏

𝑜𝑢𝑡
𝑏∈𝐵 − 𝑒𝑖

𝑑𝑒𝑝 = 𝜚𝑖
+ −

𝜚𝑖
−, ∀𝑖 ∈ 𝑉’. Then the nonlinear form ‘(휃𝑖

𝑜𝑢𝑡 + ∑ 𝛽𝑖,𝑏𝑙𝑖,𝑏
𝑜𝑢𝑡

𝑏∈𝐵 − 𝑒𝑖
𝑑𝑒𝑝)

+
’ in Objective (1) is 

replaced by 𝜚𝑖
+ . The objective of the above model becomes linear, i.e., Minimize 

∑ [𝑟𝑖
𝑤(휃𝑖

𝑖𝑛 − 𝑒𝑖
𝑎𝑟𝑟) + 𝑟𝑖

𝑑𝜚𝑖
+]𝑖∈𝑉 . Here it is noted that 𝜚𝑖

+ and 𝜚𝑖
− can be defined as two non-

negative continuous variables (not necessary integers). As in the objective, 𝜚𝑖
+ should be as 

less as possible,  𝜚𝑖
+ will be zero, if ‘휃𝑖

𝑜𝑢𝑡 + ∑ 𝛽𝑖,𝑏𝑙𝑖,𝑏
𝑜𝑢𝑡

𝑏∈𝐵 − 𝑒𝑖
𝑑𝑒𝑝

’ is negative; while 𝜚𝑖
+ will 

equal ‘𝜚𝑖
+ will equal ‘휃𝑖

𝑜𝑢𝑡 + ∑ 𝛽𝑖,𝑏𝑙𝑖,𝑏
𝑜𝑢𝑡

𝑏∈𝐵 − 𝑒𝑖
𝑑𝑒𝑝

’ if its value is non-negative.  

5. A column generation based approach 

The BAP model contains a large number of binary variables and big-M constraints. The 

branch-and-bound (B&B) procedure used to find the optimal IP solution is very time-

consuming. For example, we found that more than 105 B&B nodes are explored to obtain the 

optimal IP solution for a very small test case with only five berths and ten vessels. To overcome 

this difficulty, we propose a set partitioning based formulation (Iris et al., 2015), in which each 

variable represents a specific vessel plan. 

Formally, a feasible vessel plan includes detailed information about the in-wharf time, the 

berth used to unload/upload containers, the QC-profile selected, and the out-wharf time. The 

time information of the plan is set properly so that the vessel can enter/leave the channel within 

feasible tidal time windows. Define the set of feasible vessel plans for Vessel 𝑖 as 𝐷𝑖. Define 

the cost of vessel Plan 𝑑 as 𝑐𝑑. Therefore, for a given Plan 𝑑 of Vessel 𝑖 at Berth 𝑏, the 

cost of the plan can be computed as 𝑐𝑑 =  𝑟𝑖
𝑤(휃𝑖

𝑖𝑛 − 𝑒𝑖
𝑎𝑟𝑟) + 𝑟𝑖

𝑑(휃𝑖
𝑜𝑢𝑡 + 𝑙𝑖,𝑏

𝑜𝑢𝑡 − 𝑒𝑖
𝑑𝑒𝑝)

+
. Each 
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vessel plan consumes three types of resources, navigation channel, berth, and cranes, at 

different time steps. Define binary parameters 𝜓𝑑𝑡
𝑖𝑛  such that 𝜓𝑑𝑡

𝑖𝑛 = 1  if vessel Plan 𝑑 ∈ 𝐷𝑖 

uses the navigation channel to enter the berths at Time-step 𝑡 , and 𝜓𝑑𝑡
𝑖𝑛 = 0  otherwise. 

Similarly, define binary parameters 𝜓𝑑𝑡
𝑜𝑢𝑡  such that 𝜓𝑑𝑡

𝑜𝑢𝑡 = 1  if Plan 𝑑 ∈ 𝐷𝑖  uses the 

navigation channel to exit the berth at Time-step 𝑡, and 𝜓𝑑𝑡
𝑜𝑢𝑡 = 0 otherwise. Define binary 

parameters 𝛽𝑏𝑑𝑡  such that 𝛽𝑏𝑑𝑡 = 1  if Plan 𝑑  occupies Berth 𝑏  at Time-step 𝑡 . Define 

non-negative integer parameters 𝑞′𝑑𝑡 as the number of QCs used by Plan 𝑑 at Time-step 𝑡. 

Define the binary variable 𝑥𝑑 such that  𝑥𝑑 = 1 if Plan 𝑑 is selected in the solution and 

𝑥𝑑 = 0  otherwise. Given the above notations, we can formulate the problem as a set 

partitioning based model as follows. 

[MP  Min ∑ ∑ 𝑐𝑑𝑥𝑑𝑑∈𝐷𝑖𝑖∈𝑉                    (35) 

Subject to: 

∑ 𝑥𝑑𝑑∈𝐷𝑖
= 1           ∀𝑖 ∈ 𝑉         (36) 

∑ ∑ 𝜓𝑑𝑡
𝑖𝑛𝑥𝑑𝑑∈𝐷𝑖𝑖∈𝑉 + ∑ ∑ 𝜓𝑑𝑡

𝑜𝑢𝑡𝑥𝑑𝑑∈𝐷𝑖𝑖∈𝑉 ≤ 𝐶𝑡    ∀𝑡 ∈ 𝑇          (37) 

∑ ∑ 𝛽𝑏𝑑𝑡𝑥𝑑𝑑∈𝐷𝑖𝑖∈𝑉 ≤ 1         ∀𝑏 ∈ 𝐵, ∀𝑡 ∈ 𝑇        (38) 

∑ ∑ 𝑞′𝑑𝑡𝑥𝑑𝑑∈𝐷𝑖𝑖∈𝑉 ≤ 𝑄𝑡         ∀𝑡 ∈ 𝑇         (39) 

𝑥𝑑 ∈ {0, 1}                            ∀𝑑 ∈ 𝐷𝑖 , ∀𝑖 ∈ 𝑉       (40) 

Objective (35) minimizes the total cost of the selected vessel plans. Constraints (36) ensure 

that one plan is selected for each vessel. Constraints (37) guarantee that at any time-step 𝑡 the 

total number of the vessels going through the navigation channel is less than or equal to the 

capacity of the channel. Constraints (38) state that at most one vessel is using a berth at any 

time. Constraints (39) ensure that the number of the QCs used by all the vessels at any time is 

less than the total number of available QCs. 

The set partitioning based model only contains |𝑉| + 2|𝑇| + |𝐵||𝑇| number of constraints. 

However, the number of feasible vessel plans is huge. Therefore, it might be impractical and 

intractable to enumerate all the vessel plans. Also, it is normally not necessary to enumerate all 

the feasible vessel plans because the optimal solution usually only contains a very small portion 

of the entire vessel plans. Therefore, we propose a column generation algorithm to generate 



23 

 

good vessel plans. Column generation algorithm has been widely and successfully applied to 

many large-scale, real-life optimization problems in the areas such as transportation (Barnhart 

et al., 1998, Baldacci et al., 2011, Liang et al. 2014, Meng et al. 2015), machine scheduling 

(Van den Akker et al. 1999, Chen et al. 1999), bioinformatics (Chou et al., 2015), to name but 

a few. In column generation, when the number of variables in a LP model is too large to 

enumerate explicitly, a subset of feasible variables is constructed first. The restricted linear 

master problem is then solved, and the dual cost of each constraint is calculated. To improve 

the restricted linear master problem (i.e., generating more profitable variables), we solve the 

pricing subproblems based on the dual information. These variables are then added to the 

restricted linear master problem, and the updated restricted linear master problem is resolved. 

This iterative procedure is repeated until no new profitable variables are found, which implies 

the current LP relaxation is optimal.  

To facilitate our discussion, we define the following additional parameters and variables for 

the pricing problems. The elements of the column associated to a vessel Plan 𝑑 in the master 

problem become variables in the pricing subproblem, where we look for a vessel plan with 

negative reduced cost, i.e. for a profitable column to be added to the restricted master problem.  

Parameters (newly defined): 

𝛼𝑖  the dual variable for Constraints (36). Because the = sign can be replaced by the ≥ 

sign without increasing the objective value, we know 𝛼𝑖 ≥ 0. 

𝛿𝑡  the non-positive dual variable for Constraints (37). 

휀𝑏𝑡  the non-positive dual variable for Constraints (38).  

𝜆𝑡  the non-positive dual variable for Constraints (39). 

Variables (newly defined or redefined): 

𝜓𝑑𝑡
𝑖𝑛   the binary variable such that 𝜓𝑑𝑡

𝑖𝑛 = 1 if vessel enters the channel at Time-step 𝑡 and 

𝜓𝑑𝑡
𝑖𝑛 = 0 otherwise. 

𝜓𝑑𝑡
𝑜𝑢𝑡  the binary variable such that 𝜓𝑑𝑡

𝑜𝑢𝑡 = 1 if vessel leaves the channel at Time-step 𝑡 

and 𝜓𝑑𝑡
𝑜𝑢𝑡 = 0 otherwise. 

𝛽𝑏𝑑𝑡 the binary variable such that 𝛽𝑏𝑑𝑡 = 1 if vessel occupies Berth 𝑏 at Time-step 𝑡, 

and 𝛽𝑏𝑑𝑡 = 0 otherwise. 

Given the above notations, the reduced cost of vessel Plan 𝑑 for Vessel 𝑖 allocated to Berth 
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𝑏 can be written as follows:  

𝑍′ = 𝑐𝑑 − 𝛼𝑖 − ∑ 𝜓𝑑𝑡
𝑖𝑛𝛿𝑡𝑡∈𝑇 − ∑ 𝜓𝑑𝑡

𝑜𝑢𝑡𝛿𝑡𝑡∈𝑇 − ∑ 𝛽𝑏𝑑𝑡휀𝑏𝑡𝑡∈𝑇    

− ∑ 휂𝑖𝑝𝑡(∑ 𝑞𝑖𝑝(𝑢−𝑡+1)𝜆𝑢
𝑡+ℎ𝑖𝑝−1

𝑢=𝑡 )𝑡∈𝑇,𝑝∈ 𝑃𝑖
            (41) 

In the above formula, 𝑐𝑑 = 𝑟𝑖
𝑤(휃𝑖

𝑖𝑛 − 𝑒𝑖
𝑎𝑟𝑟) + 𝑟𝑖

𝑑(휃𝑖
𝑜𝑢𝑡 + 𝑙𝑖𝑏

𝑜𝑢𝑡 − 𝑒𝑖
𝑑𝑒𝑝)

+
 

The last part of Eq.(41) computes the accumulated shadow cost contributed by the QCs 

profile 𝑝 starting from Period 𝑡 to Period ‘𝑡 + ℎ𝑖𝑝 − 1’. It is noted that if the QC profile 𝑝 

and the start time 𝑡 are fixed, ‘∑ 𝑞𝑖𝑝(𝑢−𝑡+1)𝜆𝑢
𝑡+ℎ𝑖𝑝−1

𝑢=𝑡 ’ can be computed directly. For simplicity, 

we define 𝜆𝑝𝑡 = ∑ 𝑞𝑖𝑝(𝑢−𝑡+1)𝜆𝑢
𝑡+ℎ𝑖𝑝−1

𝑢=𝑡 . 

The pricing subproblem of the column generation is to find a vessel plan with negative 𝑍′. 

Therefore, all the parameters and variables associated to a vessel plan 𝑑, such as 𝜓𝑑𝑡
𝑖𝑛 , 𝜓𝑑𝑡

𝑜𝑢𝑡, 

𝛽𝑏𝑑𝑡, and 휂𝑖𝑝𝑡, become decision variables in the pricing subproblem. In the following sections, 

we present two different pricing subproblem methods using mathematical programming and 

enumeration. In the computational study section, we also present the computational 

performance of these two different subproblem methods. 

5.1 Pricing subproblem by mathematical programming 

The pricing subproblem can be formulated as a mathematical programming problem as 

follows. The pricing subproblem (42)−(60) is to find the vessel plan with minimum reduced 

cost for a fixed vessel 𝑖 ∈ 𝑉 and a fixed berth 𝑏 ∈ 𝐵. 

[PPib  

Min 𝑟𝑖
𝑤(휃𝑖

𝑖𝑛 − 𝑒𝑖
𝑎𝑟𝑟) + 𝑟𝑖

𝑑(휃𝑖
𝑜𝑢𝑡 + 𝑙𝑖𝑏

𝑜𝑢𝑡 − 𝑒𝑖
𝑑𝑒𝑝)

+
− ∑ 𝛿𝑡𝜓𝑑𝑡

𝑖𝑛
𝑡∈𝑇 − ∑ 𝛿𝑡𝜓𝑑𝑡

𝑜𝑢𝑡
𝑡∈𝑇   

  − ∑ 휀𝑏𝑡𝛽𝑏𝑑𝑡𝑡∈𝑇 − ∑ 𝜆𝑝𝑡휂𝑖𝑝𝑡𝑡∈𝑇,𝑝∈ 𝑃𝑖
              (42) 

Subject to: 

휃𝑖
𝑖𝑛 + 𝑙𝑖𝑏

𝑖𝑛 + 𝑠𝑖
𝑖𝑛 + ∑ 휂𝑖𝑝𝑡ℎ𝑖𝑝𝑡∈𝑇,𝑝∈ 𝑃𝑖

+ 𝑠𝑖
𝑜𝑢𝑡 + 𝜉𝑖𝑏 ≥ 휃𝑖

𝑜𝑢𝑡                      (43) 

휃𝑖
𝑖𝑛 ≥ 𝑤𝑖,𝑘

𝑖𝑛 − (1 − 휁𝑖𝑘
𝑖𝑛)𝑀          ∀𝑘 ∈ 𝐾             (44) 

휃𝑖
𝑖𝑛 + 𝑙𝑖𝑏

𝑖𝑛 ≤ 𝑤𝑖,𝑘
𝑖𝑛

− (휁𝑖𝑘
𝑖𝑛 − 1)𝑀        ∀𝑘 ∈ 𝐾             (45) 

휃𝑖
𝑜𝑢𝑡 ≥ 𝑤𝑖,𝑘

𝑜𝑢𝑡 − (1 − 휁𝑖𝑘
𝑜𝑢𝑡)𝑀                           ∀𝑘 ∈ 𝐾             (46) 
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휃𝑖
𝑜𝑢𝑡 + 𝑙𝑖𝑏

𝑜𝑢𝑡 ≤ 𝑤𝑖,𝑘
𝑜𝑢𝑡

− (휁𝑖𝑘
𝑜𝑢𝑡 − 1)𝑀            ∀𝑘 ∈ 𝐾             (47) 

∑ 휁𝑖𝑏
𝑖𝑛 = 1𝑘∈𝐾                                                            (48) 

∑ 휁𝑖𝑏
𝑜𝑢𝑡 = 1𝑘∈𝐾                                                           (49) 

∑ ∑ 휂𝑖𝑝𝑡𝑝∈𝑃𝑖𝑡∈𝑇 = 1                                                  (50) 

휃𝑖
𝑖𝑛 ≤ 𝑡 − (𝜓𝑑𝑡

𝑖𝑛 − 1)𝑀          ∀𝑡 ∈ 𝑇               (51) 

휃𝑖
𝑖𝑛 + 𝑙𝑖𝑏

𝑖𝑛 ≥ 𝑡 − (1 −  𝜓𝑑𝑡
𝑖𝑛)𝑀          ∀𝑡 ∈ 𝑇          (52) 

휃𝑖
𝑜𝑢𝑡 ≤ 𝑡 − (𝜓𝑑𝑡

𝑜𝑢𝑡 − 1)𝑀         ∀𝑡 ∈ 𝑇               (53) 

휃𝑖
𝑜𝑢𝑡 + 𝑙𝑖𝑏

𝑜𝑢𝑡 ≥ 𝑡 − (1 −  𝜓𝑑𝑡
𝑜𝑢𝑡)𝑀                        ∀𝑡 ∈ 𝑇            (54) 

휃𝑖
𝑖𝑛 + 𝑙𝑖𝑏

𝑖𝑛 ≤ 𝑡 − (𝛽𝑑𝑏𝑡 − 1)𝑀                          ∀𝑡 ∈ 𝑇          (55) 

휃𝑖
𝑜𝑢𝑡 ≥ 𝑡 − (1 − 𝛽𝑏𝑑𝑡)𝑀                            ∀𝑡 ∈ 𝑇           (56) 

휃𝑖
𝑖𝑛 , 휃𝑖

𝑜𝑢𝑡 ∈ ℤ+                                                  (57) 

𝜓𝑑𝑡
𝑖𝑛 , 𝜓𝑑𝑡

𝑜𝑢𝑡 , 𝛽𝑏𝑑𝑡 ∈ {0,1}          ∀𝑡 ∈ 𝑇             (58) 

휂𝑖𝑝𝑡 ∈ {0,1}              ∀𝑡 ∈ 𝑇; ∀𝑝 ∈ 𝑃𝑖      (59) 

휁𝑖𝑘
𝑖𝑛, 휁𝑖𝑘

𝑜𝑢𝑡 ∈ {0,1}             ∀𝑘 ∈ 𝐾             (60) 

Objective (42) minimizes the total reduced cost of the vessel plan. Constraints (43) ensure 

the out-wharf time is properly computed. Constraints (44)−(47) ensure that the vessel goes 

through the channel within a feasible time windows caused by tides. Constraints (48) and 

Constraints (49) ensure that only one feasible tide time window is selected for vessel to enter 

and exit the channel, respectively. Constraints (50) ensure that only one QC profile is selected 

and only one start handling time is selected. Constraints (51)−(52) ensure that 𝜓𝑑𝑡
𝑖𝑛 = 1 if the 

vessel enters the channel at Time-step 𝑡  and 𝜓𝑑𝑡
𝑖𝑛 = 0  otherwise. Similarly, Constraints 

(53)−(54) ensure that 𝜓𝑑𝑡
𝑜𝑢𝑡 = 1 if the vessel leaves the channel at Time-step 𝑡 and 𝜓𝑑𝑡

𝑜𝑢𝑡 =

0  otherwise. Constraints (55)− (56) state that 𝛽𝑏𝑑𝑡 = 1  if the vessel occupies Berth 𝑏  at 

Time-step 𝑡, and 𝛽𝑏𝑑𝑡 = 0 otherwise. Constraints (57)−(60) define variables. 

We can always solve this pricing sub-problem model for each combination of vessel and 

berth. Hence, we need to solve |𝑉||𝐵| subproblems in each iteration of the column generation 

to prove the optimality of the LP relaxation. 

We analyze the time complexity for solving the above subproblem. From Figure 2, it is 

obvious that if we fix 휃𝑖
𝑖𝑛, the start handling time can be fixed accordingly. If both 휃𝑖

𝑖𝑛 and 
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QC profile is fixed, 휂𝑖𝑝𝑡 and the “ready to leave” time, which is computed as 휃𝑖
𝑖𝑛 + 𝑙𝑖𝑏

𝑖𝑛 +

𝑠𝑖
𝑖𝑛 + ∑ ∑ 휂𝑖𝑝𝑡ℎ𝑖𝑝𝑝∈𝑃𝑖𝑡∈𝑇 + 𝑠𝑖

𝑜𝑢𝑡, can be fixed accordingly. Again, if the out-wharf start time 

휃𝑖
𝑜𝑢𝑡  is fixed (and the waiting time before 휃𝑖

𝑜𝑢𝑡  is fixed), the rest of all variables can be 

decided uniquely. By definition, we know that 0 ≤ 휃𝑖
𝑖𝑛 < 휃𝑖

𝑜𝑢𝑡 ≤ |𝑇| . It is obvious that 

solution space of the subproblem formulation is at most 
1

2
|𝑇|2|𝑃𝑖| . Therefore, the time 

complexity for solving the subproblem is 𝑂(|𝑇|2|𝑃𝑖|). 

5.2 Pricing subproblem by enumeration 

Intuitively, there are three essential decisions made in the subproblem formulation, waiting 

time before entering the channel (denoted by 휃𝑖
𝑖𝑛 − 𝑒𝑖

𝑎𝑟𝑟), the QC-profile, and the waiting time 

before leaving the channel (denoted by 휃𝑖
𝑜𝑢𝑡 − (휃𝑖

𝑖𝑛 + 𝑙𝑖𝑏
𝑖𝑛 + 𝑠𝑖

𝑖𝑛 + ∑ 𝛾𝑖𝑝ℎ𝑖𝑝𝑝∈𝑃𝑖
+ 𝑠𝑖

𝑜𝑢𝑡)) as 

shown in Figure 2). Given these three decisions, we can directly decide the feasibility of the 

vessel plan and compute the corresponding reduced cost. Since the number of possible delay 

time for entering or leaving channel is at most |𝑇|, and the number of QC-profile is |𝑃𝑖|, the 

complexity of finding minimum reduced cost is |𝑇|2|𝑃𝑖|, which is in polynomial time. Thus, 

we can always enumerate and compute the reduced cost of all the possible vessel plans.  

5.3 Solution Procedure 

The flow chart of the column generation is shown in Figure 6. In the first step, we simply 

use a greedy delay heuristic to find a set of feasible vessel plan for each vessel. Then we solve 

the restricted linear master problem, and obtain the dual cost of each constraint (Section 5.1). 

Then we solve the pricing subproblem using two proposed methods (Section 5.2 and 5.3), and 

the reduced costs of generated columns are computed. Specifically, we add at most 100 

columns (vessel plans) for each fixed vessel and berth combination in every column generation 

iteration, so that the total number of variables added to the restricted master problem is not too 

large. From our preliminary computational study, we find that the IP solutions provided by the 

set of variables from the column generation are optimal or near optimal. Therefore, after 

obtaining the optimal solution to the LP relaxation of the master problem, we directly solve an 

IP problem with the set of variables from column generation without using branch-and-price.  
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Figure 6: Flow chart of the proposed column generation 

6. Numerical experiments 

6.1 Generation of test cases 

The daily berth planning is made for one day, but the planning horizon used in the proposed 

model is usually set as 48 hours because the dwelling time interval of some vessels may span 

two days. The unit of time step is set as a quarter (i.e., 15 minutes). Then the planning horizon 

is divided into 192 time steps. For determining the number of vessels considered in the 

instances, we collected the real records of vessel arrival and departure in the six terminals 

(Guandong, Hudong, Mindong, Pudong, Shengdong, Zhendong) of Shanghai Port from July to 

September in 2015. The data was provided by the SIPG (Shanghai International Port Group 

Co. Ltd.). The average number of vessels visiting a terminal in a day is about 13. The average 

daily total throughput in a terminal is about 25000 TEUs. If the daily berth planning is made 

for the six terminals in Shanghai Port as a whole, the number of visiting vessels considered in 

the model could reach about 80. In this study, we consider three classes of instances: 

➢ 10 vessels, 5 berths, 15 QCs; 

➢ 40 vessels, 20 berths, 60 QCs; 

➢ 80 vessels, 40 berths, 120 QCs; 

For vessels, we distinguish between three classes, namely feeder, medium, and jumbo 

(Meisel and Bierwirth, 2009; Zhen et al., 2011). These classes of vessels differ in technical 

specifications as shown in Table 1. For generating QC-profiles for these classes of vessels, the 

parameter ranges are listed in Table 1. In experiments, we generate about 200 QC-profiles on 
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average for each vessel. In this study, we set the draft ’12.5 m’ as the critical point to distinguish 

a vessel is either tide-dependent or not (Du et al., 2015). More specifically, all the feeders are 

tide-independent. For tide-independent medium vessels, their drafts follow the uniform 

distribution U[7, 12.5 ; while for tide-dependent medium vessels, their drafts follow the 

distribution U[12.6, 14 . For tide-independent and tide-dependent jumbo vessels, their drafts 

follow the distributions U[9,12.5  and U[12.6, 15 , respectively. The tidal windows are 

calculated based on vessel draft and a SINE curve ‘2.25Sin(𝜋t/6+2𝜋/3)+2.75’, which simulates 

the tidal fluctuation (Phillips 1999; Taylor 2007). 

Table 1: Technical specifications for different vessel classes 

 

For validating whether the above experiment setting follows the reality, we estimate the berth 

utilization and QC utilization for each instance group. Table 2 shows the details. 

(1) Estimating the berth utilization:  

In Table 1, for the three classes of vessels, the average handling time is 24, 32, and 40 

quarters, respectively. Moreover, we assume the average setup time (𝑠𝑖
𝑖𝑛 + 𝑠𝑖

𝑜𝑢𝑡) for a vessel is 

four quarters. Then the average vessel uses [(24+4)+(32+4)+(40+4) /3 = 36 berth-quarters.  

If the number of vessels is N, ‘N×36’ is the number of ‘berth-quarters’ that are used by the 

vessels in the planning horizon. The fourth column ‘N×36’ in Table 2 shows the details.  

If the number of berths is B, ‘B× 96’ is the number of available ‘berth-quarters’ in the 

planning horizon (i.e., one day, 96 quarters). The fifth column ‘B×96’ in Table 2 shows the 

details. 

The ratio of ‘N×36’ to ‘B×96’ is the berth utilization.  

(2) Estimating the QC utilization:  

According to Table 1, for the three classes of vessels, the average workloads are 50, 100, and 

160 QC-quarters, respectively. Then the average vessel uses (50+100+160)/3 = 103.3 QC-
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quarters.  

If the number of vessels is N, ‘N×103.3’ is the number of ‘QC-quarters’ that are used by the 

vessels in the planning horizon. The seventh column ‘N×103.3’ in Table 2 shows the details. 

If the number of QCs is Q, ‘Q×96’ is the number of available ‘QC-quarters’ in the planning 

horizon (i.e., one day, 96 quarters). The eighth column ‘Q×96’ in Table 2 shows the details. 

The ratio of ‘N×103.3’ to ‘Q×96’ is the QC utilization. 

The berth utilization rate and QC utilization rate of the six classes of instances are listed in 

Table 2. These two types of utilization rates are both about 72−75%, which closely reflects 

reality. For each combination of vessel, berth, and QCs, we randomly create three test cases. 

Therefore, we have altogether 30 test cases and each case is named by pattern ‘N-B-Q-#’, in 

which ‘N’ is the number of vessels, ‘B’ is the number of berths, ‘Q’ is the number of QCs, and 

‘#’ is the index of cases. 

6.2 Computational settings 

In this section, we explain the computational experience in detail. We first present the 

computational results when we solve the BAP model directly by using the CPLEX solver. After 

that, we present the computational performance of set partitioning model. For the pricing 

problem that generates columns for the set partitioning model, this study proposes two different 

approaches: one is the traditional column generation and the other is the column enumeration, 

which are presented in Section 5.1 and 5.2, respectively.  

All the experiments are implemented and performed on a Lenovo ThinkStation P900 

workstation with two Xeon E5- 2680 V4 CPUs (28 cores) of 2.4 GHz processing speed and 

256 GB of memory running Windows 7. Computational time reported in the next section is 

obtained from the workstation internal timing calculations. All mathematical modeling and 

algorithms are implemented in C#. Each LP or IP problem is solved through the concert CPLEX 

library version 12.7 with the default setting. When the CPLEX solver searches the B&B tree, 

it can use maximally 56 threads provided by the workstation. However, we do not parallelize 

our computer program for column enumeration and column generation. 
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Table 2: The berth and QC utilization rates of the instances in experiments 

 

Notes: In the first row, ‘36’ and ‘103.3’ mean that the average vessel uses 36 berth-quarters and 103.3 QC-quarters, which are calculated 

according to Table 1; ‘96’ means one day has 96 quarters. 
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6.3. Computational results of solving the BAP model directly 

Table 3 shows the computational results when we use the CPLEX solver to solve the BAP 

model directly. In particular, we demonstrate the details on the problem size and the solution 

quality of 30 instances. The information on the problem size includes the number of variables 

(# of Var.), the number of binary variables (# of Binary Var.), the number of constraints (# of 

Constr.), the number of big-M constraints (# of Big-M Constr.), and the number of non-zeros 

in the problem matrix. In the solution quality part, we present the LP relaxation value, the 

number of B&B nodes searched by CPLEX, the IP value, the IP time, IP-LP gap. We set the 

maximum CPU time to be three hours.  

As we can see from Table 3, if we solve the BAP model directly using CPLEX solver, we 

can only obtain the feasible solutions for ten out of 30 test cases within three hours 

computational time, and among them only six solutions (to case 10- 5-15-1, 10-5-15-3, 10-5-

15-4, 10-5-15-5, 10-5-15-6, and 10-5-15-8) are optimal. As the majority of the variables are 

binary, and there are a large number of big-M constraints, the LP relaxation of the BAP model 

is poor. A huge number of B&B nodes need to be searched to find good solutions, which is very 

time-consuming. 
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Table 3: Scales of problem instances and the results of solving the BAP model directly by the CPLEX solver 

 

Notes: ‘#’ denotes the total numbers; ‘Var.’ denotes the variables; ‘Constr.’ denotes the constraints; ‘Non-zeros’ denotes the total number of non-zero entries for the problem matrix. ‘IP-LP Gap’ is computed by 

(OBJIP − OBJLR) / OBJIP. ‘Optimality Gap’ is reported by the CPLEX solver. 
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6.4 Computational results of the column generation based method 

In this section, we first present the results by enumerating all the possible columns (vessel 

plans); then, we show the computational results of the proposed column generation method. 

We also compare the performance of these two methods at the end of this section. 

6.4.1 Set-Partitioning model based on enumerating all the possible columns 

In Table 4, we present the solution results of the set partitioning model by enumerating all 

the possible columns (vessel plans). Different from the traditional column generation procedure, 

this method does not ‘generate’ new columns in iterations, but enumerates all the columns at 

first and then solves the master problem based on the set of all the columns. For this method, 

we show the total number of vessel plans, the plan enumeration time, the total number of 

constraints, the total number of non-zeros in the problem matrix, the LP value and time, the IP 

value and time, the IP-LP Gap, the optimality gap, and the total solution time. 

As we can see from Table 4, the enumeration based solution approach can obtain optimal 

solutions within three hours. From these test cases, we can see that the set partitioning model 

provides very tight LP relaxation. In fact, for 26 out of 30 test cases, the IP-LP gaps are zero. 

It is not surprising that the set-partitioning based model provides very tight LP relaxations. 

Similar observations have been reported in many other applications using set-partitioning 

based model, such as crew pairing problem (Barnhart et al., 2003), aircraft routing problem 

(Barnhart et al., 1998), aircraft conflict resolution problem (Liang et al., 2014), parallel machine 

scheduling problem (van den Akker et al. 1999), to name but a few. 

However, as the problem size increases, the number of possible vessel plans increases from 

less than half a million to more than 24 million. We calculate the total computation time for 

each instance by adding the ‘Colum. Enum. Time’ for enumerating columns and the ‘IP Time’ 

for solving the IP model in each row of Table 4. The total computation time for the enumeration 

method to solve some large-scale instances exceed three hours because of a large number of 

variables. In addition, it is worth mentioning that when solving the IP model, the CPLEX IP 

solver uses up to 56 threads in the B&B process as mentioned in Section 6.2. 
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Table 4: Results of column enumeration based solution approach 

 
Notes: ‘# of all Colum.’ denotes the total number of all the possible columns; ‘Colum. Enum. Time’ is the time for enumerating all the columns, the unit is in second. ‘IP-LP Gap’ is computed by (OBJIP − OBJLR) / 

OBJIP. 
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6.4.2 A traditional column generation based solution procedure 

In our preliminary study, we first test two different pricing subproblem methods: 

mathematical programming model presented in Eqs. (42) −(60) and the enumeration of the 

vessel plan. The two ways are shown in Fig. 6.  The computational results show that the 

mathematical programming model performs poorly because only one column (vessel plan) can 

be obtained after solving each subproblem model. Therefore, a large number of column 

generation iterations are needed to obtain the optimal LP solution. On the other hand, by using 

enumeration subproblem method (as presented in Section 5.2 ), in every iteration we add at 

most 100 columns (vessel plans) for each vessel and berth combination. As a result, the number 

of column generation iterations is greatly reduced. When we obtain the optimal LP solution of 

the set partitioning model, we just solve a restricted IP model based on the existing columns.  

In Table 5, we present the solution information of the column generation method. We show 

the number of columns (vessel plans) generated, the column generation time, the IP value, IP-

LP gap, and the optimality gap reported by the CPLEX solver.  

We calculate the total computation time for each instance by adding the ‘Column Generation 

Time’ for generating columns and the ‘IP Time’ for solving the IP model in each row of Table 

5. Results in Table 5 show that the column generation can obtain the optimal solutions for all 

the 30 test cases within an hour, which is acceptable in the real-life situation. The number of 

column generation iterations ranges from one to four. The total number of generated vessel 

plans is less than 150,0 0 0 for all the test cases. Specifically, for 23 out of 30 test cases, we 

obtain the optimal solutions using only the initial set of the vessel plans. For the rest cases, the 

number of vessel plans obtained by column generation is much less than the initial set of vessel 

plans. As the total number of the vessel plans is not large, the restricted IP can be solved quickly.  

According to Tables 4 and 5, we summarize the comparison of the two different set 

partitioning methods: column enumeration and column generation. Both of them can solve the 

cases to optimality but the latter one is much faster than the former one. Column generation 

only generates about 0.5% of all the possible columns on average to obtain optimal IP solutions.  

For some test cases in Table 5, it takes three or four iterations for column generation to prove 

the optimal LP solution; whereas for others, it only takes one or two iterations. Therefore, we 
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further investigate the factors that affect the number of iterations in two experiments. The 

results of these two experiments are listed in Tables 6 and 7, respectively. In the first experiment, 

we have ten vessels and seven berths. Because the number of berths is relatively large, there is 

always some berth available to service the vessel. By adjusting the number of QC from 16 to 

13, we find the utilization rate of QC increases from 0.70 to 0.85; while the number of the 

column generation iterations increases from one to three as shown in Table 6. 

In the second experiment, we have ten vessels and 18 QCs so that there are enough QCs to 

serve vessels at any time. By reducing the number of berths from seven to four, the utilization 

of the berth increases from 0.54 to 0.92, and the number of column generation iterations 

increases from one to three accordingly as shown in Table 7. 

As we can see from Tables 6 and 7, the number of column generation iterations is highly 

affected by the utilization of the berths and QCs. It means the computation time of column 

generation depends not only on the scale of the instance (e.g., the number of resources such as 

berths and QCs), but also on the utilizations of these resources significantly. 
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Table 5: Results of column generation based solution approach 
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Table 6: Influence of QC amount on the number of column generation iterations 

 

Table 7: Influence of berth amount on the number of column generation iterations 

 

Table 8: Comparison between the proposed model and an intuitive decision rule (FCFS) 

 

Note: ‘Gap’ is computed by (OBJFCFS-OBJPM)/OBJFCFS. 
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6.5. Experiments on our proposed mathematical model 

To validate effectiveness of our proposed decision model, we compare our decision model 

with an intuitive decision rule, i.e., First Come First Serve (FCFS), which means the port 

operator assigns arriving vessels to available berths sim- ply according to the vessels’ arrival 

time. In realistic ports, this rule is usually used if all the vessels have the same priority. 

According to the experimental results shown in Table 8, we can see that our proposed 

decision model can outperform the FCFS decision rule by 32% on average with respect to the 

same criterion, i.e., Objective (1). This comparative result could validate the necessity of 

proposing the mathematical decision model in this study. 

As one of the main contributions in this study is consideration of the tides and channel flow 

capacity. Sensitivity analysis on some tide related or channel capacity related parameters is 

conducted. The results are shown in Figs. 7 and 8. 

From the results in Fig. 7, we can see that the average length of the tidal time windows for 

vessels has obvious influence on the final result in the berthing planning. Here the tidal time 

windows mean the periods, during which tide-dependent vessels can pass through the channel 

to berths. The horizontal axis in Fig. 7 is from 20 to 96; here 96 quarters represent a case that 

all the vessels can pass the channel during a whole day. Thus the larger is the value in the 

horizontal axis, the more significant influence is imposed by the tidal factor on the vessels’ 

berthing activity. The result in Fig. 7 validates the significant influence of the tidal factor, and 

also implies the necessity of the consideration on the tidal factor in this study. 

The result in Fig. 8 demonstrates that the channel capacity also has influence on the final 

result of the berthing planning. Here the channel capacity denotes the number of vessels that 

can pass through the channel simultaneously. Along the capacity increasing, the objective value 

decreases at the first; when the capacity exceeds a certain value (threshold), the objective value 

converges to a constant. In the experiments shown in Fig. 8, the threshold value is nine. The 

result implies that the channel capacity needs not be expanded significantly. For the case in Fig. 

8, ‘four’ or ‘five’ may be a suitable value for the channel capacity; because when the capacity 

exceeds these values, the final objective is not reduced (or is reduced slightly). In reality, 
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expanding channel capacity is a huge and expensive project. So the above sensitivity analysis 

in Fig. 8 could support the strategic-level decision on channel capacity planning. 

 

Figure 7: Sensitivity analysis on the average length of the tidal time windows 

 

Figure 8: Sensitivity analysis on the channel capacity
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7. Extension to the continuous berth allocation problem 

In the above study, the decision on berth allocation belongs to the category of discrete BAP, 

in which the quay of a port is divided into a set of equal berths and each vessel occupies one 

berth during its stay in the port. However, in the realistic environment, the length of vessels 

may be significantly different from each other. Therefore, the continuous BAP has become 

more and more popular in the academia recently. In the continuous BAP, vessels may occupy 

different lengths of quay space during their stay in a port. 

From the perspective of mathematical modeling, the continuous BAP is more complex than 

the discrete BAP; and the former one may dominate the latter one. According to some recent 

continuous BAP related studies (Türkogulları et al., 2014, 2016; Iris et al., 2015, 2017), the 

quayside of a port is divided into a lot of equal-sized units (berth sections). For example (i.e., 

the following numerical experiments in Table 9), a port’s quay is discretized by 90 berth 

sections; each berth section has a length of 50 m; and a vessel may occupy 3 −9 berth sections. 

For the continuous berth allocation with QC assignment, the feasible tidal time windows as 

well as the flow control in navigation channel are considered in this extension. For the column 

generation based solution approach on the above extended problem, the main change on the 

basis of the method presented in Section 5 is: when generating columns (vessel plans), a vessel 

plan occupies multiple adjacent berths (berth sections); while a vessel plan is related to single 

berth in the previous method. 

Table 9 shows the results of numerical experiments on the continuous berth allocation with 

QC assignment as well as tidal and channel flow control. As the number of berth sections 

(berths) is much more than the instances on the previous discrete berth allocation context, the 

computation time in Table 8 is much longer than the time in Tables 4 and 5 for the instances 

with the same number of vessels. Although the computation time is a bit long, the above 

experiments validate that our previously proposed model and method can also apply to the 

cases of continuous berth allocation. 

 



42 

 

Table 9: Results for the problem under continuous berth allocation setting by using the column enumeration based method 
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8. Conclusions 

This paper studies an operational-level daily berth planning problem in a tidal port with the 

navigation channel flow control. An integrated optimization model on berth allocation and QC 

assignment is proposed with consideration of the feasible tidal time windows of vessels and 

the capacity constraint of the navigation channel. Column generation based solution approach 

is suggested to solve the optimal solution for the proposed model. Numerical experiments are 

also conducted to validate the efficiency of the proposed solution approach and the 

effectiveness of the proposed model.  

(1) There are very few berth allocation related studies that have considered the factors of tide, 

navigation channel flow control, and QC assignment decisions simultaneously. This paper 

makes an explorative study on this new but realistic problem. 

(2) An IP model is proposed to consider the above mentioned factors through a comprehensive 

perspective. The proposed decision model could be potentially useful for some tidal ports with 

(or without) navigation channels. 

(3) A simple but practical solution approach based on column generation is suggested to solve 

the optimal daily berthing plan for the problem instances with up to 80 vessels, 40 berths, and 

120 QCs within one hour, which is acceptable for the real-world applications. 

However, this study also has several limitations. Some planning rules used in realistic ports are 

not considered. For example, if a vessel’s arrival time is much later than its originally scheduled 

time, its priorities will be significantly reduced and it may be punished to wait outside the port 

even there are available berths. Moreover, recently the concept of ‘green port’ becomes popular, 

however, the factor of carbon emission (or fuel consumption), which has been considered by 

some studies, is not involved in this study. All of these issues can be our research directions in 

the future. 
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