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Abstract

This paper proposes an integrated freeway traffic flow control framework that aims to minimize the total travel cost,
improve greenness and safety for freeway traffic mixed with connected automated vehicles (CAVs) and regular human-
piloted vehicles (RHVs). The proposed framework devises an integrated action of several control strategies such
as ramp metering, lane changing control (LCC) for CAVs and lane changing recommendation (LCR) for RHVs,
variable speed limit control (VSLC) for CAVs and variable speed limit recommendation (VSLR) for RHVs with
minimum safety gap control measures for lane changing and merging maneuvers. The CAVs are assumed to follow
the system control instructions fully and immediately. In contrast, the RHVs would make decisions in response to the
recommendations disseminated and also the behaviors of CAVs. The compliance rate of drivers to the LCR is captured
by the underlying traffic flow model. A set of constraints is imposed to restrict VSLC/VSLR and LCC/LCR measures
from changing too frequently or too sharply on both temporal and spatial dimensions to avoid excessive nuisance to
passengers and traffic flow instability. A reinforcement learning based solution algorithm is proposed. First, a control
parameterization technique is adopted to reduce the dimension of the original optimal control problem to increase
computational efficiency. Then, a gradient-free Cross-Entropy-Method based algorithm is used to search the optimal
parameters to circumvent the non-differentiability of the traffic flow model. The feasibility and effectiveness of the
proposed framework are illustrated via numerical examples for a variety of penetration rates of CAVs under various
traffic conditions. A sensitivity analysis is conducted to demonstrate the impacts of several important parameters such
as the reaction time of the CAVs. It is found that the integrated control strategy can reduce the total travel cost by
reducing the lane changing maneuvers and vehicles queuing at the bottleneck meanwhile smooth the traffic flow and
suppress the adverse impact of shockwaves. The effect of ramp metering is not significant when the penetration rate
of CAVs is high enough. Speed harmonization (with minimum gap control) in conjunction with LCC/LCR would be
a better integrated control strategy under high penetration rate of CAVs.

Keywords: Integrated traffic control; Vehicle automation and communication system; Multiclass multilane cell
transmission model; Connected automated vehicle; Penetration rate.

1. Introduction

Considerable effort has been dedicated to develop vehicle automation and communication systems (VACS) in
the last decades. The VACS are expected to revolutionize the features and capabilities of vehicles via connecting
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vehicles with infrastructures and enabling autonomous driving in the next decades. Recent research has indicated that
the penetration of connected automated vehicles (CAVs) (e.g., automated vehicles (AV) connected via VACS) can
improve traffic safety and the traffic efficiency while reducing traffic induced emission through traffic control (Diakaki
et al., 2015; Zhu and Ukkusuri, 2015; Roncoli et al., 2015a,b, 2016; Stern et al., 2017). However, before a high
penetration of CAVs, the market will be still dominated by regular human-piloted vehicles (RHVs) in the coming
decades (Levin and Boyles, 2016a,b). As a consequence, the road traffic will be mixed with the CAVs and RHVs in
the near future.

The CAVs can reduce reaction time so as to improve traffic flow efficiency via smaller inter-vehicle headway and
the connected vehicle platooning can directly change the traffic flow characteristics with adaptive cruising control
system (ACC) and cooperative adaptive cruising control system (CACC) schemes (Levin and Boyles, 2016a; Jia and
Ngoduy, 2016a,b; Gao et al., 2017; Zhou et al., 2017; Zhu and Ukkusuri, 2018; Gao et al., 2019). Given the expected
penetration rate of AVs, Mohajerpoor and Ramezani (2019) derived the headway distribution of a traffic stream with
mixed AVs and RHVs from a microscopic traffic description. The CAVs also give the possibility to implement control
schemes such as individual vehicle speed and lane selection advice that are not available with RHVs (Han et al.,
2017; Tian et al., 2019). However, rather limited research effort has been dedicated to addressing the implications
of the emerging CAVs on the flow characteristics of traffic mixed with CAVs and RHVs, as well as their potential
exploitation for improving traffic flow operations.

Several concepts concerning traffic control systems with VACS have been elaborated in either non-cooperative or
cooperative manner. Most of these concepts pertain to a multi-layer structure to tackle the huge problem complexity
as inspired by Varaiya (1993), see e.g., Diakaki et al. (2015); Roncoli et al. (2015a,b). For instance, the cruise system
can automatically adjust the speed of equipped vehicles to follow the preceding vehicles safely and comfortably. By
cooperating the performance of a vehicle platoon with VACS, the platooning vehicles can respond to disruptions in
traffic flow more smoothly while maintaining smaller inter-vehicle gaps compared with RHVs. Another category that
has received considerable attention recently is the speed regulation systems. For instance, the extension of the conven-
tional variable speed limit (VSL) system that employs infrastructure-to-vehicle (I2V) communication can disseminate
speed limit information determined according to the current speed and position of each vehicle. The lane-changing
assistance systems that assist the lane changing and merging maneuvers also form an important category of VACS
(Diakaki et al., 2015). It is found that weaving sections of freeways usually admit capacity reductions caused by
lane-changing (LC) maneuvers, which have significant impacts on traffic safety. As deemed by Diakaki et al. (2015),
to improve freeway safety and efficiency with the aid from VACS, automatic controls regarding speed, headway, lane
assignment and lane-change/merge maneuvers of vehicles should be devised.

For congested traffic, any disturbance such as vehicle merging and lane changing can create a shockwave, which
may eventually cause traffic breakdown. Microscopic models would be better choices for describing these phenom-
ena. At a microscopic level, car-following controls are developed to optimize local situations of equipped vehicles
for safety performance using vehicle propulsion and brake systems. Wang et al. (2016a,b) extended the VSL control
strategies wherein the CAVs are used to actuate the traffic flow. Using several single-lane ring road experiments, Stern
et al. (2017) demonstrated that the mixed-autonomy can reduce over 40% fuel consumption by inserting a CAV in the
traffic to dampen the ring instability. He et al. (2017) proposed a jam absorbing strategy, which advocates a “slow-in,
fast-out" driving strategy, based on a simplified Newell’s car following model. Jia et al. (2019) proposed a multiclass
microscopic model to describe traffic dynamics mixed with CAVs and RHVs with a consensus-based control algo-
rithm. The disadvantage of microscopic approaches is the scalability that the computational burden increases with the
number of cooperative vehicles in the platoon. Moreover, the lane-changing maneuvers are not considered.

At the macroscopic level, ramp metering aims to improve freeway traffic conditions by regulating ramp flows to the
freeway mainstream and flows at freeway-to-freeway intersections at the price of introducing short delays at the on-
ramps and freeway-to-freeway intersections (Papageorgiou and Kotsialos, 2002). It is found that the ramp metering
is useful only when traffic is not too light (otherwise ramp metering is not needed) or not too dense (otherwise
traffic breakdown will happen anyway) (Papageorgiou and Kotsialos, 2002; Hegyi et al., 2005a,b). On the other
hand, the VSL control is usually implemented upstream to a bottleneck yet to be activated to reduce mainstream
flow arriving the bottleneck to retard the bottleneck activation by dissimilating the VSL information via the variable
message sign (VMS) gantries (Hegyi et al., 2005a,b; Carlson et al., 2010, 2011; Li et al., 2014, 2016). It is envisaged
that the VSL can alleviate freeway traffic congestion through homogenization by reducing the fluctuations in traffic
variables. Conventionally, homogenization VSL should be applied at flow rates slightly below capacity (around 15-
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20%) by imposing speed limits around the critical speed (around 70-90 km/h) (Papageorgiou et al., 2008). Another
popular approach uses VSL as a mainline metering in coordination with ramp metering (RM) to avoid the activation
of bottlenecks and the harmful capacity drop by imposing low speed limits upstream of the critical bottlenecks (even
down to 10 km/h in Múller et al. (2015) or around 20 km/h in Carlson et al. (2010, 2011)). For mixed freeway traffic,
Han et al. (2017) developed VSL strategies to improve bottleneck discharge rates and reduce system delays using
CAVs under various penetration rates wherein the traffic evolves according to the kinematic wave theory. It is found
that, in contrast to VMS-oriented strategies, the CAV-based strategies can effectively impose dynamic control over
continuous time and space.

Taking advantage of CAV technology, a popular extension of the VSL for CAVs is the speed harmonization that
aims to reduce temporal and spatial variations of traffic speed, to increase safety and mobility of the transportation
systems. Malikopoulos et al. (2019) developed an optimal control-based speed harmonization policy for CAV. It is
found that the speed harmonization can reduce 19-22% fuel consumption for each vehicle compared to the scenario
with RHVs. Khondaker and Kattan (2015) devised an I2V-based VSL system, where CAVs with CACC functions
can receive downstream information much in advance. Based on a sensitivity analysis, it was found that the I2V-
based VSL system can improve the uncontrolled scenario by 20% in travel time reductions, and 5-16% in energy
consumption reductions, respectively.

As claimed in Soriguera et al. (2017), it lacks empirical evidence to prove the effectiveness of the low speed limit
while the traffic flow models used for numerical variable speed limit control (VSLC) studies have never been validated
for (very) low speed limits. Mining the empirical data in the B-23 freeway in Barcelona (Spain), Soriguera et al. (2017)
found that low-speed limit strategies would fail to restrict the mainline flow. Surprisingly, for moderate demand,
results showed that low speed limits could increase the speed differences across lanes which in turn increases the
LC rate and worsen the existing congestion problems. The homogenization of traffic and reduction in LC maneuvers
via low-speed limits might not be successful in this sense. Note that any strategy that could reduce LC maneuvers
could increase flow rates. To explore the VSL homogenization effect while incorporating the LC maneuvers, Zhang
and Ioannou (2017) found that the VSL control will have limited or no effect in improving travel time under heavy
traffic conditions because there is no way for the VSL control technique to eliminate the capacity drop caused by
the low-speed lane-changing traffic. It was concluded that pure VSL control cannot prevent traffic breakdowns in a
satisfactory manner under over-saturated traffic conditions. Without combining lane changing control (LCC), once
the low speed LC maneuvers bring down the speed of traffic in adjacent lanes, the capacity drop takes place. These
findings shed light on the design of speed harmonization schemes for controlling the speed and lane change.

Cooperative merging of CAVs at freeway on-ramps has been extensively studied. A widely adopted approach is to
use the concept of virtual vehicles that a virtual vehicle is mapped onto a CACC system of the freeway mainline before
the actual merging maneuver. Although the merging maneuver usually involves a lateral motion control of CAVs, i.e.,
lane changing. The literature mainly focuses on cooperative longitudinal motion control of CAVs to regulate vehicle
longitudinal gaps before they reach the conflict zone using VACS (Wang et al., 2020). However, the lateral control
problem or the case of traffic mixed RHVs and CAVs is relatively lacking. Most of the existing traffic control strategies
for traffic flow mixed with CAVs do not consider the LCC. Soriguera et al. (2017) encouraged future effort first to
develop better traffic models to emulate the effects regarding VSL and LC maneuvers, and then to overcome the above
limitations of VSL by incorporating the LCC. To consider the LCC, lane-level models that can capture vehicle LC
maneuvers are preferable (Pan et al., 2016; Zhang and Ioannou, 2017; Pan et al., 2021). At the lane-level, the VSL
can be used to reduce speed differences among vehicles traveling in the same lane and/or adjacent lanes. As the speed
difference is the major incentive for discretionary LC, this reduction in speed differences can synchronize drivers’
behavior and suppress LC maneuvers, thereby decreases the probability of traffic collision. Tian et al. (2019) showed
that up to 8% total travel times of connected vehicles can be reduced by lane selection assistance application.

To sum up, a single traffic control scheme may not be sufficient for complex traffic scenarios. Integration of traffic
control strategies such as LCC, VSLC, and minimum safety gap control is necessary for improving traffic efficiency
and safety (Talebpour and Mahmassani, 2016; Han et al., 2017; Zhang and Ioannou, 2017; Tian et al., 2019). This
paper tackles the above challenges by proposing an integrated freeway traffic control framework for traffic mixed with
CAVs and RHVs. The main contributions of this paper are:

• The proposed control framework employs an integrated action of a number of control measures, including ramp
metering, variable speed limit at the link level, and lane changing control at the lane level. The minimum
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safety gap control, implicitly included in the proposed traffic model, is built for the safety of car following, lane
changing and merging maneuvers. This integrated control can minimize the total travel cost, improve greenness
and safety via reducing the fluctuation of control for freeway traffic mixed with CAVs and RHVs.

• Noting that the drivers would not fully follow the LCR, we capture their responses to the LCR disseminated by
the en-route Variable Message Signs and navigation APPs, i.e., the (cumulative) compliance of drivers to the
LCR, via a validated exponential like function embedded in the proposed traffic flow model.

• A set of constraints is imposed to restrict VSLC/VSLR and LCC/LCR measures from changing too frequently
or too sharply on both temporal and spatial dimensions to avoid excessive nuisance to passengers and traffic
flow instability.

• A model-based reinforcement learning solution algorithm is proposed. Due to the complexity of the multiclass
multilane traffic flow model, the optimization problem is with non-differentiable functional structure of the
control vector and a complicated constraint set that would induce many local optima. Rather than searching
the value function iteration, this algorithm parameterizes the control (to reduce the dimension of the original
optimal control problem to increase computational efficiency) and searches for the optimal parameters that lead
to minimizing the objective function via a gradient-free Cross-Entropy-Method based algorithm to circumvent
the non-differentiability of the traffic flow model.

This paper is organized as follows. An optimal control problem is formulated in Section 2. A multiclass multilane
traffic model extended from Pan et al. (2021) is introduced in Section 3 to describe flow characteristics of traffic
mixed with RHVs and CAVs under various traffic control schemes. A reinforcement learning based gradient-free
CEM algorithm is developed to solve the optimal control problem in Section 4. Numerical simulations are conducted
in Section 5 to assess the performance of the integrated control and to analyze the impact of penetration rate of CAVs
and the congestion level on the control performance. Finally, Section 6 concludes the paper and depicts the future
works. Companion materials are presented in the appendix.

2. Optimal control strategies based on multiclass traffic flow modeling

2.1. Settings of the optimal control problem

This section formulates the optimal control problem for freeway traffic with a given penetration rate of CAVs.
The control architecture considers a central traffic manager that devises and evaluates the optimal control problem
and disseminates the control strategies to both CAVs and RHVs. It is assumed that the traffic manager has complete
knowledge of the traffic state, which is estimated by the multiclass multilane traffic flow model extended from Pan et
al. (2021). In line with the literature, we first assume that the penetration rate of CAVs is sufficient and that the control
can actually be implemented via appropriate actuators.

The objective of the optimal control problem is to improve the traffic efficiency, greenness and safety through
an integration of ramp metering, VSLC and LCC for CAVs, the VSLR and LCR for RHVs, while improving safety
by enforcing minimum safety gap control. As shown in Figure 1, the vehicle-to-vehicle (V2V) system measures the
vehicular states, such as (relative) speed, acceleration, and gap between adjacent vehicles, and transmits the data to
feed the controller. The CAVs are assumed to fully follow the control strategies issued by VACS through Vehicle-
to-Everything Road-Side-Unit (V2X RSU). On the other hand, the VSLR and LCR are released via the existing
infrastructures such as VMS gantries and navigation APPs. In the present work, the VSL is specified by the traffic
manager for each segment-lane such that all CAVs traveling on the segment-lane will follow the respective speed
or speed limit. As reported in the literature, the average speed of RHVs is roughly equal to the average speed of
connected vehicles in a traffic stream (Bekiaris-Liberis et al., 2016; Fountoulakis et al., 2017). Therefore, it will be
sufficient to impose the speed limit, even on RHVs, given an adequate penetration of equipped vehicles, e.g., there
is at least one CAV within each segment-lane. Therefore, we do not consider the compliance of drivers to VSL
control in this paper. The effect of LCR depends on the compliance of drivers as well as the impact of the behavior
of CAVs. In particular, the compliance of LCR is assumed to follow an exponential like function, which is embedded
in the multiclass multilane traffic flow model and was validated in Pan et al. (2016). Since we concentrate on a
mixed traffic scenario that the CAVs and RHVs are randomly arriving at the on-ramps while the RHVs cannot make
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Figure 1: An illustration of the integrated control strategies to CAVs and RHVs
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Figure 2: Merging and diverging induced by lane-changing of CAVs and RHVs

a cooperative decision with the CAVs, we adopt the conventional signal-based ramp metering control. Within the
mixed traffic flow, both VSLC/VSLR should avoid too frequent and sharp amplitude for escaping excessive
nuisance to drivers and passengers. Meanwhile, the LCR and RM should also avoid frequent fluctuations or
unrealistic setting. Such issues are considered by imposing a set of constrains to the corresponding decision variables
and choosing proper control cycles in Subsection 3.2.

2.2. Formulation of the optimal control problem

We consider a dual-lane freeway segment divided into several cell packages, from cell package 1 to package N,
along the longitudinal dimension, as shown in Figure 2. Each cell package includes two cells located on lane x and
lane x̄, denoted as cell (i, x) and cell (i, x̄), respectively. It is assumed that there is only one bottleneck (caused by
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on-ramp merging, lane drop or traffic accident) on this freeway segment, which is located at the end of cell (N, x). An
abstract formulation of the optimal control problem can be thus defined.

min Jp (x(kN)) +

kN∑
k=1

J (x(k),q(k)) (1)

subject to traffic flow conservation

x(k + 1) = fun (x(k),q(k), c(K)) , 1 < k < kN ,

definition constraints to control variables

0 ≤ c(K) ≤ C, for 1 < K < dkN · Ts/Tce

and physical definition constraints to state variables and flow variables
A1 · q(k)=B1

A2 · q(k) ≤ B2

0 ≤ x(k) ≤ X(k)
0 ≤ q(k) ≤ Q(k)

, 1 < k < kN

where the objective function will be specified in Equation (2) with k = 1, · · · , kN as the simulation steps and K =

dk · Ts/Tce. Ts denotes the time duration of a simulation step. dge is the ceiling function that outputs the least integer
greater than or equal to g. Figure 3 demonstrates the relationship between the simulation step, control cycle, and
simulation horizon. To simplify the notation, we have used CA (as CAV) and RH (as RHV) for vehicle classes, while
D (as DLC)1 and M (as MLC)2 in the equations throughout the paper. The notations involved in defining the optimal
control problem, and the constraints are defined and summarized in Table 1.

The term fun() is a compact representation of the underlying traffic flow model that describes the multiclass multi-
lane traffic dynamics. x(k) is the vector of state variables including ρi,x,d(k), vi,x(k), and Wx,d (k), during [kTs, (k + 1) Ts).
q(k) is the vector of sending and receiving functions that govern flow propagation in the multiclass multilane traffic
flow model during [kTs, (k + 1) Ts). The propagation of x(k) and the evaluation of q(k) will be described in the forth-
coming section.

c(K) is the vector of control variables (which are the decision variables). If the optimal control problem is solvable,
the optimal control strategy c∗(K) will be implemented during the time period [KTc, (K + 1) Tc), where Tc denotes the
duration of each control cycle and the integer dTc/Tse is the number of simulation steps within each control cycle.

J (x(k),q(k)) =

N∑
i=1

∑
y={x, x̄}

∑
d={CA, RH}

Vt ·
(
ρi, y, d(k) · li + Wy, d (k) + Won, d (k)

)
· Ts︸                                                                              ︷︷                                                                              ︸

Total time spent+Waiting time o f extra−queue and on the ramps

+

N∑
i=1

∑
y={x, x̄}

∑
Z={1,2,3}

c f · FZ, i, y, RH(k) · e(VZ, i, y(k)·K f ·AZ, i, y(k)T ) · Ts︸                                                                        ︷︷                                                                        ︸
Fuel consumption o f RHV

+

N∑
i=1

∑
e=CO,HC,NO

∑
y={x, x̄}

∑
Z={1,2,3}

ce · FZ, i, y, RH(k) · e(VZ, i, y(k)·Ke ·AZ, i, y(k)T ) · Ts︸                                                                                     ︷︷                                                                                     ︸
Emission cost o f RHV

+

N∑
i=1

∑
y={x, x̄}

∑
Z={1,2,3}

cc · FZ, i, y, CA(k) · e(VZ, i, y(k)·Kc ·AZ, i, y(k)T ) · Ts︸                                                                       ︷︷                                                                       ︸
Electricity cost o f CAV

Jp (x(kN)) =ϕ ·
∑

y={x, x̄}
Vt ·

(
Wy, CA (kN) + Wy, RH (kN)

)︸                                 ︷︷                                 ︸
Penalty on the residual extra−queue

+ϕ ·
∑

y={x, x̄}
Vt ·

(
Won, CA (kN) + Won, RH (kN)

)︸                                   ︷︷                                   ︸
Penalty on the residual on−ramps

(2)

1Discretionary lane changing (DLC) is executed when the driver seeks for better driving conditions to gain a speed or travel time advantage.
2Mandatory lane changing (MLC) is executed when a driver must change lane to follow a certain path to his/her destination.
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Table 1: Key variables of the optimal control problem
Element Notation description Duration Constraint
ρi,x,CA(k) Density of CAVs on cell (i, x) during step k

Ts

[
0, 1

l+C

]
ρi,x,RH(k) Density of RHVs on cell (i, x) during step k
Pi,x,CA(k) Proportion/Penetration rate of CAVs on cell (i, x) during step k [0, 1]
vi,x(k) Traffic speed on cell (i, x) during step k

[
0, v̂i,x(K)

]
Won,i,CA (k) Queuing delay at the on-ramp connecting to cell i

with respect to CAV or RHV during step kWon,i,RH (k)
si+1,x̄

i,x,CA(k) Sending function of CAVs issued by LCC from cell (i, x) to cell (i+1, x̄)
during step k

si+1,x̄
M,i,x,RH(k) Sending function of RHVs with MLC or DLC

demand from cell (i, x) to cell (i+1, x̄) during step k

[
0,Qi,x(k) · Pi,x,RH(k)

]
si+1,x̄

D,i,x,RH(k)

sst,i,x,CA(k) Sending function that intend to leave cell (i, x) to cell
(i +1, x) during step k of CAV or RHV

[
0,Qi,x(k)Pi,x,CA(k)

]
sst,i,x,RH(k)

[
0,Qi,x(k)Pi,x,RH(k)

]
H̃i+1,x̄

i,x,CA(k) Minimum space headway criteria for si+1,x̄
i,x,CA(k)

H̃i+1,x̄
M,i,x,RH(k) Minimum space headway criteria for si+1,x̄

M,i,x,RH(k) or
si+1,x̄

D,i,x,RH(k)H̃i+1,x̄
D,i,x,RH(k)

qi+1,x̄
i,x,CA(k) The amount of si+1,x̄

i,x,CA(k) received by the target cell (or executed LCC)
[
0, si+1,x̄

i,x,CA(k)
]

qi+1,x̄
M,i,x,RH(k) The amount of si+1,x̄

M,i,x,RH(k) and si+1,x̄
D,i,x,RH(k) received by

the target cells, respectively

[
0, si+1,x̄

M,i,x,RH(k)
]

qi+1,x̄
D,i,x,RH(k)

[
0, si+1,x̄

D,i,x,RH(k)
]

Ri,x(k) Receiving function of cell (i, x) during step k
[
0,Qi,x(k)

]
v̂i,x(K) Implemented speed limit on cell (i, x) during control cycle K for VSLC

and VSLR Tc

v f

p̂i+1,x̄
i,x,CA(K) The flow of CAVs that are issued to switch from cell (i, x) to cell (i+1, x̄)

during control cycle K for LCC
1

B̂x̄
i,x(K) Variable denoting whether the LC recommendation from cell (i, x) to

lane x̄ is released during control cycle K for LCR
0 (not released) or 1
(released)

L̂(K) Duration of the red phase of control cycle K for RM Integers in [0,Tc]

Table 2: Speed and acceleration in evaluating the fuel consumption, emission and electricity cost during [kTs, (k + 1) Ts)
Z FZ,i,x,d(k) vZ,i,x (k) aZ,i,x (k)
1 qst,i,x,d(k) · Ts vi,x (k)→ vi+1,x (k + 1) vi+1,x(k+1)−vi,x(k)

Ts

2
(
qi+1,x̄

M,i,x,d(k) + qi+1,x̄
D,i,x,d(k)

)
Ts vi,x (k)→ vi+1,x̄ (k + 1) vi+1,x̄(k+1)−vi,x(k)

Ts

3 S i,x,d(k) · Ts −
∑

Z={1,2} FZ,i,x,d(k) vi,x (k)→ vi,x (k + 1) vi,x(k+1)−vi,x(k)
Ts

As specified in Equation (2), the objective function includes the total time spent, fuel consumption and emission
cost of RHVs, electricity cost of CAVs, and the penalty on residual extra-queue within the planning horizon. The
following parts of the objective function are converted into monetary costs:

1. The first linear term represents the total travel time (TTT) (converted to monetary cost) spent on the freeway
stretch and the time spent in the time spent queuing at on-ramps. Vt is the value of time that converts the delay
into monetary cost.

2. The second to the fourth terms represent the fuel consumption and emission cost associated with RHVs,
and electricity cost of CAVs. These terms are closely related to speed, inter-cell and cross-cell accelera-
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Table 3: Variables in traffic flow propagation
Vector Element Notation description

f(k)

v̂i,x(K) Speed limit control on cell (i,x) during cycle K
ρcr

i,x(k) Critical density on cell (i, x) at step k
Qi,x(k) Capacity on cell (i, x) at step k
wi,x(k) Wave-back speed on cell (i, x) at step k
ρJ

i,x(k) Jams density on cell (i, x) at step k

u(k)

S 0,x(k) Inflow demand of lane x at step k
S 0,on(k) Inflow demand at on ramp step k
P0,x,CA(k) Proportion of CAVs associated with S 0, x(k)
P0,on,CA(k) Proportion of CAVs associated with S 0,on(k)
RE,x(k) Available space of the downstream section at step k

tion/deceleration. Traffic flows associated with cell (i, x), are categorized into three items (Z=1, 2, 3) according
to the moving directions, i.e., the straightforward flow F1, i, x, d(k) which enters cell (i + 1, x) from cell (i, x)
during time interval [kTs, (k + 1) Ts) with d stands for RHV and CAV, respectively; the lane-changing flow
F2, i, x, d(k) that switches lane from cell (i, x) to cell (i + 1, x̄), where x̄ denotes the lanes adjacent to lane x;
and F3, i, x, d(k) the flow that retains its current cell-lane. c f (USD/liter); ce (USD/gram) and cc (USD/kWh) are
coefficients that convert the fuel, emission and electricity costs into the monetary counterpart. The vector of
speed VZ, i, x (k) =

[
1, vZ, i, x (k) , v2

Z, i, x (k) , v3
Z, i, x (k)

]
and the vector of acceleration/deceleration AZ, i, x (k) =[

1, aZ, i, x (k) , a2
Z, i, x (k) , a3

Z, i, x (k)
]

are necessary when calculating the fuel consumption rate (liter/s), emission
rate (gram/s) and electricity consumption rate (watt/s). The elements of VZ, i, x (k) and AZ, i, x (k) are listed in
Table 2 (Liu et al., 2017). K f ,Ke and Kc are the model coefficient matrices (Ahn and Cassidy, 2007; Tang et
al., 2017), to which examples will be depicted in Section 5.

3. The last term Jp (x(kN)) penalizes the extra-queue. The factor ϕ is set to be a large value, e.g., 1000, to eliminate
residual queue at the end of the planing horizon.

Finally, the constraints A1 · q(k)=B1, A2 · q(k) ≤ B2 will be depicted in the forthcoming section.

3. The multiclass multilane traffic flow model

3.1. Traffic-state propagation of flow mixed with CAVs and RHVs

The multiclass multilane cell transmission model (CTM) proposed by Pan et al. (2021) incorporates several new
features. First, it considers the effect of time-dependent proportion of CAVs on the minimum safe gap acceptance
and the cell-lane fundamental diagram, which are recapitulated in the appendix. Second, it defines the lane-level
reaction laws of sending and receiving functions that govern the flow propagation with respect to the multiclass cell-
lane fundamental diagram. And third, it enables lane-changing priorities with respect to different vehicle classes and
the lane-changing motivations while considering the drivers’ behavior. However, to adapt to the control design, we
need to extend the model to consider the constraints induced by the control schemes and the heterogenous resolutions
of simulation step k and control cycle K.

Take cell (i, x) as shown in Figure 2 as an example, based on flow conservation, the cell densities ρi,x,CA(k + 1)
(P.C.U./mile/lane) of CAVs and ρi,x,RH(k + 1) (P.C.U./mile/lane) of RHVs, are estimated as Equation (3).

ρi, x, CA(k + 1) = ρi, x, CA(k) +
Ts
li

(
qi, x

st, i−1, x, CA(k) + qi, x
i−1, x̄,CA(k)

)
−

Ts
li

(
qi+1, x

st, i, x, CA(k) + qi+1, x̄
i, x, CA(k)

)
ρi, x, RH(k + 1) = ρi, x, RH(k) +

Ts
li

(
qi, x

st, i−1, x, RH(k) + qi, x
M, i−1, x̄, RH(k) + qi, x

D, i−1, x̄, RH(k)
)

−
Ts
li

(
qi+1, x

st, i, x, RH(k) + qi+1,x̄
M, i, x, RH(k) + qi+1, x̄

D, i, x, RH(k)
) (3)

The estimation of density on cell (i, x̄) can be similarly defined. The cell density is a summation of the two vehicle
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classes, i.e., ρi, x(k + 1)=ρi, x, CA(k + 1) + ρi, x, RH(k + 1). The proportion of CAVs in a particular cell-lane is given by

Pi, x, CA(k + 1)=ρi, x, CA(k + 1)/ρi, x(k + 1), if ρi, x(k + 1) > 0
Pi, x, RH(k + 1)=1 − Pi, x, CA (k + 1) (4)

while the cell-lane speed is given by the following equation.

vi, x(k + 1)=

 v̂i, x(K) , i f ρi, x(k + 1) ≤ ρcr
i, x(k)

(1−l·ρi, x(k+1)−C·ρi, x(k+1))
ρi, x(k+1)(Pi, x, CA(k+1) ∆TCA +Pi, x, RH(k+1) ∆TRH) , else

(5)

depending on whether the speed limit control or the permanent compulsory speed limit is implemented (refer to the
appendix for details). ρcr

i, x(k) denotes the critical density of cell (i, x).

ρcr
i, x (k) =

1
v̂i, x (K)

(
Pi, x, CA (k) ∆TCA +

(
1 − Pi, x, CA (k)

)
∆TRH

)
+ l + C

(6)

∆TCA and ∆TRH denote the response times of CAVs and RHVs, respectively. l (mile) denotes the vehicle length of
the leading vehicle, and C is the safety gap or minimum safety constant gap when all the vehicles are at a standstill
(Hidas, 2005; Jepsen, 1998). This lane-specific fundamental diagram was derived by Pan et al. (2021). To make the
paper self-contained, we recapitulate the essence in the Appendix.

The evaluation of the vector of sending and receiving functions q(k) is vital for the propagating the multiclass
multilane traffic flow for determining the state vector x(k). Apart from the state vector x(k) and the vector of the
control variables c(K), the external input u(k) in conjunction with the fundamental diagram f(k) is also necessary for
the evaluation of q(k). To this end, we represent q(k) as a mapping of these vectors as follows:

q(k) = funq(x(k), c(K),u(k), f(k)), for 1 < k < kN , K = dk · Ts/Tce

which can be regarded as equality constraints of the optimization problem.

3.1.1. Sending flow and lane changing demand functions
The sending function si+1

i, x, d (k) (P.C.U./hour/lane), which quantifies the traffic flow that intends to leave cell (i, x)
for vehicle class d, is defined as

si+1
i, x, d (k) =

{
v̂i, x(K) · ρi, x(k) · Pi, x, d(k), if ρi, x(k) < ρi, x, c(k)
Qi, x(k) · Pi, x, d(k), if ρi, x(k) ≥ ρi, x, c(k) (7)

for i = 1, 2, · · ·N − 1, and on; equals to S 0, x(k) · P0, x, d(k) + Wx, d(k), if i = 0; and equals to S 0, on(k) · P0, on, d(k) +

Won, d(k), if it connects to the on-ramp, i.e., i = 0, on. Pi, x, d(k) denotes the proportions of CAVs and RHVs in cell (i,
x). P0, x, d(k) is the proportion of vehicle class d arriving at the upstream boundary, S 0, x(k) is the demand toward lane
x and Wx, d(k) is the number of vehicles of class d queuing at the upstream boundary to cell (1, x) at time step k.

The sending function si+1
i, x, d (k) determines the flow intended to leave cell (i, x) during time step k and move toward

the downstream cell package (i + 1) involving all possible lanes, i.e., cell (i+1,x̄) in the adjacent lane and cell (i+1,
x) in the current lane. The lane changing demands can be further categorized into three possible types: a) CAVs
following the lane-changing instructions issued by VACS, which is denoted by si+1, x̄

i, x, CA(k); b) RHVs making MLC
decisions based on lane-changing suggestions, which is denoted by si+1, x̄

M, i, x, RH(k); and c) RHVs making DLC decisions
to gain speed advantage, which is denoted by si+1, x̄

D, i, x, RH(k). These lane-changing flows can be evaluated as

si+1,x̄
i, x, CA(k)=si+1

i, x, CA(k) · p̂i+1, x̄
i, x, CA(K)

si+1, x̄
M, i, x, RH(k)=si+1

i, x, RH(k) · pi+1, x̄
M, i, x, RH(k) · B̂ x̄

i, x(K)
si+1, x̄

D, i, x, RH(k)=si+1
i, x, RH(k) · pi+1, x̄

D, i, x, RH(k) ·
(
1 − B̂x̄

i, x(K)
) (8)

pi+1,x̄
M, i, x, RH(k) and pi+1, x̄

D, i, x, RH(k) are associated with human drivers’ decisions in response to the LCR. The term pi+1,x̄
M, i, x, RH(k)
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evaluated by Equation (9) depends on the following elements: the remaining distance3 di from the current cell package
i to the target turning point; the cell density on target lane ρi,x̄(k); the cumulative MLC demand that intends to switch
from lane x to lane x̄ along the stretch, i.e., B̂x̄

i,x(K) ·S x̄
M, x, RH(k); and the accumulation of executed MLC flow from cell

(1, x) to cell (i, x). Interested readers are referred to Pan et al. (2016, 2021) for a detailed discussion on this and the
calibration of parameters α1, α2 and the critical remaining distance dc. This term describes the drivers’ compliance
with the lane-changing recommendation (LCR).

pi+1, x̄
M, i, x, RH(k)=

B̂x̄
i,x(K) · s1, x̄

M, 0, x, RH(k) · e−(di−dc)2/(α1+α2·ρi,x̄(k))2
−

i−1∑
j=1

q j+1,x̄
M, j, x,RH(k)

 /si+1
i, x, RH(k) (9)

The DLC is motivated by the speed advantage of the adjacent lane if no LCR is issued to current segment on
current lane, i.e., B̂x̄

i, x(K) = 0.

pi+1, x̄
D, i, x, RH(k)=

max
(
0, vi, x̄ (k) − vi, x (k)

)
v f , i · τ

(10)

The term τ can be interpreted as the average time a driver takes to decide and execute a lane change when the original
lane is stopped and the target lane is free-flowing (Pan et al., 2016).

Finally, the straightforward flow intended to leave cell (i, x) and enter cell (i+1, x) is

si+1, x
st, i, x,CA(k)=si+1

i, x, CA(k) − si+1, x̄
i, x, CA(k)

si+1,x
st, i, x, RH(k) = si+1

i, x, RH(k) − si+1, x̄
M, i, x, RH(k) − si+1, x̄

D, i, x, RH(k)
(11)

For the on-ramp traffic, all vehicles have to merge to the mainstream cell (N, x) from the ramp cell (on), i.e.,
executing mandatory lane-changing. Considering the ramp traffic signal, the sending function from the on-ramp
sN, x

M, on (k), (P.C.U./hour/lane) can be evaluated as follow:

sN, x
M, on(k) =

{
v f , on(k) · ρon(k) (1 − rrm(k)) i f ρon(k) < ρcr

on(k)
won(k) ·

(
ρJ

on(k) − ρon(k)
)
· (1 − rrm(k)) , otherwise

(12)

where rrm(k) is thus defined for the red phase of the ramp signal:

rrm(k) =

 1 i f k −
⌊

k
K

⌋
· K ≤ L̂(K)

0, i f k −
⌊

k
K

⌋
· K > L̂(K)

(13)

with bgc the floor function that outputs the largest integer less than or equal to g.

3.1.2. Receiving flow functions
However, the execution of all lane changing maneuvers and straightforward demands still depend on two factors:

the fulfillment of minimum gap acceptance criteria and different merging priorities by the target lane. The receiving
function of the target cell (i+1,x̄) (P.C.U./hour/lane) can be evaluated according to the fundamental diagram f(k).

Ri+1, x̄ (k) =

 Qi+1, x̄(k), if ρi+1, x̄(k) < ρcr
i+1, x̄(k)

wi+1, x̄(k)
(
ρJ

i+1, x̄(k) − ρi+1, x̄(k)
)
, otherwise

(14)

for i = 0, 2, · · ·N − 1, and equals to RE, x̄ (k) , for i = N where E is the downstream sink connected to the last cell N.
As it can be inferred from Section 3.1, towards the target cell (i+1,x̄), there are five sending flows, i.e., si+1, x

st, i, x, CA (k),
si+1, x

st, i, x, RH (k), si+1, x̄
i, x, CA (k), si+1, x̄

M, i, x, RH (k), and si+1, x̄
D, i, x, RH (k), where the last three items can be further categorized as

3The remaining distance di is defined as the distance from the current position of the subject vehicle to its target turning point. dc and dr denote
the remaining distances by which the test section is partitioned as remote, median, and close sections, respectively, with each section corresponding
to a specific level of mandatory lane-changing (MLC) urgency and minimum acceptance criterion. Taking a vehicle intending to execute an MLC
as an example, the target turning point is considered to be remote as long as the remaining distance di > dr and close if di < dc.
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Figure 4: The headway acceptance analysis

si+1, x̄, f
i, x, CA (k), si+1, x̄, f

M, i, x, RH (k) and si+1, x̄, f
D, i, x, RH (k), according to the driving mode of following vehicle on target lane, and

the superscript f denotes this item. The feasibility of these lane changing demands as mentioned above in merging
to target lane are assessed via comparing the actual adjacent space headway Hi+1, x̄ (k) with three minimum space
headway criteria H̃i+1, x̄, f

i, x, CA (k), H̃i+1, x̄, f
M, i, x, RH (k), and H̃i+1,x̄, f

D, i, x, RH (k), respectively.

3.1.3. The minimum space headway criteria
Apart from the traffic flow characteristics associated with traffic flow on a single lane, such as in the fundamental

diagram and space headway distribution previously introduced, the penetration of CAVs also has an impact on lane-
changing maneuvers when traveling on multilane freeways. Suppose that the subject vehicle traveling on lane x
intends to switch to lane x̄ via the space gap between the leading vehicle and the following vehicle in the target
lane at time k as demonstrated in Figure 4. It is assumed that the subject vehicle is traveling at speed vx (k) (miles/h),
whereas the leading vehicle and following vehicle in the target lane are both traveling at the same speed vx̄ (k)(miles/h).
Without loss of generality, the assumption vx (k) < vx̄ (k) is proposed in this section, i.e., the lane-changing maneuver
is executed to gain better driving conditions. Based on the speed difference assumption vx(k) < vx̄(k), it is necessary
for the subject vehicle to accelerate to avoid a collision with the following vehicle in the target lane after the lane
changing maneuver is executed. During the acceleration process, the space gap between the leading vehicle and the
following vehicle must always fulfill the collision avoidance criteria.

Denoting k′ = k + Ta (hour) as the moment when the lane-changing maneuver is executed, as shown in Figure 4,
the subject vehicle is supposed to travel at the same speed as the vehicles in the target lane after acceleration. By as-
sumption, this speed is vx (k + Ta) =vx̄ (k + Ta) =vx̄ (x). Considering the speed difference between the related vehicles
during the lane-changing maneuver, the leading space headway4 HL

x̄ (k′) (mile) will gradually increase, whereas the
lag space headway HG

x̄ (k′) (mile) will decrease with respect to the acceleration and lane-changing maneuver of the
subject vehicle, that is, {

HL
x̄ (k′) =HL

x̄ (k) + (vx̄ (k) − vx (k)) Ta −
1
2 aT 2

a
HG

x̄ (k′) =HG
x̄ (k) − (vx̄ (k) − vx (k)) Ta + 1

2 aT 2
a

(15)

and {
HL

x̄ (k′) =HL
x̄ (k + Ta)

HG
x̄ (k′) =HG

x̄ (k + Ta )

4The leading space headway denotes the distance from the head of the lead vehicle to the head of the subject vehicle. The lag headway denotes
the distance from the head of the subject vehicle to the head of the following vehicle.
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where a (miles/hour2) is the average acceleration of the subject vehicle. According to the collision avoidance principle
previously described, the following conditions need to be fulfilled:{

HL
x̄ (k′) ≥ (vx (k) + aTa) ∆Ts+l+C

HG
x̄ (k′) ≥ vx̄ (k) ∆T f +l+C (16)

where ∆Td and ∆T f denote the response times of the subject and the following vehicles, respectively. The space
headway of the target lane at time k, H x̄, f

x, d (k) =HL
x̄ (k) + HG

x̄ (k), should be not less than the minimum space headway

H̃ x̄, f
lc, x, d (k), which is determined by Equation (17).

H x̄, f
x, d (k) ≥ H̃ x̄, f

lc, x, d (k) =



vx̄ (k) ∆T f︸     ︷︷     ︸
item 1

+ vx (k) ∆Td︸     ︷︷     ︸
item 2

+
(vx̄ (k) − vx (k))2

2a︸               ︷︷               ︸
item 3

 + (2l + 2C )︸     ︷︷     ︸
item 4

Case1

vx̄ (k) ∆T f︸     ︷︷     ︸
item 1

+ vx (k) ∆Td︸     ︷︷     ︸
item 2

+
(vx̄ (k) − vx (k))2

2a︸               ︷︷               ︸
item 3

 di−dc
dr−dc

+ (2l + 2C )︸     ︷︷     ︸
item 4

Case2

(2l + 2C )︸     ︷︷     ︸
item 4

Case3

(17)

As shown in Equation (17), the minimum space headway criteria are divided into three different cases with each
applicable to lane changing scenarios regarding the lane-changing motivation, level of lane-changing urgency, and
whether the gap control coordinates the lane changing (for CAVs):

Case 1 is applicable to the non-coordinated DLC or a non-coordinated non-urgent MLC which is proposed at
a remote state with the remaining distance5 di > dr, and the following vehicle would not cooperate with this lane
changing demand, i.e., the following vehicle is RHV, or the GC order is not issued to the following CAV. Under this
case, drivers usually prefer a relatively large gap at the beginning of a lane-changing maneuver due to a risk-adverse
attitude.

Case 2 refers to the non-coordinated MLC between non-urgent scenario (that the lane change is executed far from
the target point due to the risk-adverse attitude of the drivers) and the urgent scenario (that the vehicle is so close to
the target point that the lane change has to be executed), saying dc < di < dr. Under this case, H̃ x̄, f

lc, x, d (k) decreases
linearly with respect to the remaining distance when d is within the range dc ≤ di ≤ dr according to Case 2 of Equation
(17). Both Case 1 and Case 2 were devised to model the minimum gap acceptance criterion of RHVs in line with Pan
et al. (2016).

Case 3 involves the coordinated DLC and MLC of the CAVs, or the non-coordinated urgent MLC, i.e., di < dc.
Whether the target lane could provide sufficient space headway to fulfill the minimum space headway criteria

is a prerequisite of a successful lane-changing maneuver. For traffic flow of RHVs, Zheng et al. (2013) quantified
the impact of lane-changing maneuvers on the immediately following vehicle using Newell’s car following model.
Compared with traffic of pure RHVs, traffic flow mixed with CAVs would introduce the following three advantages:
1) the higher penetration rate of CAVs induces a higher capacity for the same freeway; 2) the minimum space headway
gap required by the CAVs is smaller than that required by RHVs, for both MLC and DLC lane changing intentions; 3)
the space headway in front of RHVs can be significantly enhanced if more CAVs are traveling on the segment under
the same traffic conditions because CAVs tolerate a smaller headway. As it can be inferred from advantages 2) and
3), lane changing will be easier and safer. The V2V system plays an important role in measuring the (relative) speed,
acceleration, and gaps between adjacent vehicles and lanes to support the minimum safety gap control and the lane
changing control process.

5The remaining distance di is defined as the distance from the current position of the subject vehicle to its target turning point. dc and dr denote
the remaining distances by which the test section is partitioned as remote, median, and close sections, respectively, with each section corresponding
to a specific level of mandatory lane-changing (MLC) urgency and minimum acceptance criterion. Taking a vehicle intending to execute an MLC
as an example, the target turning point is considered to be remote as long as the remaining distance di > dr and close if di < dc.
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3.1.4. Execution of lane changing maneuvers
Considering the limited available space provided by the target cell, the flows that can be actually received by the

target cell are calculated by Equations (18) and (19). The subscript lc in qi+1, x̄
lc, i, x, d (k) (P.C.U./hour/lane) refers to the

lane-changing motivations and d refers to vehicle types of subject vehicle. U i+1, x̄
i (k) (P.C.U./hour/lane) denotes the

total space required by the lane-changing demand toward cell (i+1,x̄) fulfilling the minimum space headway criterion
and extra spaces in the target lane.

qi+1, x̄, f
lc, i, x, d (k) =


si+1, x̄, f

lc, i, x, d (k) if U i+1, x̄
i (k) ≤ Ri+1, x̄ (k) and H̃i+1, x̄, f

lc, i, x, d (k) ≤ Hi+1, x̄, f (k)
si+1, x̄, f

lc, i, x, d(k)

U i+1, x̄
i (k)

Ri+1,x̄ (k) if U i+1, x̄
i (k) > Ri+1, x̄ (k) and H̃i+1, x̄, f

lc, i, x, d (k) ≤ Hi+1, x̄, f (k)

0 if H̃i+1, x̄, f
lc, i, x, d (k) > Hi+1, x̄, f (k)

(18)

qi+1, x̄
st, i, x̄, d (k) =

 si+1, x̄
st, i, x̄, d (k) if U i+1, x̄

i (k) ≤ Ri+1, x̄ (k)
si+1, x̄

st, i, x̄,d(k)

U i+1,x̄
i (k)

Ri+1, x̄ (k) if U i+1, x̄
i (k) > Ri+1, x̄ (k)

(19)

The actual space headway target cell(i+1, x̄) in front of vehicle with f = CAV or f = RHV is calculated as :

Hi+1, x̄, CA (k) =

 v i+1, x̄ (k) ∆TCA+l + C, if ρi+1,x̄ (k) ≥ ρcr (k)
v i+1, x̄(k)∆TCA+l+C

ρi+1,x̄(k)·(l+C)+ρi+1,x̄(k)·v i+1, x̄(k)·(Pi+1,x̄, CA(k)∆TCA+(1−Pi+1,x̄, CA(k))∆TRH) , otherwise

Hi+1, x̄, RH (k) =

 v i+1, x̄ (k) ∆TRH+l + C if ρi+1, x̄ (k) ≥ ρcr
i+1, x̄ (k)

v i+1, x̄(k)∆TRH+l+C
ρi+1, x̄(k)·(l+C)+ρi+1, x̄(k)·v i+1, x̄(k)·(Pi+1,x̄, CA(k)∆TCA+(1−Pi+1,x̄, CA(k))∆TRH) , otherwise

(20)

And the total space expected by all the merging flows is evaluated as U i+1, x̄
i (k) :

U i+1, x̄
i (k) =si+1,x̄

st, i, x̄, CA (k) + si+1, x̄
st, i, x̄, RH (k) +

∑
lc={M,D}

∑
d={CA, RH}

∑
f ={CA, RH}

si+1, x̄, f
lc, i, x, d (k)

Õi+1, x̄, f
lc, i, x, d (k)

l
, ∀H̃i+1, x̄, f

lc, i, x, d (k) < Hi+1, x̄, f (k) (21)

the minimum occupied space for executing the lane changing maneuver Õi+1, x̄, f
lc, i, x, d (k) is evaluated as:

Õi+1, x̄, f
lc, i, x, d (k) = vi+1,x̄ (k) ∆T f + vi,x (k) ∆Td +

(
vi+1,x̄ (k) − vi,x (k)

)2

2a
+ (2l + 2C) (22)

Assuming the driving mode of following vehicle follows the penetration rate of cell (i + 1, x̄) , the final lane
changing flows is estimated as follow:

qi+1, x̄
i, x, CA(k) = qi+1, x̄, CA

i, x, CA (k)Pi+1, x̄, CA(k) + qi+1, x̄, RH
i, x, CA (k)Pi+1, x̄, RH(k)

qi+1, x̄
D, i, x, RH(k) = qi+1, x̄, CA

D, i, x, RH(k)Pi+1, x̄, CA(k) + qi+1, x̄, RH
D, i, x, RH(k)Pi+1, x̄, RH(k)

qi+1, x̄
M, i, x, RH(k) = qi+1, x̄, CA

M, i, x, RH(k)Pi+1, x̄, CA(k) + qi+1, x̄, RH
M, i, x, RH(k)Pi+1, x̄, RH(k)

(23)

Finally, the number of vehicles queuing upstream at the boundary cell (1, x) are evaluated as follows:

Wx, CA (k + 1) =Wx, CA (k) +
(
S 0, x(k)P0, x, CA(k) − q1, x

st, 0, x, CA (k)
)

Ts

Wx, RH (k + 1) =Wx, RH (k) +
(
S 0, x(k)P0, x, RH(k) − q1, x

st, 0, x, RH (k)
)

Ts

3.2. Constraints on the control variables

As mentioned, we need to extend the multiclass multilane model proposed in Pan et al. (2021) to consider the
constraints induced by the control schemes and the heterogenous resolutions of simulation step k and control cycle K
to support the control design. A set of constraints on the control variables are listed in Equation (24). Considering
the feasibility of the speed limit and to maintain traffic flow stability, v̂i, x(K) is constrained on the lateral (the 1st

equation), longitudinal (the 2nd equation and the 3rd inequality), and temporal dimensions (the 4th inequality), and it
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Figure 2 Illustration of freeway traffic control by VMS gantries. 

  
As depicted in Figure 3, VG denotes a freeway segment governed by VMS V, whereas VG denotes the 

boundary cell of this segment connecting the segment governed by VMS V-1. Let set G to be the 
collection of all VG , for V= 1, 2, ……NV,  where NV is the number of VMS gantries installed along 

the study site. Similarly, G   denotes the combination of all boundaries VG . The 2nd and 3rd items of 

equation (7) constrain the speed limit fluctuation on the longitudinal dimension to take into account the 
operational feasibility and comfort in driving. First of all, the speed limit should be the same within the 
segment governed by a gantry. Moreover, the speed limit should not admit sharp variations from cell to 
cell for two reasons. Because the cell length is not long, e.g. 200 meters, varying the speed limit sharply 
from cell to cell would trigger oscillations in the traffic flow that would further induce 
instability. Furthermore, the VMS gantries cannot be installed so densely as to disseminate cell-to-cell 
VSL control to RHVs. Even if gantries are installed for each cell, human drivers cannot adapt to such 
quickly varying speed limit control. The 3rd inequality suggests that at the same time the VSLR released 
by two adjacent VMS gantries should not admit sharp variation. The term ∆ݒ௖	is the maximal tolerable 
fluctuation of speed limit between two adjacent boundary cells of two successive VMS segments on the 
spatial dimension, such as between VG  and -1VG , as well as the fluctuation between control cycles on 

the temporal dimension. In this study, the value of ∆ݒ௖ is restricted to ensure that the new speed limit 
could be achieved within a simulation step, e.g., ∆ݒ௖ = 20 miles/hour can be achieved in 10 seconds 
by acceleration/deceleration. The same fluctuation restriction ∆ݒ௖  is also applied to constrain the 
temporal variation of VSL on VMS, as expressed in the 4th inequality of (7).   
 
Also, the increment (or decrement) (also termed as quantization in Zhang and Ioannou (2017)) of VSL 
must be practical for human drivers. For example, a change of 1 mile/hour in the VSL might be 
imperceptible to human drivers, whereas a change of 5 miles/hour is quite perceptible to drivers and 
thus may be more suitable. To this end, in this paper, the speed limit control is discretized as the finite 
value set  10,15, -5V f fL v v ， ， , with increments of 5 miles/hour, saying the lowest VSL issued by 

the system is 10 miles/hour. The five items as introduced above constrain the variables associated with 
the VSLR released by the VMS while the VSLC issued by the VACS also follows the same constraints.    
 
Some of the constraints have been included in different forms in the literature. For example, Zhang and 
Ioannou (2017) considered the discretization, quantization of VSL and saturation of speed limit 
variations. The constraint set proposed here is more general than that in Zhang and Ioannou (2017) since 
both spatial-temporal saturation of speed limit variations meanwhile asynchronous simulation steps for 
traffic flow model and the cycle for control implementation are considered in this paper.   
 
The 6th formula of (7) suggests that the opposite lane changing orders cannot be released on the same 
VMS segment during the same control cycle. The 7th equation of (7) assumes the VMS upstream to the 
incident spot release the same LCR. The 8th inequality prevents the case that the RHVs are suggested to 

Figure 5: Illustration of freeway traffic control by VMS gantries

is discretized into several intervals with sufficient increments (rather than changing continuously, the 5th constraint).
Besides, B̂x̄

i, x(K), denoting whether the RHVs travelling on cell (i, x) is recommended to switch to the adjacent lane
x̄, is also constrained on the lateral (the 6th equation), longitudinal (the 7th equation), and their changes are restricted
to be less than 2 times (the 8th inequality). The LCC for CAVs is similarly restricted (the 10th equation). The LC ratio
p̂i+1, x̄

i, x, CA(K) of each cell should be within 0%-100% (the 9th constraint). Finally, the duration time L̂(K) of red light for
ramp metering is restricted as an integer between 0 and control cycle time Tc (the 11th and 12th constraints).

1)
∣∣∣v̂i, x(K)−v̂i, x̄(K)

∣∣∣ ≤ ∆vp

2) v̂i, x(K)−v̂i−1, x(K)= 0 , if i ∈ G and i ≥ 2
3)

∣∣∣v̂i, x(K)−v̂i−1,x(K)
∣∣∣ ≤ ∆vc if i ∈ G̃ and i ≥ 2

4)
∣∣∣v̂i, x(K)−v̂i, x(K−1)

∣∣∣ ≤ ∆vc, ∀K ≥ 2
5) v̂i, x(K) ∈ VL,

6) B̂x̄
i, x(K) · B̂x

i, x̄(K)=0,
7) B̂x̄

i, x(K) − B̂x̄
i−1, x(K) = 0, ∀i ≥ 2

8)
∑KN

K=2

∣∣∣B̂x̄
i, x(K) − B̂x̄

i, x(K − 1)
∣∣∣ ≤ NB, ∀i ≥ 2

9) 0 ≤ p̂i+1,x̄
i, x, CA(K) ≤ 1, ∀i ≤ N − 1

10) p̂i+1, x̄
i, x, CA(K) · p̂i+1, x

i, x̄, CA(K)=0.
11) 0 ≤ L̂(K) ≤ Tc

12) L̂(K) ∈ N

(24)

Detailed interpretations of (24) are as follows. First, at the same longitudinal position, vehicles (both RHVs and
CAVs) on parallel lanes are compelled to follow speed limits without sharp variation. Because implementing sharply
varied speed limits might encourage a large quantity of DLC maneuvers on lateral dimension, which would further
reduce the freeway capacity and induce instability in traffic flow, especially in the case of a traffic incident or over-
saturated traffic conditions. As stated by the 1st constrain of (24), the maximal VSL variation ∆vp of two adjacent
lanes is restricted as a small value.

As depicted in Figure 5, GV denotes a freeway segment governed by VMS V, whereas G̃V denotes the boundary
cell of this segment connecting the segment governed by VMS V − 1. Let set G to be the collection of all GV , for
V= 1, 2, . . . , NV , where NV is the number of VMS gantries installed along the study site. Similarly, G̃ denotes the
combination of all boundaries G̃V . Taking into account the operational feasibility and comfort in driving, the 2nd and
3rd items of (24) constrain the VSL fluctuation on the longitudinal dimension. The 2nd equality suggests that the VSL
should be the same within the segment governed by a gantry. As frequent variation of VSL from cell to cell would
trigger oscillations in the traffic flow, and further induces instability, typically the cell length is usually not very long,
e.g., 0.25 mile in numerical example. Furthermore, the VMS gantries cannot be installed so densely as to disseminate
cell-to-cell VSL control to RHVs. Even if gantries are installed for each cell, human drivers cannot adapt to such
quickly varying speed limit control.

The 3rd inequality suggests that the VSLRs which are simultaneously released by two adjacent VMS gantries
should not admit sharp variation. The term ∆vc denotes the maximal tolerable fluctuation of VSL between two
adjacent boundary cells which are governed by two successive VMS segments on the longitudinal dimension, such as
between G̃V and GV−1. In this study, the value of ∆vc is restricted to ensure that the new speed limit could be achieved
within a simulation step, e.g., ∆vc = 20 miles/hour can be achieved in 10 seconds by acceleration/deceleration. The
same fluctuation restriction ∆vc is also applied to constrain the temporal variation of VSL issued by each VMS, as
expressed in the 4th inequality of (24).
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Also, the increment (or decrement) (also termed as quantization in Zhang and Ioannou (2017)) of VSL must be
practical for human drivers. For example, a change of 1 mile/hour in the VSL might be imperceptible to human
drivers, whereas a change of 5 miles/hour is quite perceptible to drivers and thus may be more suitable. To this end, in
this paper, the speed limit control is discretized as the finite value set VL =

{
10, 15, · · · v f − 5, v f

}
, with increments

of 5 miles/hour , saying the lowest VSL issued by the system is 10 miles/hour, and the upper bound of VSL is set to
be the free flow speed v f under normal conditions, i.e., 70 mile/hour. The five items as introduced above constrain
the variables associated with the VSLR released by the VMS, while the VSLC issued by the VACS follows the same
constraints.

Some of the constraints have been included in different forms in the literature. For example, Zhang and Ioannou
(2017) considered the discretization, quantization of VSL and saturation of speed limit variations. The constrain-
t set proposed here is more general than that in Zhang and Ioannou (2017) since both spatial-temporal saturation
of speed limit variations meanwhile asynchronous simulation steps for traffic flow model and the cycle for control
implementation are considered in this paper.

The 6th formula of (24) suggests that the opposite lane changing orders cannot be released on the same VMS
segment during the same control cycle, and 10th equation suggests the similar constrains for CAVs, for avoiding
conflicts proposed by control measures. The 7th equation ensures the consistency of LCRs issued by the VMSs
upstream to the target turning location, e.g., an incident spot. The 8th inequality prevents the case that the RHVs
are suggested to keep changing their lanes more than NB as frequent lane-changing maneuvers would disrupt traffic
stability, where NB is set to be 2 in the numerical example this paper. Finally, the duration of red phase of the ramp
metering should be a integer between 0 and control cycle time Tc, i.e., the 11th and 12th constraints.

To provide a general overview, a flow chart of implementing the multiclass multilane traffic model for optimal
control design is summarized in Figure 6, wherein the symbols in blue color correspond to the control variables.

4. A model-based reinforcement learning algorithm

4.1. A conceptional structure of the model-based reinforcement learning algorithm

The optimal control problem for general nonlinear systems usually adopts gradient-based approaches to devise
solution algorithms based on several assumptions, such as the system dynamics (governing the state space) is at least
continuously differentiable whereas the control is continuous. It can be seen from the development of the multiclass
multilane traffic flow model that the underlying system dynamics of our optimal control problem is not differentiable,
and it is too complicated to evaluate the gradient of the objective function along the state trajectory and the constraint
set. As a matter of fact, even its simplest case, i.e., the CTM case, is non-differentiable (Zhong et al., 2014, 2016b).
On the other hand, as explained in the previous section, the control is also subject to several constraints for practical
considerations, e.g., the VSL is discretized, and the control is implemented in a cycle-to-cycle manner (2 min interval
while the simulation time step is 10 s). To this end, we will not solve the optimal control directly but try some
heuristic optimization algorithms adopted from reinforcement learning (RL) on the equivalent reformulation of the
optimal control problem.

A conceptual overview of the overall training loop for the proposed model-based reinforcement learning algorithm
is depicted in Figure 7. Under this framework, we have a known model (i.e., the proposed multiclass multilane CTM)
and use planning (i.e., the dynamic optimization) to learn a global value (i.e., the objective function) and policy (i.e.,
the optimal control). A famous example adopting such kind of framework is AlphaZero (Silver et al., 2017). Model-
based RL methods eventually seek a global approximation of the optimal value and/or policy function. The planning
result may be used to update this global approximation. The arrows indicate possible interactions between different
components. First, the model (Arrow a) feeds the planning component with the dynamic traffic state to optimize
freeway performance. It directs new planning iterations based on learned knowledge in value and/or policy functions
(Arrow b). In the meantime, it uses the planning output to update learned value and/or policy functions (Arrow c).
In practice, the learned optimal control is implemented to select actions in the real world and generate data (Arrows
d & e). The data generated are observations of the effect of the control implemented. The data are then used to
update/recalibrate the model and update the learned value and/or policy functions (Arrows f & g) to form a closed-
loop. However, we need to point out that this closed-loop has not yet formed in this paper since there is no real-world
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Figure 6: A flowchart of multiclass multilane traffic model as the network loading model for optimal control

test field with sufficient CAVs running on the freeway and thus no real-data for training and update. Therefore, we put
our priori trust in the known model.

Gradient-based planning approaches have been widely adopted to devise solution algorithms in reinforcement
learning under several common assumptions. For instance, the gradient-based approach requires a differentiable
model, i.e., the system dynamics (governing the state space) is assumed at least continuously differentiable, whereas
the control is continuous. It can be seen from the development of the multiclass multilane traffic flow model that the
underlying system dynamics of the optimal control problem concerned is, however, not differentiable. Therefore, it
is too complicated to evaluate the gradient of the objective function along the state trajectory and the constraint set.
To this end, we will not solve the optimal control directly but attempt to use a gradient-free reinforcement learning
algorithm, i.e., a Cross-Entropy-Method-based (CEM-based) optimal control search algorithm.

Control discretization heavily affects the solution quality obtained by the RL and ADP. Fine control discretization,
which is generally difficult to be designed, is an essential prerequisite. Rather than searching the optimal control
directly, we use control parameterization to parameterize the control (or policy) and search for the optimal parameters
that lead to maximal returns (or minimizing the objective function) to reduce the dimension. Control (or policy) pa-
rameterization technique is a popular scheme for solving the optimal control problem using RL and ADP. For example,
neural networks and the radial basis functions (RBFs) are widely used to approximate the control or action space to
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Figure 7: A conceptional structure of the model-based reinforcement learning algorithm

reduce dimension. By the universal approximation theorem, we can approximate the control6 by a linear combination
of basis functions (or a vector of features). By this, the coefficients in the linear combination are decision variables to
be determined rather than solving the optimal control problem directly. Applying the control parameterization tech-
nique yields a finite-dimensional approximation of the original optimal control problem which is of infinite-dimension
(if it is in continuous-time) or very high dimension DP problem (if it is in discrete-time) and is generally difficult to
solve. Control parameterization technique yields a low dimensional parameter optimization approximation of the
original high dimensional optimal control problem. By such parameter optimization approximation, we can directly
use the CEM optimization process for parameter optimization developed in Zhong et al. (2016a) to yield an efficient
computation algorithm for the optimal control problem.

4.2. Control parameterization

To begin with, we present the discretization of the control (or the actions). As previously discussed, the VSL
control is discretized into finite values in 5 miles/hour increments, e.g., [10, 15, · · · , 60, 65, 70] miles/hour for several
practical issues. Indeed the lane flow distribution ratio needs to be discretized similarly. Taking a cell with a length
of 1/8 miles as an example, if we assume that the density is 160 veh/mile/lane (very congested traffic), the number
of vehicles in the cell is 20. An increment of 5% is sufficient (one vehicle) for the lane flow distribution ratio. All
the elements from the discretization of an originally larger (e.g., continuous) action space U consist of the new action
space of the problem. We assume that this set contains M distinct actions and is denoted as Ud = {u1, · · · , uM}. We
further assume the state space X comprises D variables.

Towards this, to enable a random search by the CEM and to cover the effects missed by the control discretization,
we present a control parameterization in line with that of Busoniu et al. (2010). We use ℵ basis functions (BFs), i.e.,
ϕi(x; ξ) : X→R, i = 1, · · · , ℵ, defined over the state space and parameterized by a vector ξ that gives the locations and
shapes of the BFs. The BFs are associated with (control) actions by a many-to-one mapping, which can be represented
as a vector ϑ∈{1, · · · ,M}ℵ that associates each BF ϕi to a discrete (control) action index ϑi, or equivalently to a discrete
action uϑi .

As discussed in Busoniu et al. (2010), the number ℵ of BFs, in conjunction with the type of BFs, determine the
accuracy of the control (or policy) approximation. Given the type of BFs, a good value of ℵ for a given problem
cannot be determined theoretically in general but could be found empirically. In the literature, the use of a control
parameterization technique for optimal control of a relatively small number of BFs is often sufficient to provide a

6Any vector in the functional space can be represented by a linear combination of its basis functions.
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number of BFs is often sufficient to provide a good policy approximation. If prior knowledge about 
the complexity of an optimal policy is available, one can choose a reasonable type of BF and the value 
of Յ beforehand such as in our case.  
 
There are many types of BFs, such as splines, polynomials, and radial basis functions (RBFs), which 
could be used. In this paper, we chose the Gaussian radial basis functions to adapt to the Gaussian 
assumption that we adopted in the CEM sampling process. The Gaussian RBFs are defined by 
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where D is the number of state variables, ci = [ci,1 , . . . , ci,D]T is the D-dimensional center of the ith RBF, 
and bi = [bi,1 , . . . , bi,D]T is its width. Denoting the vector of centers by c = [ܿଵ

்,	ܿଶ
், . . . ,ܿՅ

்]T and the 
vector of widths by b = [ܾଵ

்,	ܾଶ
், . . . ,ܾՅ

்]T, the BFs parameter vector is ߦ ൌ ሾ்ࢉ,  ሿ். In our case, all்࢈
the elements of the vectors of center and width are non-negative.  

 
Using the VSL control as an example, a schematic representation of this parameterization is given in 
Figure 7. The spike of the RBF is determined by the parameters of the basis function. For example, 
because 20 mile/h lies at the boundary of the speed limit control, one may use a spiked RBF to 
parameterize this control, whereas one may use an RBF with a high standard deviation to parameterize 
the VSL controls in the middle (which may yield a many-to-one mapping). For any state x, the control 
associated with a BF that takes the largest value at x will be chosen (Busoniu et al., 2010), i.e., 

݄ሺݔ; ,ߦ ϑሻ ൌ ∗݅		where	஬೔∗,ݑ ൌ argmax
௜
	߮i(x;	ߦ). 

 

 
Figure 7 Illustration of the policy parameterization by radial basis functions. 

 
5.2 Recapitulation of the cross-entropy method for optimization  

Due to the complexity of the multiclass multilane traffic flow model as previously discussed and the 
control parameterization (which will be discussed in the forthcoming section), the optimization 
problem is with the non-differentiable complicated functional structure of the control vector and the 
constraint set, which would induce many local optima. Gradient-based policy search (or iteration) 
approaches may not be good choices for the optimal control problem proposed in this paper. A gradient-
free approach, i.e., a Cross-Entropy-Method-based (CEM-based) optimal control search algorithm 
adopted from the reinforcement learning community for learning the game of Tetris (Szita and Lorincz, 
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Figure 8: Illustration of the policy parameterization by radial basis functions

good policy approximation. If prior knowledge about the complexity of an optimal policy is available, one can choose
a reasonable type of BF and the value of ℵ beforehand such as in our case.

There are many types of BFs, such as splines, polynomials, and RBFs, which could be used. In this paper, we
chose the Gaussian RBFs to adapt to the Gaussian assumption that we adopted in the CEM sampling process. The
Gaussian RBFs are defined by

ϕi (x; ξ) = exp

− D∑
d=1

 (xd − ci,d
)2

b2
i,d

 (25)

where D is the number of state variables, ci = [ci,1, · · · , ci,D]T is the D-dimensional center of the ith RBF, and bi =

[bi,1, · · · , bi,D]T is its width. Denoting the vector of centers by c = [cT
1 , cT

2 , · · · , cT
ℵ

]T and the vector of widths by b =

[bT
1 , bT

2 , · · · , bT
ℵ

]T , the BFs parameter vector is ξ = [cT , bT ]T . In our case, all the elements of the vectors of center and
width are non-negative.

Using the VSL control as an example, a schematic representation of the parameterization is illustrated in Figure 8.
The spike of the RBF is determined by the parameters of the basis function. For example, because 20 miles/h lies
at the boundary of the speed limit control, one may use a spiked RBF to parameterize this control, whereas one may
use an RBF with a high standard deviation to parameterize the VSL controls in the middle (which may yield a many-
to-one mapping). For any state x, the control associated with a BF that takes the largest value at x will be chosen
(Busoniu et al., 2010), i.e., h (x; ξ, ϑ) =uϑi∗ , where i∗= arg maxi ϕi(x; ξ).

4.3. Recapitulation of the cross-entropy method for optimization

Due to the complexity of the multiclass multilane traffic flow model as previously discussed, the optimization
problem is with the non-differentiable complicated functional structure of the control vector and the constraint set,
which would induce many local optima. Gradient-based policy search (or iteration) approaches may not be good
choices. A gradient-free approach, i.e., a Cross-Entropy-Method-based (CEM-based) algorithm adopted from the
reinforcement learning community for learning the game of Tetris (Szita and Lorincz, 2006) was extended to solve
the problem concerned. Rather than searching the optimal control directly, this algorithm searches for the optimal
parameters (yielded from control parameterization) that lead to maximal returns (or minimizing the cost). Thiery and
Scherrer (2009) optimized the weights with the CEM that led to one of the best publicly known controllers to the
game of Tetris (Gabillon et al., 2013). Note that, after the control parametrization, the decision variables (i.e., the
parameters) are continuous. The CEM-based algorithm proposed in this paper is extended from Zhong et al. (2016a)
for continuous optimization problem in transportation.
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The Kullback-Leibler (K-L) divergence, denoted as DKL(p||q), is used to measure the dissimilarity of two proba-
bility distributions, e.g., p(x) and q(x). For discrete probability distributions p j and q j, the K–L divergence of q from
p is defined as

DKL(p‖q) =
∑

j

p j ln
p j

q j
.

For continuous distributions p(x) and q(x), the K–L divergence is defined to be

DKL(p‖q) =

∫ ∞

−∞

p(x) ln
p(x)
q(x)

dx.

To begin with, we provide a recapitulation of the CEM for general optimization problem following Rubinstein and
Kroese (2004). Consider a general minimization problem of the following form:

γ∗= min
x∈χ

S (x), (26)

where γ∗ represents the (global) minimum of S (x) and x is defined in a certain function space χ. Obtaining an (global)
optimum solution for a general optimization problem can be regarded as a rare event, especially when the problem is
nondifferentiable and nonconvex. To be specific, a rare event such as S (x)≤γ is defined for the minimization of S (x)
by defining the minimum γ∗ as a threshold (or some γ≥γ∗ but sufficiently close to γ∗). The CEM is used to formulate
a family of probability density functions (PDFs) distributed in χ, denoted by f (x;v), parameterized by v to apply the
Monte Carlo approach to estimate above rare event probability. By the above rare event analogy, we can define

`(γ) =Pu (S (X)≤γ) =Eu

(
I{S (X)≤γ}

)
, (27)

where X= (X1, X2,· · ·,Xn) is a random vector generated by PDF with the parameter v set to u (i.e., u is a realization of
v) in f (x;v). Pu denotes the evaluation of probability. Eu denotes the expectation. I(·) is the indicator function, i.e.,
I{S (X)≤γ}= 1, if and only if S (X)≤γ is true, 0 otherwise. The original optimization problem is then converted into a
rare event probability estimation problem by the CEM, and the objective is to maximize γ such that `(γ) approaches
0. In ther words, γ is the minimum of S (x) in a probabilistic sense because γ gives the largest value such that S (X) is
greater than γ, i.e., S (x)>γ with very high probability if `(γ) approaches 0. For a given γ, a practical way to estimate
` (γ) is to generate some samples from χ and perform Monte Carlo simulations. To this end, N samples are generated
from f (x;u) and `(γ) is estimated as ̂̀=

1
N

N∑
i=1

I{S (xi)≤γ},

where x1,· · ·,xN denotes a random sample. This crude Monte Carlo simulation idea is computational intensive in
that it requires a huge number of samples to accurately estimate `(γ) when S (X)≤γ is a rare event. To overcome
the computation problem, the CEM exploits the power of the importance sampling technique, which uses a different
probability density function, κ (x;ε) , on χ and computes the estimation of `(γ) as ̂̀(γ) by

̂̀(γ) =
1
N

N∑
i=1

I{S (xi)≤γ}
f (xi;u)
κ (xi;ε)

.

Defining

κ∗(x, ε) =
I{S (x)≤γ} f (x;u)

`(γ)
,

and replacing κ by κ∗, we have

̂̀(γ) =
1
N

N∑
i=1

I{S (xi)≤γ}
f (xi;u)
κ∗(xi;ε)

= `(γ).

The problem now turns to the estimation of κ∗ because `(γ) is unknown. The CEM defines the distance between two
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PDFs, κ(x;ε) and f (x;v), using K-L divergence:

DKL(κ|| f ) =

∫
κ(x;ε)lnκ(x;ε)dx−

∫
κ(x;ε)ln f (x;v)dx,

where Eκ means the expectation under the probability density function κ, and DKL(κ|| f ) ≥ 0 with DKL(κ|| f ) = 0 if and
only if f (x) =κ(x). Minimizing the K–L distance to approach κ∗ is equivalent to

max
v

∫
κ∗ (x, ε) ln f (x;v) dx,

by selecting v.
Substituting the definition of κ∗, we arrive at

max
v

∫
I{S (x)≤γ} f (x;u)

`(γ)
ln f (x;v)dx.

Using the definition of `(γ), an equivalent optimization problem is

v∗= arg max
v

EuI{S (X)≤γ}ln f (X;v).

Note that the nominal PDF f is assumed to be parameterized by a finite-dimensional vector u, i.e., f (x) = f (x;u), and
that the importance sampling PDF is f (·;v) for some parameter v. Again, using importance sampling, with a change
of measure f (·;w) the above optimization problem is rewritten as

v∗= arg max
v

EwI{S (X)≤γ}W(X;u,w)ln f (X;v),

for any reference parameter w, where

W(x;u,w) =
f (x;u)
f (x;w)

,

is the likelihood ratio at x between f (·;u) and f (·;w) (Rubinstein and Kroese, 2004). Finally, v∗ is estimated by solving
the following stochastic program:

v̂∗= arg max
v

1
N

N∑
i=1

I{S (xi)≤γ}W(xi;u,w)ln f (xi;v) .=arg max
v

D̂(v),

where x1,· · ·,xN is a random sample from f (·;w). In typical applications the function D̂ is convex and differentiable
with respect to v. The solution may be readily obtained by solving the following system of equations (with respect to
v).

1
N

N∑
i=1

I{S (xi)≤γ}W(xi;u,w)∇vln f (xi;v) = 0,

where ∇v indicates the gradient with respect to v.
To sum up the above description briefly, the CEM comprises two key steps:

1. Generate trial decision variable sets randomly according to the chosen distributions, which are usually specified
as Bernoulli or Uniform distributions (for discrete variable) or Gaussian distribution (for continuous variable).

2. Update the probability distribution used to generate the random trial sets according to the principle of “impor-
tance sampling".
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Table 4: Notation list of the CEM for parameter optimization
Notation Description
N Number of samples
Ĵ (x0, ξ, ϑ) Objective function
ξ, ϑ Decision parameters

N(·; v) Normal distribution of model parameters with parameters v
vξ0 = [µξ0 , δξ0 ] Parameters of density with mean and standard deviation
ρ Percentage of elite samples on all samples
α Smoothing parameter
ε Prescribed threshold
Xim, Xun The important/unimportant parameter combinations
δ Bandwidth
w The flag for removing unimportant parameter combinations
ε1 Threshold of adding unimportant parameter combinations

4.4. Optimal parameter search based on the CEM

Through the control parameterization depicted in Section 4.2, the optimal control problem is converted to a pa-
rameter optimization problem. From the CEM optimization process for parameter optimization as depicted in the
above section, we need to search the mean and variance for each decision variable. Therefore, the density for each
center ci,d is parameterized by its mean µci,d and its standard deviation δci,d , whereas the PDF for a width bi,d is likewise
parameterized by µbi,d and δbi,d . The vector of the RBF parameters is vξ = [(µc)T , (δc)T , (µb)T , (δb)T ]

T
. If the centers

are chosen beforehand, e.g., the centers of the RBFs associated with the VSL are specified as [10, 15, 20,· · · ,60, 65,
70] miles/hour, then the vector of the centers is not a decision one and vξ = [(µb)T , (δb)T ]

T
. The dimension of the

problem can then be reduced but at the price that the control law may be a Pareto optimum.
The original dynamics are now approximated by incorporating the parameterized control as input.

xk+1 ≈ F (xk, h (x; ξ, ϑ)) = F̂ (xk, ξ, ϑ) .

The function F (xk, .) is only a compact representation of the multiclass multilane traffic flow model, whereas F̂ (xk, ξ, ϑ)
is its approximation by incorporating the parameterized control as input. The original cost function is approximated
by

J (xk) ≈ Ĵ (xk, ξ, ϑ)

We use this form to highlight that a) the dynamics originally driven by the control input is now determined by the
parameters of the parameterized control so does the cost function; b) finding an optimal control is now about searching
optimal parameters to minimize the approximated cost function. Unlike the study (Busoniu et al., 2010), the multiclass
multilane traffic flow model is a deterministic process. It suffices to simulate a single trajectory initialized by x0 in X0
to find the optimal control sequence associated with x0. To this end, we define the score function (i.e., the objective
function to be minimized) as

Ĵ (x0, ξ, ϑ) =

kN∑
k=1

Ĵ (xk, ξ, ϑ)

Now, we are ready to describe the CEM for policy approximation as summarized in Algorithm 4.4 below.

5. Numerical simulation

5.1. Description of the “test site"

A numerical study is conducted on a virtual 2.75-mile-long freeway segment with two lanes, as shown in Figure 9.
It is assumed that an on-ramp is connected to this freeway segment near the downstream boundary. Under normal
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ALGORITHM
The cross-entropy method for parameter optimization
Input: Scoring function Ĵ (x0, ξ, ϑ), density function N(·; v), other parameters
1: initialize density parameters vξ0 = [µξ0 , δξ0 ], and vϑ0 = [µϑ0 , δϑ0 ]
2.1: generate original samples ξO = [ξ1,· · ·,ξN] from N(ξ; vξ0 ) and ϑO = [ϑ1,· · ·,ϑN] from N(ϑ; vϑ0 ), and
SamO = [ξO, ϑO]
2.2: fix one parameter ξi or ϑ j to produce derived samples SamO|ξ

i or ϑ j with i = 1, ..., d
2.3: compute S (x) =Ĵ (x0, ξ, ϑ), and use kernel density method to estimate original PDF and derived PDF:
ĝ(S (x)) = 1

Nδ

∑
i∈I

1
2π (− 1

2 ( S (x)−S̄ (xi)
δ

)2)
2.4: calculate the cross-entropy distance between original PDF f (x) and derived PDF g(x|Xi),
and determine the important parameter combinations Ximand unimportant parameter combinations Xun

3: t ← 0 and w← 0, fix Xun to its constant value, remove vun from vξ0 and vϑ0 respectively,
and initialize x0

4: repeat
5: t ← t + 1
6: if max{vξt−1 , vϑt−1 } ≤ ε1 and w=0
7: add vun,0 into vξ0 and vϑ0 respectively, and set w = 1
8.1: generate samples ξ1,· · ·,ξN from N(ξ; vξt−1 ) and ϑ1,· · ·,ϑN from N(ϑ; vϑt−1 )
8.2: compute Ĵ (x0, ξi, ϑi) with i = 1,. . .,N
8.3: reorder and reindex s. t. Ĵ0 ≤ · · · ≤ ĴN

8.4: γt←Ĵd(1−ρ)Ne

8.5: v̂ξt ← [µξt , δξt ] where uξt = 1
ρN

∑ρN
j=1 ξd je, δ

2
ξt = 1

ρN

∑ρN
j=1(ξd je − µξt )

2

v̂ϑt ← [µϑt , δϑt ] where uϑt = 1
ρN

∑ρN
j=1 ϑd je, δ

2
ϑt = 1

ρN

∑ρN
j=1(ϑd je − µϑt )

2

8.6: vξt = αv̂ξt + (1 − α)vξt−1 and vϑt = αv̂ϑt + (1 − α)vϑt−1

9: until max{δξt , δϑt } ≤ ε or t = tmax

Output: µξt and µϑt , the best sample; and γt, the best score

traffic conditions, the only lateral movement on the upstream of this segment is the DLC for achieving a speed
advantage. During the rush hours, a temporary bottleneck would form due to the weaving behavior. An integration of
ramp metering, lane changing control, and variable speed limit control is imposed to alleviate the traffic congestion.
The communication infrastructures that transmit real-time traffic data and issue lane-changing control (LCC) and
variable speed limit controls (VSLC) to CAVs are installed along the freeway section. It is also assumed that there are
three VMS gantries, namely VMS A, VMS B and VMS C, installed along the segment that broadcasts lane-changing
recommendation (LCR) and variable speed limit recommendation (VSLR) to RHVs. The simulation time step is 10 s.
To meet the numerical stability requirement, i.e., the Courant-Friedrichs-Lewy (CFL) condition of the CTM, the cell
length should be greater than or equal to the distance traveled during a simulation time step at the free-flow speed.
Therefore, this 2.75-mile-long freeway segment is divided into 11 cell packages with equal lengths of 0.25 miles while
the on-ramp is assumed to be located at the boundary of cell 10 and cell 11.

The initial simulation time is 0. To maintain the same total throughput, the inflow demand is set to be 0 in the last
5 minutes. Lane-specific inflow demand function S i(k) (P.C.U./hour/lane) including both CAV and RHV is assumed:

S i(k) =

{
s, 0 ≤ k ≤ 40 min;
0, k > 40 min. (28)

The on-ramp demand function $(k) (P.C.U./hour) is assumed:

$(k) =


0, 0 ≤ k < 5 min;
qn, 5 ≤ k ≤ 25 min;
0, k > 25 min.

(29)

The values of s and qn vary with respect to the penetration rate to assess the effectiveness of the optimization frame-
work under different scenarios as outlined in Table 5. For simplicity, we assume both S i(k) and $(k) share the same
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Table 5: Settings of the three test scenarios
Scenario ] PN Nominal Capacity mainstream On-ramp Cumulative

under this PN demand s demand qn inflow for the
whole horizon

(P.C.U./hour) (P.C.U./hour/lane) (P.C.U./hour) (P.C.U.)
Scenario 1 66.7% 3301 2700 600 3800
Scenario 2 33.3% 2294 1800 399 2533
Scenario 3 0 1719 1350 300 1900

penetration rate (PN) for each scenario.
The driving behavior of RHVs is affected by the information on the VMSs when they pass the gantry, e.g., the

drivers will not notice the information on the VMS B until they arrive at Cell 5. As expected, the compliance to
these recommendations will gradually affect the movements of RHVs for downstream cells until they receive new
information from the downstream gantry. Please note that the CAVs are always with full automatic control, otherwise
they are regarded as RHVs. Therefore, when we mention “without control" we mean that the CAVs operate under
automated vehicle mode (i.e., single vehicle intelligence) rather than to coordinate the movements of the RHVs and
CAVs simultaneously.

As discussed in Sections 2-4, considering the applicability, the VMS information should not vary too frequently
nor too sharply on temporal or spatial domains; otherwise, drivers will have difficulty in making decision and taking
action. In this example, the control cycle Tc is set to be 120 sec, which consists of 12 simulation steps (with duration
time of each simulation step Ts = 10 sec). Within each control cycle, the control variables v̂i,x(K), B̂x̄

i,x(K), p̂i+1,x̄
i,x,CA(K)

and L̂(K) maintain the same values, while during the whole simulation horizon, their variations are subject to the
constraints outlined in (24).

For determining the time-dependent fundamental diagram and minimum space headway acceptance criteria, the
response time is set to ∆TRH =1.85 sec for RHVs and ∆TCA =0.35 sec for CAVs. Note that the response time of CAVs
is assumed to vary from 0.25 sec to 1.5 sec in Levin and Boyles (2016a). The minimum headway required by CAVs
is about 0.6 sec if the response time is chosen as 0.35 sec. Since the minimum headway required by CAVs would
heavily affect the capacity of the freeway with mixed traffic of RHVs and CAVs, we will conduct a sensitivity analysis
on several typical response time values of CAVs. All vehicles are assumed to be P.C.U. 20 ft (6 meters) long, and the
safe constant gap is 6.5 ft (2 meters, see the empirical study in Pan et al. (2016)). It is assumed that the compulsory
speed limit is 70 miles/hour under normal conditions. The parameters for evaluating the distribution of MLC and
DLC demands (i.e., Equations (9)-(10)) are: α1 = 671, α2 = 33.7, dc = 0.05 miles, τ = 3 sec. These parameters were
calibrated and validated in Pan et al. (2016). The maximal tolerable variation of VSL between successive control
cycles (restriction on temporal dimension) and successive VMS gantries (restriction on longitudinal dimension) is ∆vc

= 20 miles/hour, and the maximal tolerable variation between parallel lanes (restriction on lateral dimension) is ∆vp

= 20 miles/hour. Besides, the LCR will disseminate not greater than 2 lane-changing recommendations to a vehicle
when traversing the test section, i.e., NB = 2.

In this numerical study, the total delay is converted to monetary cost so that the fuel price, emission cost, and
electricity cost can be included as well. Following the settings in Tang et al. (2017), the value of travel time is Vt = 24
USD/hour. The cost of fuel c f = 0.64 USD/L. The emission cost of CO and HC is cCO = cHC = 0.07 USD/mg, while
that of NO is cNO = 0.007 USD/mg. The electricity cost is cc = 0.12 USD/kWh. The speed limit should be not less
than 10 miles/hour, sayingVL = {10, 15, · · · 65, 70} . The fuel consumption matrix K f , the electricity cost matrix
Kc, and the emission cost matrices KNO,KCO,KHC are:

K f =


−0.679439 0.135273 0.015946 −0.001189
0.029665 0.004808 −2.0535e−5 5.5409285e−8

−0.000276 8.3329e−5 9.37e−7 −2.479644e−8

1.487e−6 −6.1321e−5 3.04e−7 −4.467234e−9


Kc =


1 0 0 0
1 2.28 0 0

1.8e−4 0 0 0
0 0 0 0

 , KCO =


0.887447 0.148841 0.03055 − 0.001348

0.0710 0.00387 9.32e−5 −7.06e−7

−7.86e−4 9.26e−5 4.92e−5 −3.14e−7

4.62e−6 4.6e−5 −1.41e−6 8.17e−9


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Figure 9: Topology of the “test site"

KHC =


−0.728042 0.012211 0.023371 −9.3243e−5

0.024950 0.010145 −1.03e−4 6.18e−7

−2.05e−4 −5.49e−4 3.7592e−5 −2.13e−7

1.949e−6 −6.1321e−5 3.31e−6 −1.739372e−8


KNO =


−1.067682 0.254363 0.008866 −9.51e−4

0.046423 0.015482 5.69e−7 3.28e−7

−1.73e−4 0.002876 −5.866e−5 2.4e−7

5.69e−7 −0.000321 1.943e−6 −1.257413e−8


For all scenarios, simulations are conducted for the following 2 cases:

• Case 1: Baseline (without optimal control). No optimal control or recommendations are disseminated to
CAVs or RHVs for coordinating their movements. CAVs might execute MLC maneuvers by approaching to the
bottleneck, and RHVs might propose DLC maneuvers when speed advantage is observed on the parallel lane.

• Case 2: Integrated optimal control strategies. LCC, VSlC and RM (with gap control implicitly embedded in
the traffic flow model) are implemented to CAVs, while LCR, VSLR, and RM are issued to RHVs.

5.2. Simulation results

5.2.1. Scenario 1
Case 1, baseline: In the beginning, since there is no merging flow from the on-ramp during 0-5 min, and

the lane-specific mainstream flow 2700 P.C.U./hour/lane is lower than the corresponding nominal capacity 3301
P.C.U./hour/lane under 66.7% penetration rate of CAVs. Therefore, a free-flow traffic state is expected during this pe-
riod even without any control strategy, see Figure 10. From 5 min to 25 min, an on-ramp flow of 600 P.C.U./hour/lane
intends to merge into lane 1 by the end of test section, see Figure 9. At the merging point connecting lane 1, the total
demand is close to the nominal capacity, see Table 5.1. The weaving area is operating at the level of service F
that breakdown in flow would happen. A bottleneck is thus formed. Since no control is implemented in this case, it
is assumed in this case that the CAVs follow the non-optimized LCC, i.e., traversing along the closed lane until they
get closed to the bottleneck. When the vehicles merge into the freeway from the ramp, they would travel at a low
speed and seek for a chance to execute MLC maneuvers. When an MLC maneuver is executed by such a vehicle with
low speed, the speed of lane 1 is also brought down. As a consequence, the density of lane 1 increases thus causing
congestion in lane 1 and triggers lane changing maneuvers from lane 1 to lane 2 for seeking high speed. As revealed
in the literature, the speed reduction and the lane changing maneuvers further induce the capacity drop effect, i.e.,
the capacity at the bottleneck is lower than the theoretical value especially when the lane-changing flow ratio is large
and traffic oscillations (Chen et al., 2012; Pan et al., 2016; Zhang and Ioannou, 2017).

Speed oscillation7 caused by the merging flow and lane changing maneuvers can be observed around the weaving
area of both lanes as indicated in Figure 10. Under saturated traffic condition, when a low-speed vehicle changes to the

7With the introduction of CAVs, the frequency of speed oscillation becomes lower, even disappear if the traffic is composed of pure CAVs
because autonomous driving can achieve speed coordination, a faster lane changing execution and require a smaller minimum safety gap. Mean-
while, the congestion is alleviated quicker than the counterpart under the pure RHVs scenario. Interested readers are referred to Pan et al. (2021)
for detailed discussion.
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target lane, the following vehicle traveling on the target lane must slow down to adapt to the speed of the lane-changing
vehicle to guarantee traffic safety. But the speed would quickly recover when the merging vehicle increases its speed
after the completion of the lane changing maneuver. The repeat of this phenomenon induces the speed oscillation. On
the other hand, there is the so-called “friction effect” from the empirical observation that drivers are fear of moving
fast when an incident or slowly moving vehicles exist in adjacent lanes. Due to the capacity drop, speed oscillation
and lane changing behavior, the queue on lane 1 is formed and quickly spills longitudinally (on the same lane) and
laterally (to the parallel lane) as shown in Figure 10. Under the baseline case, the cost incurred per vehicle is 2.57
USD/P.C.U..

Case 2, integrated optimal control strategies: To improve the freeway performance, we apply the proposed
integrated optimal control strategies. Figure 11 shows that the integrated optimal control strategies can significantly
improve the freeway performance. The congestion is alleviated via 1) reducing the traffic arriving at the bottleneck,
i.e., via optimal VSLR/VSLC in the freeway, see Figure 12; 2) adjusting the longitudinal distribution of the lane-
changing demand along the horizontal distance of the freeway segment, i.e., via optimal LCC/LCR; 3) coordinating
speed and improving efficiency for the MLC maneuvers during merging and lane changing progress; and 4) ramp
metering control of the on-ramp traffic.

As reported in the literature, the average speed of RHVs is roughly equal to the average speed of CAVs in a traffic
stream (Bekiaris-Liberis et al., 2016; Fountoulakis et al., 2017) while the traffic is assumed to be homogeneous within
one cell-lane. Therefore, the VSL controls issued to both types of vehicles are the same. The VSL is activated to
reduce the flow rate arriving at the weaving area to prevent it from being an activate bottleneck, i.e., the 40 miles/hour
VSL can reduce the capacity from 3301 P.C.U./hour/lane to 2830 P.C.U./hour/lane for the traffic mixed with 66.7%
penetration rate of CAVs. Spatial and temporal variation of the VSL is depicted in the left hand side of Figure 12
while the corresponding fundamental diagram under speed limit control is shown in the right figure for the case of
66.7% penetration rate of CAVs. The price for this is the delay induced by slowing down the traffic at the upstream
segments, which is included in the objective function defined in Equation (2). After the rush hour, the VSL gradually
recovers back to the free flow speed. Lane speeds can be inhomogeneous under VSL control but without LCC (Zhang
and Ioannou, 2017), which would trigger MLC and/or DLC maneuvers.

The lane-changing control is deployed to alleviate the bottleneck impact. The CAVs receive the LCC from the
the VACS and execute the lane changing maneuvers far away from the bottleneck location. RHVs receive LCR from
the locations where the VMS gantries are installed. The LCR triggers the MLC maneuvers for RHVs, while the
execution of the these MLC follows an exponential-like function along the longitudinal dimension as discussed in (9).
In contrast to Case 1, most of the lane changing maneuvers are executed at locations far away from the bottleneck
location. As congestion has not yet spilled back to these locations (where lane changing maneuvers are executed),
the traffic speed is still high. Therefore, the capacity drop at the incident location would be alleviated. This result is
consistent with that reported in the literature (see, e.g. Zhang and Ioannou (2017); Tian et al. (2019) and the references
therein). Tian et al. (2019) showed that up to 8% total travel times of connected vehicles with lane selection assistance
application can be reduced by LCC.

Compared with Case 1, the traffic flow under Case 2 has a much lower level of congestion in terms of both the
congested longitudinal distance and the time span that the congestion lasts. This is because most vehicles change
their lane far away from the bottleneck spot because of the LCR/LCC implemented. Traffic condition of lane 2 is
significantly improved. These observations prove that LCRs/LCCs can reduce the number of vehicles queuing at
the locations at which they are forced to change lanes at low speed. Moreover, the VSLCs/VSLRs can reduce the
number of vehicles arriving at the bottleneck that the possible number of vehicles seeking a chance to execute MLC
maneuvers is further reduced. Due to the the speed harmonization induced by the VSLC and the minimum safety gap
control (the minimum safety gap varies with respect to the real-time traffic condition and the vehicle type), the traffic
can merge from the ramp in a smoother manner. Therefore, the capacity drop caused by slow lane changing traffic
can be further alleviated. From a mathematical point of view, LCR/LCC make the system continuous and easier for
the VSL controller (with the minimum safety gap control) to stabilize. For traffic safety, the integration of VSL and
LCC controls can dramatically decrease the average number of stops, therefore drastically reducing the instances of
stop-and-go traffic, smoothing the traffic flow, and damping the shockwaves. With the control scheme outlined in Case
2, the objective function significantly reduced by around 40% compared with Case 1. The average travel cost of each
individual vehicle reduces from 2.57 USD/P.C.U. (Case 1) to 1.54 USD/P.C.U. (Case 2).

The oscillation of traffic speed on lane 1 around the bottleneck location is subject to turbulence caused by the ramp
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Figure 10: Spatial-temporal speed heat maps for Scenario 1 without optimal control
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Figure 11: Spatial-temporal speed heat maps for Scenario 1 with integrated optimal control

metering. Since RHVs cannot make a cooperative decision with CAVs, the conventional signal-based ramp metering
control is adopted. The switch of the green light and the red light will cause discontinuous merging flow into the
freeway corridor. If the traffic condition is light, no turbulence will be observed. If the freeway corridor is already
under heavy traffic conditions, this discontinuous merging flow will disrupt the mainstream traffic via lane changing
maneuvers with a very small gap and under low speed. This is a typical traffic phenomenon observed in merging traffic
around the on-ramp under heavy traffic conditions. There will be no interruption to the mainstream traffic from the
on-ramp when there is no merging flow from the on-ramp (i.e., red signal). Therefore, the turbulence can be observed
due to this discontinuous merging flow caused by the ramp control traffic signal under heavy traffic conditions. It is
found in the literature that ramp control could not perform well under heavy traffic conditions with low traffic speed
(Papageorgiou and Kotsialos, 2002; Hegyi et al., 2005a,b). To verify the turbulence is induced by the ramp control,
we take out the ramp metering control. The simulation result is depicted in Figure 13. The oscillation of traffic speed
on lane 1 around the bottleneck location no longer persists. However, compared with Case 2, traffic speeds decrease
on both lanes. The average travel cost of each individual vehicle is about 1.60 USD/P.C.U., a little bit higher than
that of Case 2. Compared with Case 1, the improvement is about 37.7%. This improvement is due to the integration
of speed harmonization (with minimum safety gap control) and LCC as previously explained. We speculate that the
ramp metering would be less effective when the penetration rate of CAVs is high, which will be further analyzed in
the sensitivity analysis.

5.2.2. Sensitivity analysis
In this section, sensitivity analysis is firstly conducted to demonstrate the performance of the integrated optimal

control against the penetration rate and the demand level. Then, the effect of ramp metering is studied against pene-
tration rate. Finally, the response time of CAVs is considered as another sensitive factor that affect the performance of
integrated optimal control.

The effect of integrated control against penetration rate: The results regarding the system performance with
respect to different demand levels and penetration rates of CAVs are presented in Table 6. We termed Scenario 2 and
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Figure 13: Spatial-temporal speed heat maps for Scenario 1 with integrated optimal control (No ramp metering)

Scenario 3 as medium demand and low demand cases, respectively. However, the penetration rates of CAVs for these
two cases are also much lower than that of Scenario 1. Since the nominal capacity is positively related to the penetra-
tion rate of CAVs, and thus the definitions of heavy traffic and light traffic conditions are differentiated with respect
to different penetration rates of the CAVs. Compared with the nominal capacity under the corresponding penetration
rate, the total demand is close to the nominal capacity at the merging point connecting lane 1, see Table 5.Without
optimal control, the weaving area is operating at the level of service F that breakdown in flow would happen for
all three scenarios. From Table 6, we can observe that the improvement achieved by the integrated optimal control
would be more significant if the penetration rate is higher, i.e., the improvement rate increases from 17.7% to 29.7%
and then 40% with the increment of penetration rate of CAVs from 0% to 33.33% and 66.7%.

Next, the average travel cost against the penetration rate of CAVs is depicted in Figure 14 for all three scenarios.
Under the same inflow demand, the individual travel cost is monotone decreasing with respect to the increment
of penetration rate of the CAVs with or without the integrated optimal control. The CAVs can significantly improve
traffic efficiency even under dense traffic conditions. The minimum individual travel cost is achieved when all vehicles
are CAVs. Secondly, the proposed integrated optimal traffic control can effectively decrease the individual travel cost
for all scenarios. The higher travel demand (and also the higher penetration rate of CAVs) is, the larger improvement
can be observed.

The effect of integrated control against response time of CAVs: In numerical example, the response time of
CAVs ∆CA is 0.35seconds. Note that the response time of CAVs is assumed to vary from 0.25 sec to 1.5 sec in Levin
and Boyles (2016a). Figure 15 demonstrates the system performance and the effect of optimal control against three
different values of response time, i.e., 0.35 seconds, 0.8 seconds and 1.2 seconds. As it can be inferred, the individual
travel cost will significantly increase with the increment of response time of CAVs for all scenarios.

The effect of ramp metering against penetration rate of CAVs: In the previous section, we noticed that the
ramp metering control under high travel demand can cause oscillation of traffic speed on lane 1 around the bottleneck
location. Also we speculated that the ramp metering would be less effective when the penetration rate of CAVs is
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Table 6: System performance against demand level and penetration rate of CAVs

Mainline
inflow
(P.C.U./hour

/lane)

On-ramp
inflow

(P.C.U./
hour)

Penetration
rate

Case Travel cost on
mainstream
(USD)

Extra-queue
and ramp cost

(USD)

Fuel and
emission
(USD)

Electricity
(USD)

Penalty
(USD)

Cumulative
Flow

(P.C.U.)

Average
individual cost
(USD/P. C.U.)

2700
High
demand

600
66.7%
Scenario 1

Case 1 6002 2384 219 222 922
3800

2.57

Case 2 4573 855 219 210 0 1.54（-40.0 %）

1800
Medium
demand

399
33.3%
Scenario 2

Case 1 4411 369 290 74 0
2553

2.03

Case 2 2655 591 336 74 0 1.44（- 29.7%）

1350
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demand

300
0%
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Case 1 3133 154 351 0 0
1900

1.92

Case 2 2210 426 365 0 0 1.58 (-17.7%)
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Figure 14: Average travel cost of each vehicle against penetration rate and level of demand

high. Here, we would like to investigate the effect of ramp metering control with respect to different penetration rates
of CAVs and demand levels. In the first test, the bottleneck travel demand levels are plotted against the nominal fun-
damental diagrams with respect to the corresponding penetration rates of CAVs, respectively. Note that the weaving
area would be congested if no control strategy is implemented for all these four scenarios, see Figure 16(a). The
improvement rate in Figure 16(b) is thus calculated

Improvement rate =
Individual cost without ramp metering − Individual cost with integrated optimal control

Individual cost without ramp metering
×100%

From Figure 16(b), the improvement rate achieved by the ramp metering control is monotone decreasing with respect
to the penetration rate of CAVs and the demand level. For another comparison, we evaluate this improvement rate
with respect to the penetration rate of CAVs under the same demand level, i.e., mainline 1800 P.C.U./hour/lane and
399 P.C.U./hour from the on-ramp. Note that, under the same demand level, the bottleneck congestion level can be
varying with respect to the penetration rate of CAVs, see Figure 16(a). This demand pattern can cause congestion for
penetration rates of 11.1% and 33.3% while free-flowing for penetration rates of 50% and 66.7%. Figure 17 depicts
the effect of ramp metering control with respect to the penetration rate of CAVs and congestion level under the same
demand pattern. It is found that the ramp metering control can be effective when the RHVs are dominating the traffic
(and under over-saturated traffic condition). When the penetration rate of CAVs increased to a sufficient level, the
effect of ramp metering is negligible under this demand pattern.
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Figure 16: Effect of ramp metering control with respect to the penetration rate of CAVs and congestion level
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Figure 17: Effect of ramp metering control with respect to the penetration rate of CAVs under the same demand pattern
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6. Conclusions

This paper proposed an integrated optimal control framework for improving the efficiency of freeway traffic mixed
with CAVs and RHVs. Control measures such as the ramp metering, lane-changing and variable speed limit control
(with the minimum safety gap implicitly included) are integrated to coordinate the movements of CAVs and RHVs.
The controls are actuated through the VACS automatically for the CAVs. In contrast, RHVs that are not connected
to the VACS are expected to make decisions in response to the control strategies and incident alarm disseminated
through the en-route VMSs. The multiclass multilane CTM traffic flow model explicitly considers the variations
of fundamental diagram in response to various penetration rates of CAVs and the implemented speed limit control.
The compliance of drivers to the LCC is also captured by the underlying traffic flow model. Different safety gap
acceptance criteria were proposed to model various lane-changing maneuvers for different vehicle types with different
lane-changing intentions to guarantee traffic safety and lane-changing priorities. For practical reasons, restrictions
on the control variables such as the speed limit fluctuation and lane changing frequency in both spatial and temporal
dimensions were introduced to avoid excessive nuisance to drivers while maintaining traffic flow stability.

Because of the complexity of the multiclass multilane traffic flow model and the set of constraints, the optimal
control problem is with non-differentiable complicated functional structure, which would induce many local optima.
To tackle such challenges, a reinforcement learning based gradient-free CEM algorithm was developed for searching
the optimal control. Control parameterization technique was applied to approximate the control function to yield a
low dimensional parameter optimization approximation of the original high dimensional optimal control problem.
Instead of searching for the value function by iteration, this gradient-free solution algorithm first parameterizes the
control (or policy) and then searches for the optimal parameters that would lead to maximal returns (i.e., minimizing
the objective function).

From the numerical simulation, it was found that the LCCs were able to reduce the number of vehicles queuing
at the bottleneck and decrease the traffic density on the freeway. From a mathematical point of view, LCCs can make
the freeway traffic flow continuous and easier for the VSL controller to stabilize. In terms of road traffic safety, the
integration of VSL and LCC can drastically reduce the instances of the stop-and-go traffic and suppress the impact of
the shockwaves on the freeway sections concerned. Finally, the effects of the penetration rate of CAVs and the level of
congestion were investigated by sensitivity analysis in this paper. The advantage of CAVs in reducing average travel
cost was highlighted. The dynamic proportion of CAVs would significantly affect the throughput and traffic speed
of the freeway segment concerned. It was also found that when the penetration rate of CAVs is high enough, ramp
metering does not necessary exist.

A future research direction is to extend the proposed optimal control framework to consider robustness against
the inherent uncertainties in the penetration rate of CAVs, variations of the freeway supply functions such as capacity,
stochastic compliance rate of drivers and dynamic delays prevailing in the control loop.
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Appendix: Headway distribution and fundamental diagram

To make the paper self-contained, we present a discussion on the penetration of CAVs on the headway distribution
and freeway fundamental diagram, which is a recapitulation of the context in Pan et al. (2021), in this appendix.

Headway, defined as the time/space between the same positions of two consecutive vehicles, is an important
measure of traffic flow characteristics, and thus it is essential for studying traffic flow. Because CAVs have significantly
different operating characteristics compared to RHVs, it is deemed that CAVs can significantly reduce the headway
between vehicles and hence increase the roadway capacity (Levin and Boyles, 2016a,b). A recent experiment at the
California Partners for Advanced Transportation Technology (PATH) showed that CAVs in platoons can maintain a
time headway as small as 0.6 s, compared to 1.5 s for RHVs (Chen et al., 2017). In view of this, it is necessary to
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define a headway distribution law to model the potential capacity enhancement with the introduction of CAVs and to
enable minimum headway control for mixed traffic.

In line with Levin and Boyles (2016a,b); Chen et al. (2017), the effect of CAVs on roadway capacity was investigat-
ed by considering a single-lane freeway segment. Suppose a platoon of vehicles is traveling along a freeway section in
the same lane and that the traffic flow is stable without interruption from on-ramp/off-ramp or traffic incidents. Based
on the rear-end collision avoidance principle (Jepsen, 1998; Levin and Boyles, 2016a,b), for vehicles traveling at
speed v(k) (miles/hour) the space headway (from the head of the leading vehicle to the head of the following vehicle)
criterion Hd(k) (mile) ahead of a specific vehicle belongs to vehicle class d is defined as below:

Hd (k) ≥ v (k) ∆Td+l + C for d = {CA,RH} (30)

where ∆TCA and ∆TRH (hour) denote the response times of CAVs and RHVs, respectively, l (mile) denotes the vehicle
length of the leading vehicle, and C is the safety gap (Jepsen, 1998) or minimum safe constant gap when all the
vehicles are at a standstill (Hidas, 2005). Compared with RHVs, CAVs can tolerate a much smaller space headway
because of the smaller response time. Supposing that the traffic on this unit length freeway segment (otherwise,
multiply both sides of Equation (31) by the segment length) with a proportion, P(k), of CAVs and RHVs, 1 − P(k), at
time k, the relationship between space headway and traffic density is described as

ρ (k) (P (k) HCA (k) + (1 − P (k)) HRH (k)) = 1 (31)

where ρ(k) is the traffic density, HCA (k) and HRH (k) denote the space headway of CAVs and RHVs, respectively.
Based on Equation (30), we have the following relations:

ρ (k) P (k) HCA (k) ≥ ρ (k) P (k) (v (k) ∆TCA+l + C)
ρ (k) (1 − P (k)) HRH (k) ≥ ρ (k) (1 − P (k)) (v (k) ∆TRH+l + C)

Summing the left and right sides, respectively, we obtain

ρ (k) (P (k) HCA (k) + (1 − P (k)) HRH (k)) ≥ ρ (k) P (k) (v (k) ∆TCA+l + C) + ρ (k) (1 − P (k)) (v (k) ∆TRH+l + C)

This in conjunction with Equation (31) provides

1 ≥ ρ (k) P (k) (v (k) ∆TCA+l + C) + ρ (k) (1 − P (k)) (v (k) ∆TRH+l + C)

Therefore, the maximum speed ṽs (k) that can be evaluated by specific traffic density and proportion of CAVs is
evaluated as follows:

ṽs (k) =
(1 − lρ (k) −Cρ (k))

ρ (k)
1

(P (k) ∆TCA + (1 − P (k)) ∆TRH)
(32)

without considering the speed limit or vehicles’ mechanical capability. As reported in the literature, the average speed
of RHVs is roughly equal to the average speed of CAVs in a traffic stream (Bekiaris-Liberis et al., 2016; Fountoulakis
et al., 2017). To this end, it is assumed that both CAVs and RHVs will spontaneously follow this maximum speed as it
guarantees the minimum space gap for avoiding collisions in accordance with different levels of congestion specified
by traffic density. Therefore, in this section, the variable ṽs (k) is named the spontaneous speed limit (SSL). However,
when the traffic density tends to zero (i.e., no vehicle is traveling on the freeway), the SSL approaches an infinitely
large value. To remedy this, one can simply set an upper bound to this SSL, called a vehicle’s maximum mechanical
speed. For example, 170 miles/hour is a typical upper bound of the speedometer of private vehicles. Generally
speaking, the speed is actually restricted by the posted permanent compulsory (upper bound) speed limit for freeway
traffic management purpose. In the United States under normal conditions, the posted permanent compulsory freeway
speed limit ranges from 90 miles/hour in rural areas to 40 miles/hour in urban areas. Additionally, a temporary VSL
can be issued as a control strategy for traffic incident management or congestion resolution if needed. As it can be
expected, maximum mechanical speed > permanent compulsory speed limit > temporary VSL; therefore, the
implemented speed limit (ISL) is generally given as either the permanent compulsory speed limit or the temporary
VSL.

In line with the VSL control literature, e.g., Hegyi et al. (2005a,b), the turning point of ISL and SSL is located
at the critical density ρcr (k) (noting that the critical density is also affected by the implemented speed limited control
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itself). From the above analysis, the traffic flow speed v(k) is finally defined as a function of ISL (the lower of the
posted compulsory speed limit and the VSL), traffic density, and the proportion of CAVs.

v (k) =

 ṽl (k) , if ρ (k) ≤ ρcr (k)
ṽs (k) =

(1−l·ρ(k)−C·ρ(k))
ρ(k)

1
(P(k)∆TCA+(1−P(k))∆TRH) , otherwise (33)

where ṽl (k) denotes the ISL (which can be regarded as a decision variable of the dynamic optimization problem or the
permanent compulsory speed limit posted by freeway management center) and ρcr (k) is a function of the penetration
rate of CAVs and ISL as follows:

ρcr (k) =
1

ṽl (k) (P (k) ∆TCA + (1 − P (k)) ∆TRH) + l + C
(34)

In traffic flow theory, the flow is the product of speed, v(k), and density, ρ(k), whereas the capacity is the maximum
traffic flow (rate) observed at the critical density ρcr (k). By Qm (k) = ρcr (k) ṽl (k), the roadway capacity can be defined
below as a function of the penetration rate of CAVs and ISL:

Qm (k) =
ṽl (k)

ṽl (k) (P (k) ∆TCA + (1 − P (k)) ∆TRH) + l + C
(35)

For the congested part, according to Equation (33), the flow can be evaluated as

ρ (k) ṽs (k) = ρ (k)
(1 − l · ρ (k) −C · ρ (k))

ρ (k)
·

1
(P (k) ∆TCA + (1 − P (k)) ∆TRH)

=
1 − (l + C)ρ (k)

(P (k) ∆TCA + (1 − P (k)) ∆TRH)

Assuming a linear relationship in the congested part, we have

wc(k) (ρJ − ρ (k)) = wc(k)
(

1
l + C

− ρ (k)
)
=

1 − (l + C)ρ (k)
(P (k) ∆TCA + (1 − P (k)) ∆TRH)

=
l + C

(P (k) ∆TCA + (1 − P (k)) ∆TRH)

(
1

l + C
− ρ (k)

)
Therefore the back-wave speed is evaluated by:

wc(k) =
l + C

(P (k) ∆TCA + (1 − P (k)) ∆TRH)
(36)

while the jam density is determined by the average vehicle length and the minimum safe constant gap ρJ = 1
l+C . To

ensure safety, the minimum space headway criteria H̃d (k) for d = CA and RH are evaluated respectively as

H̃CA (k) =v (k) ∆TCA+l + C
H̃RH (k) =v (k) ∆TRH+l + C (37)

The total space Õ (k) reserved for the minimum-space headway of all vehicles traveling on the freeway segment is
calculated according to the proportions of the two vehicle classes.

Õ (k) = ρ (k) P (k) H̃CA (k) + ρ (k) (1 − P (k)) H̃RH (k) (38)

When ρ (k) ≥ ρcr (k), the speed is determined by SSL ṽs (k) according to Equation (33), except for the total space
reserved for the minimum-space headway Õ (k), no other empty space is available. That is, the relationship between
the traffic speed and density attains a critical value. The flow speed cannot be increased so as to maintain safety.
However, when ρ (k) < ρcr (k), ISL ṽl (k) can be lower than SSL ṽs (k), thus allowing extra space.

Õ (k)
{
< 1 if ρ (k) < ρcr (k)
= 1 if ρ (k) ≥ ρcr (k)

That is to say, if there is no ISL ṽl (k), vehicles can travel faster under light traffic conditions. The free space 1−Õ (k)
not occupied by vehicles can be randomly distributed among them. For simplification, we assume the safe space
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Figure 18: Capacity as a function of the penetration rate of CAVs and implemented speed limit

headway criteria are magnified by 1
Õ(k) , i.e.,

HCA (k) =H̃CA (k) /Õ (k)
HRH (k) =H̃RH (k) /Õ (k) if ρ (k) < ρcr (k)

To sum up, the (average) space headway distributions are thus calculated:

HCA (k) =

{
v (k) ∆TCA+l + C, if ρ (k) ≥ ρcr (k)

v(k)∆TCA+l+C
ρ(k)·(l+C)+ρ(k)·v(k)·(P(k)∆TCA+(1−P(k))∆TRH) , otherwise

HRH (k) =

{
v (k) ∆TRH+l + C if ρ (k) ≥ ρcr (k)

v(k)∆TRH+l+C
ρ(k)·(l+C)+ρ(k)·v(k)·(P(k)∆TCA+(1−P(k))∆TRH) , otherwise

The brake response time of a human driver includes mental processing, muscle movement, and brake engagement
time. On average, the mental processing takes about 1.3 s for unexpected occasions, the average muscle movement
takes 0.2 s, and the brake engagement time takes 0.35 s under emergency conditions. Therefore, the braking response
time of RHVs to an unexpected occasion is 1.85 s. However, CAVs do not have mental reactions nor muscle move-
ment; therefore, the response time of CAVs is considered to be 0.35 s for the brake engagement process. This value is
consistent with the 0.6 sec time headway between successive CAVs (Chen et al., 2017).

Figure 18 demonstrates the impact of the penetration rate of CAVs and the compulsory speed limit on road ca-
pacity. In this example, all vehicles are considered passenger car equivalent (P.C.E.) or passenger car unit (P.C.U.)
vehicles 20 ft in length, and the safe constant gap is 6.5 ft (when the related vehicles are at a standstill). As stated
above, the response times of RHVs and CAVs are set to be 1.85 sec and 0.35 s, respectively. As shown in Figure 18,
the capacity monotonically increased with the increasing penetration rate of CAVs and the ISL. The solid black line
quantifies the variation of capacity with respect to the penetration rate of CAVs varying from 0% to 100% by fixing the
compulsory speed limit at 70 miles/hour. As demonstrated in this figure, the capacity varies significantly from 1719
P.C.U./hour/lane (with 100% RHVs) to 6055 P.C.U./hour/lane (with 100% CAVs). On the other hand, by convention-
al macroscopic traffic flow theory, the increase in free-flow speed (or the compulsory speed limit in our case) would
introduce an increase in capacity. The red dotted line presents an example for this using a fixed 66.7% penetration
rate of CAVs, while the pink dot-dash line presents the 33.3% one.
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