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ABSTRACT15

Effective modelling of pipe network anomalies can supplement fluid transient diagnostic tech-16

niques. This study focuses on comparingmodelling approaches for predicting the transient response17

due to air pocket entrapped outside the main flow path (off-line), in particular testing the assumption18

that the flow inside the cavity can be predicted based on a lumped element. This assumption has19

been consistently made in previous modelling investigations in the time and frequency domains.20

The results are compared to a system frequency response model without the lumped inertia assump-21

tion by quantifying timing and signal frequency distribution errors. It is found that removing the22

lumped inertia assumption improved the prediction of the reflected and transmitted pulse frequency23

distributions by averages of 50% and 30-35%, respectively.24

1 Jane Alexander, November 18, 2020

This is the Pre-Published Version.
This material may be downloaded for personal use only. Any other use requires prior permission of the American Society of Civil Engineers. This 
material may be found at https://doi.org/10.1061/(ASCE)HY.1943-7900.0001878.



INTRODUCTION25

Fluid transients are an emerging technology for detecting and characterising faults in water26

supply networks. Common faults such as leaks, discrete blockages, extended blockages, and air27

pockets may identified by comparing the measured system response to the expected response given28

normal system conditions (Stephens et al. 2004a; Duan 2017; Duan et al. 2017; Xu and Karney29

2017; Al-Tofan et al. 2019; Al-Tofan et al. 2020). As a result, it is important to understand and30

be able to model how different anomalies may distort transient signals in the time and frequency31

domains, as it may be necessary to build numerical network models to explain the expected32

transient response. For example, entrapped air pockets may not obstruct the flow, but even small33

collections can create significant transient reflections and frequency dependent effects which distort34

the expected response (Alexander et al. 2020b). Air tends to collect at high points in the system,35

including the cavities under valves and hydrants. This configuration is referred to in this paper as36

off-line air, as opposed to air which blocks the main flow path (in-line). The ability to accurately37

model off-line air may be used to improve the flexibility of transient-based diagnostic techniques.38

A range of field, experimental, and numerical investigations have focused on the interaction of39

transients with air pockets, as air pockets may exist in pipelines either unintentionally or by design.40

Off-line air chambers are often installed on networks to absorb the pressures created by destructive41

transient events. Pockets of entrapped air may also form in the main pipe during the filling process,42

as a result of biological activity, or via vortex action at air chamber entrances (Lauchlan et al. 2005).43

Martin and Wiggert (1986) noted that cooling systems, such as those in power stations, are prone44

to developing bubbles, slugs, or large masses of entrapped air, due to entry of air at the intake,45

through leaking seals, or as a result of gas release due to fluctuations in pressure or temperature.46

Many transient researchers have focused on the case of an air pocket entrapped at the end of a filling47

pipe, finding that smaller air pockets led to increased transient pressures due to acceleration, and48

large air pockets resulted in lower peak transient pressures than those observed for the no-air case49

due to the additional energy absorption provided (Jönsson 1985; Lee and Martin 1999; Zhou 2000;50

Lee 2005; Zhou et al. 2011; Vasconcelos and Leite 2012). The sudden collapse of air pockets51
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within pipes may also create unexpectedly large transient pressures, greater in magnitude than the52

Joukowsky head rise (Bergant et al. 2006).53

A number of methods exist for modelling fluid transients in the time domain, including the54

Method of Characteristics (MOC), explicit and implicit finite difference methods, finite element55

techniques, and the Lagrangian wave characteristic model (Wood et al. 2005). Of these, the56

MOC, a finite difference method, is the most well known and widely researched, as it provides57

accurate results with relative computational efficiency and ease of programming (Chaudhry 1979).58

Pipeline anomalies, like off-line air pockets, can be incorporated as boundary conditions. Off-line59

air pockets, or air chambers, are most commonly incorporated into the MOC using the simple60

accumulator equation (Wylie et al. 1993), which uses the polytropic relationship to describe the61

dynamics of the air pocket. The accumulator equation has been previously used successfully as part62

of large-scale field investigations for the in-line pocket application (Burrows andQiu 1995; Stephens63

et al. 2004b). For off-line pockets which entirely fill their cavity, with no connecting water column,64

experimental tests using high frequency transients found that the polytropic equation alone was able65

to provide an accurate prediction of the magnitude, shape and timing of the overall pressure trace66

(Kim 2008b). However, in many cases off-line pockets do not entirely fill their confining cavity,67

and are connected to the main flow by a short water column. Experimental and field investigations68

have noted that the dimensions of the connecting section influence the transient response, especially69

when it is throttled (Wylie et al. 1993; DeMartino and Fontana 2012). Early studies on air chamber70

design used a local loss coefficient for the throttled section (Evans and Crawford 1954; Fok 1978;71

Purcell 1997), which was later deemed to be an unrealistic assumption and no longer justifiable72

due to the availability of computing power, as in reality hydraulic losses will also occur in the73

connecting pipeline section separating the water-air interface and the main pipe (Graze and Forrest74

1974). This resulted in the development of the lumped inertia model, which accounts for friction75

and inertia effects in the connecting section by assuming it is incompressible and inertia in the76

connector dominates the transient response (Graze and Forrest 1974; Wylie et al. 1993). Zhou77

et al. (2013) and Zhou et al. (2018) have also noted that heat exchange can be important when78
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predicting energy dissipation due to the air-transient interaction. The lumped inertia assumption79

has not previously been tested against an MOC model without simplifying assumptions. This may80

be attributable to one of the key drawbacks of the MOC as a solution scheme: that its efficiency is81

affected by the number of nodes (Duan et al. 2018), and the discretization required to accurately82

model short connectors will significantly increase computational costs.83

Alternatively, the system response to transient events may be modelled in the frequency domain,84

using transfer matrices to linearize the frequency domain equivalents of the governing 1Dmass and85

momentum equations. Since the first studies on frequency domain analysis (Jönsson and Larson86

1992), multiple studies have found that the presence of pipeline anomalies such as leaks and discrete87

and extended blockages affect the peaks of the frequency response (Lee et al. 2005; Lee et al. 2008;88

Duan et al. 2012). As a result, the system frequency response (SFR) approach has become more89

popular in recent years for pipeline condition assessment via inverse analysis, as short pipe defects90

can be efficiently incorporated into the model without increasing the computational effort (Lee et al.91

2013; Duan and Lee 2016). Frequency domain modelling also allows increased flexibility over92

time domain modelling in that transient generators and receivers can be placed at any location, and93

are not limited by the MOC discretization. Although the theory for modelling off-line air pockets94

in the frequency domain is shown inWylie et al. (1993), air pockets have not been incorporated into95

the SFR approach in the condition assessment field to date. Similar to the MOC approach in the96

time domain, the governing equations are based on the lumped inertia assumption, and the effect97

of this assumption on the model accuracy has not been evaluated.98

The purpose of this study is to use experimental results to test the lumped inertia assumption for99

modelling the reflection and transmission of a high frequency transient past an off-line air pocket.100

The governing equations have not previously been validated for experiments of this nature. Three101

modelling approaches will be tested: the MOC with lumped inertia (MOC-LI), the SFR approach102

with lumped inertia (SFR-LI), and an SFR approach employing plane wave theory which does not103

make a lumped inertia assumption (SFR-PW). An SFRmethod was selected to model the air pocket104

without the lumped inertia assumption due to its efficiency compared to the MOC, as discussed105
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previously. The MOC accumulator equation for the in-line air pocket scenario has been previously106

used as part of large-scale field investigations (Burrows and Qiu 1995; Stephens et al. 2004b; Gong107

et al. 2014), while this investigation is primarily aimed at testing the applicability of the equations108

for the off-line pocket response. This investigation is part of a group of articles on the interaction of109

transients with air pockets, and follows an earlier experimental investigation comparing the effects110

of in-line and off-line pockets (Alexander et al. 2020b), as well as experimental and numerical111

investigations into the in-line air configuration (Alexander et al. 2019; Alexander et al. 2020a). The112

results can be incorporated into transient fault detection techniques to account for the effects of113

off-line air on the transient response.114

EXPERIMENTAL PROCEDURE115

The experimental set-up is shown in Fig. 1. It consisted of a 41.6 m straight steel pipe, of116

22.25 mm internal diameter, inclined at an angle of 3.5°. The system dimensions were primarily117

set by space limitations within the lab. The relatively small pipe diameter was selected to ensure118

the transient pulse generated and subsequent reflections would be clearly visible in the measured119

data. A reservoir at the downstream end of the system was used to pressurize the system. At120

the upstream end of the pipe, a Baccara solenoid valve was used to generate the transient. The121

valve was programmed to open and close over a 6 ms period, generating a signal of a similar122

frequency range to that used in transient fault detection. Note that the nomination of the upstream123

and downstream boundary are in relation to the origin point of the transient, as there is no flow124

in the system. The solenoid pulse has an amplitude of approximately 0.4 relative to the initial125

hydrostatic pressure of the system, and a frequency range of approximately 0-1.5 kHz. Three PCB126

Piezotronics Model 102A07 dynamic pressure transducers were fitted along the system to measure127

the resultant pressure disturbances. The transducers have a 345 kPa measuring range, a natural128

frequency of over 250 kHz, and an uncertainty of 3.45 kPa. A sampling frequency of 10,000 Hzwas129

used, and recorded the pressure response for 5 seconds following the solenoidmovement. Computer130

control of the solenoid valve and transducers was programmed using National Instruments LabView131

software. The electronic trigger for the solenoid valve was abrupt, but the mechanical response of132
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the valve resulted in a smooth disturbance without tripping. The 6 ms cycle time was based on133

the computer clock, meaning the difference from the wall-clock time was within several tens of134

nanoseconds, and therefore negligible relative to the transient pulse length.135

Part way along the pipe (Section A-A’) was a steel crest section, as shown in Fig. 2. A fourth136

dynamic pressure transducer was fitted at the top of the crest. A steel cavity of length 177 mm137

(𝐿𝑐𝑎𝑣𝑖𝑡𝑦) and diameter 8.5 mm (𝐷𝑐𝑎𝑣𝑖𝑡𝑦) was screwed to the top of the crest. There was a short138

neck section between the cavity and the main pipe, which had a length of 24.9 mm (𝐿𝑛𝑒𝑐𝑘 ) and a139

diameter of 6.3 mm (𝐷𝑛𝑒𝑐𝑘 ). A bleed valve at top of the cavity was used to insert the air pocket,140

using a measuring syringe. The volume of air was measured before insertion, and the air was141

extracted and measured again at the end of the test to ensure no air had moved from the cavity.142

Nine air pocket volumes were tested, ranging from 1.25 ml to 29.4 ml at atmospheric pressure (

𝐴

143

= 1.25, 5.0, 8.9, 12.8, 17.1, 21.0, 23.8, 25.7, and 29.4 ml), and range between 4% and 90% of144

the total cavity length (𝐿𝑐𝑎𝑣𝑖𝑡𝑦) once pressurized. Each air pocket volume was tested at 6 initial145

hydrostatic pressures, ranging between 0.5 and 3 bar in 0.5 bar increments. The pocket volumes146

are converted to pressurized in-pipe volumes using the polytropic equation: 𝐻𝐴

𝐴𝑛 = 𝐶𝐴, where147

𝐻𝐴 is the absolute head at the pocket,

𝐴

the pocket volume, 𝑛 the polytropic exponent, and 𝐶𝐴 the148

polytropic constant which can be calculated using the initial conditions. A mid-range polytropic149

exponent of 1.2 was assumed in this work (Wylie et al. 1993). Transient testing was repeated150

10 times for each set of experimental conditions, and the standard errors were observed to be less151

than 0.05% of the absolute pressure readings on average. The tests were carried out with no base152

flow to prevent the air being shifted by the flow, and the pipe was bled at side discharge valves153

along its length between each air pocket test. At the end of each test, the full volume of air was154

retrieved from the cavity, confirming no air dissolution or movement. Noise in the system was155

also observed to be minor. Before the generation of the transient, the average pressure disturbance156

measured at the pressure transducers was approximately 0.05% of the initial hydrostatic pressure,157

with the maximum deviation from zero approximately 1.4% of the initial hydrostatic pressure. No158

artificial noise was incorporated into the numerical models.159
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GOVERNING EQUATIONS160

Method of Characteristics - Lumped Inertia Model161

The MOC approach comprises a set of characteristic equations described in detail by Wylie162

et al. (1993), based on the governing mass and momentum equations for 1D unsteady pipe flow163

𝜕𝐻

𝜕𝑡
+
𝑎2

𝑔

𝜕𝑈

𝜕𝑥
= 0 , (1)164

𝜕𝑈

𝜕𝑡
+ 𝑔

𝜕𝐻

𝜕𝑥
+ 𝑔ℎ 𝑓 = 0 , (2)165

where H is the piezometric head, U the fluid mean velocity, a the pipeline wave speed, x the166

distance along the pipe, t the time, g the acceleration due to gravity, and h 𝑓 the friction loss per unit167

length. Both steady and unsteady friction were included in the MOC using the equations described168

in Zielke (1968). Zielke’s weighting function for unsteady friction is best suited to laminar flow169

regimes. The experimental system is expected to satisfy this requirement given the lack of base170

flow. The modelling was implemented with 308 spatial nodes and the time step was set to match171

the experimental time step. This was compliant with the Courant stability condition. Sensitivity172

testing carried out for the MOC discretization showed that further increases in the number of spatial173

nodes used did not result in significant differences in the modelled pressure traces over the time174

period of interest (the first reflected and transmitted pulses). For instance, increasing the spatial175

discretization from 308 nodes to 1000 nodes resulted in an average variation of 0.004% in the176

modelled pressures.177

The off-line air chamber was incorporated into the MOC as a boundary condition. It was178

assumed the air within the cavity behaves according to the polytropic relationship defined previously179

(𝐻𝐴

𝐴𝑛 = 𝐶𝐴). This can be written at the end of the time interval Δt as180

(𝐻𝑃 + �̄� − 𝑧) (

𝐴

+ Δ

𝐴

)𝑛 = 𝐶𝐴 , (3)181
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where 𝐻𝑃 is the gauge pressure at the pocket, �̄� the atmospheric pressure, z the elevation of the

pipe above the datum,

𝐴

the pocket volume at the beginning of the time interval, Δ

𝐴

the volume

change across the time interval, and 𝑛 the polytropic exponent. In the lumped inertia model, at a

given time index j the head at the air-water interface is linked to the head at the junction with the

main pipe according to the following:

𝐻𝐽𝑗 − 𝐻
𝑆
𝑗 = 𝐶𝑐1 + 𝐶𝑐2𝑄

𝑒𝑥𝑡
𝑗 (4)

𝐶𝑐1 = 𝐻
𝑆
𝑗−1 − 𝐻

𝐽
𝑗−1 −

( 8𝐿𝑐

𝑔𝜋𝐷2𝑐Δ𝑡
+
8𝐿𝑛

𝑔𝜋𝐷2𝑛Δ𝑡

)
𝑄𝑒𝑥𝑡𝑗−1 (5)

𝐶𝑐2 =
( 8𝐿𝑐

𝑔𝜋𝐷2𝑐Δ𝑡
+
8𝐿𝑛

𝑔𝜋𝐷2𝑛Δ𝑡

)
+
(16 𝑓𝑛𝐿𝑛
𝑔𝜋2𝐷5𝑐

+
16 𝑓𝑛𝐿𝑛

𝑔𝜋2𝐷5𝑛

)
|𝑄𝑒𝑥𝑡𝑗−1 | (6)

where 𝐻𝐽 is the head at the junction, 𝐻𝑆 the head at the water surface,𝑄𝑒𝑥𝑡 the flow into the off-line182

section, 𝐿𝑐 and 𝐿𝑛 the length of the cavity and neck sections, 𝐷𝑐 and 𝐷𝑛 the diameter of the cavity183

and neck sections, and 𝑓𝑐 and 𝑓𝑛 the Darcy-Weisbach friction factors for the flow in the cavity and184

neck sections, using the formulation for laminar flow based on the flow velocity in the connection185

at the previous time step. Sensitivity testing was carried out to compare possible formulations for186

friction. Three cases were tested for the flow regime in the connector: laminar for all time, turbulent187

for all time, and turbulent or laminar based on the velocity in the previous time step. The average188

variation between the three cases was approximately 0.08% during the first three periods. The flow189

was assumed to be laminar for all time for consistency with the SFR-LI, as only one regime can be190

set for this case. The inclusion of laminar or turbulent unsteady friction in the connector was also191

tested using the SFR-LI (Vítkovskỳ et al. 2003), with the average variation approximately 0.17%192

in the first three periods compared to steady friction alone. Unsteady friction in the connector was193

therefore not considered in this work, in accordance with the equations presented in the literature194

(Karney and McInnis 1992; Kim 2008a). The key physical quantities and locations are shown in195

Fig. 3. These can be combined with the MOC equations and solved for 𝑄𝑒𝑥𝑡𝑗 . The governing196

equations of the lumped inertia model are outlined in further detail by Karney and McInnis (1992)197

and Kim (2008a), and the full derivation can be found in Wylie et al. (1993).198
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Zhou et al. (2013) and Zhou et al. (2018) have noted in previous studies that heat transfer effects199

may be important when modelling the transient energy dissipation, with 3D computation fluid200

dynamics (CFD) modelling used describe dissipation in their simulation. Zhou et al. (2013) states201

that the temperature change is related to the volume change of the pocket, with pocket compression202

leading to increased temperatures within the air. Zhou et al. (2013) and Zhou et al. (2018) observed203

that their experimental system became noticeably hot to the touch, and although lag associated204

with the temperature transducer meant that the actual temperature changes could not be accurately205

recorded, 3D modelling with heat transfer considerations was able to more accurately predict the206

long-term pressure response. It is expected that heat exchange effects will be less influential for207

this application, given the relatively small size of the transient pulses generated (Δ𝐻 ≈ 0.2− 1.2m)208

compared to Zhou et al. (2013) and Zhou et al. (2018) (Δ𝐻 ≈ 20 − 35 m). Furthermore, the209

primary aim of this paper is to evaluate the model prediction for the first reflected and transmitted210

pulses. Testing from Zhou et al. (2018) showed that even though the 3Dmodel predicted significant211

temperature increases within the air, the outputs only began to diverge from 1D models for later212

reflections as the discrepancies in the predicted energy losses began to accumulate. For these213

reasons, temperature variations and heat transfer between the air and adjacent water during the214

transient process were not considered as part of the MOC or in the SFR modelling described in the215

following subsections.216

System Frequency Response: Lumped Inertia Model217

In the frequency domain, concatenated transfer matrices are used to represent adjacent pipeline218

elements. The transfer matrix is a linearized frequency domain version of the governing mass and219

momentum equations for 1D flow (Eqs. 1 and 2). For the experimental pipe system consisting of220

pipe elements connected in series, the general form of the transfer matrix equation is (Chaudhry221

1979)222 ⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

𝑞

ℎ

1

⎫⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎭

1

= 𝑷0𝑨0𝑷1𝑮0

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

𝑞

ℎ

1

⎫⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎭

0

(7)223
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𝑷0, 𝑨0, 𝑷1, and 𝑮0 are the transfer matrices for the pipe section between the downstream tank and224

the off-line pocket, the off-line pocket section, the pipe section between the off-line pocket and the225

solenoid, and the solenoid transient generator, respectively. These link the perturbations in head ℎ226

and discharge 𝑞 at the closed upstream valve (superscript 0), to those at the downstream boundary227

(superscript 1). The extended 3 × 1 form is used to account for elements with external forcing.228

The transfer matrix for the intact pipe section is given by (Wylie et al. 1993)229

𝑷𝒏 =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

cosh(𝜇𝐿) − 1𝑍𝑐 sinh(𝜇𝐿) 0

−𝑍𝑐sinh(𝜇𝐿) cosh(𝜇𝐿) 0

0 0 1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
(8)230

where 𝐿 = pipe section length; 𝜇 = (𝜔/𝑎)
√
1 − 𝑖𝑔𝐴𝑅/𝜔; 𝑍𝑐 = 𝜇𝑎2/𝑖𝜔𝑔𝐴; 𝜔 = frequency; and 𝑖231

= imaginary unit. The subscript 𝑛 used in Eqs. 8-10 refers to the index of the pipe element for232

which the transfer matrix is calculated. The friction term 𝑅 is the summation of steady (𝑅𝑆) and233

unsteady (𝑅𝑈) terms. The steady friction term 𝑅𝑆 = 𝑓 𝑄/𝑔𝐷𝐴2, where 𝑓 = friction factor; 𝐷 =234

pipe diameter; and 𝐴 = pipe cross-sectional area. The experimental system has zero base flow and235

therefore exists in the laminar flow region, so the unsteady term was calculated using the integral236

solutions for Zielke’s weighting function in the frequency domain, provided by Vítkovskỳ et al.237

(2003).238

For the system frequency response with lumped inertia (SFR-LI), the off-line cavity represents239

a junction with the extended transfer matrix (Wylie et al. 1993)240

𝑨𝒏 =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

1 1
𝑍𝐴

0

0 1 0

0 0 1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
(9)241

where 𝑍𝐴 is the impedance of the off-line cavity adjacent to the main pipe. Using the lumped242

inertia assumption, the impedance of an air chamber is given by 𝑍𝑎 = 𝑖𝑛�̄�𝐴/

𝐴

𝜔, where �̄�𝐴 is the243

absolute head at the pocket. This can be adjusted to the impedance at the base of the connector244
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adjacent to the main pipe, 𝑍𝐴 = 𝑍𝑎 − (𝑅𝑐 + 𝑖𝜔/𝑔𝐴𝑐)𝑙𝑐 − (𝑅𝑛 + 𝑖𝜔/𝑔𝐴𝑛)𝑙𝑛, where 𝑅𝑐 and 𝑅𝑛 are245

the resistances associated with the cavity and neck, 𝐴𝑐 and 𝐴𝑛 are the cross-sectional areas of the246

cavity and neck, and 𝑙𝑐 and 𝑙𝑛 are the lengths of the cavity and neck.The resistance term is defined247

as 𝑅 = 32𝜈/𝑔𝐴𝐷2, where 𝐷 is the diameter of the cavity or neck (Wylie et al. 1993).248

For a unit perturbation, the transfer matrix for the transient generator is given by249

𝑮𝒏 =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

1 0 1

0 1 0

0 0 1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
(10)250

Multiplying the field matrices for each element results in a 3 × 3 universal matrix describing the

system,𝑈. Expanding Eq. 7 therefore gives

𝑞1 = 𝑈11𝑞
0 +𝑈12ℎ

0 +𝑈13 (11)

ℎ1 = 𝑈21𝑞
0 +𝑈22ℎ

0 +𝑈23 (12)

where 𝑈𝑖 𝑗 are the system matrix elements. For the experimental system, the boundary conditions251

are 𝑞0 = ℎ1 = 0, meaning the head response at the closed valve is given by ℎ0 = −𝑈23/𝑈22. Once252

ℎ0 is known it can be used to calculate the system response, ℎ1, at any receiver in the system using253

Eq. 12 and the relevant transfer matrix𝑈 based on the pipe elements between the closed valve and254

the receiver. The actual response is obtained by multiplying ℎ1 by the spectra of the input pressure255

disturbance of the solenoid. The input spectra is the Fourier transform of the time domain head256

disturbance.257

System Frequency Response: Plane Wave Model258

The same approach as defined in the previous section for the system frequency response is used259

in the SFR-PW model. However, the plane wave assumption is used to derive the transfer matrix260

for the off-line air pocket section (A0). This derivation assumes that the cavity and neck section of261

the off-line section are compressible without the simplification of lumped inertia. The plane wave262
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is a case which applies when physical quantities, in this case pressure and velocity, are constant263

across the plane perpendicular to the direction of movement (Kinsler et al. 2000). The assumption264

was used here as the pressure and velocity variation across the cross-section is small compared to265

the longitudinal variation along the pipe length. A schematic of the offline pocket system is shown266

in Fig. 4. The off-line air pocket system is composed of a main pipeline, a neck connecting to the267

cavity, a cavity filled with water, and an air pocket entrapped at the top of the cavity. These four268

regions are denoted with superscripts 𝑝, 𝑐, 𝑎, and 𝑛 to distinguish physical parameters in different269

regions. The subscripts 𝑖𝑛, 𝑟 𝑓 , and 𝑡𝑟 represent incident, reflected, and transmitted waves.270

At the four boundaries in the system, head (𝐻) and flow (𝑄) must satisfy continuity boundary271

conditions. Assuming that the waves considered have a wavelength much larger than the neck272

diameter, the boundary conditions are given below.273

Boundary 1:

𝐻
𝑝
𝑖𝑛 + 𝐻

𝑝
𝑟 𝑓 = 𝐻

𝑝
𝑡𝑟 = 𝐻

𝑛
𝑡𝑟 + 𝐻

𝑛
𝑟 𝑓 (13)

𝑄
𝑝
𝑖𝑛 −𝑄

𝑝
𝑟 𝑓 = 𝑄

𝑝
𝑡𝑟 +𝑄

𝑛
𝑡𝑟 −𝑄

𝑛
𝑟 𝑓 (14)

Boundary 2:

𝐻𝑛𝑡𝑟 + 𝐻
𝑛
𝑟 𝑓 = 𝐻

𝑐
𝑡𝑟 + 𝐻

𝑐
𝑟 𝑓 (15)

𝑄𝑛𝑡𝑟 −𝑄
𝑛
𝑟 𝑓 = 𝑄

𝑐
𝑡𝑟 −𝑄

𝑐
𝑟 𝑓 (16)

Boundary 3:

𝐻𝑐𝑡𝑟 + 𝐻
𝑐
𝑟 𝑓 = 𝐻

𝑎
𝑡𝑟 + 𝐻

𝑎
𝑟 𝑓 (17)

𝑄𝑐𝑡𝑟 −𝑄
𝑐
𝑟 𝑓 = 𝑄

𝑎
𝑡𝑟 −𝑄

𝑎
𝑟 𝑓 (18)
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Boundary 4:

𝑄𝑎𝑡𝑟 = 𝑄
𝑎
𝑟 𝑓 (19)

If the amplitude of the incident wave (𝐻
𝑝
𝑖𝑛) is normalized to 1, under the plane wave assumption274

the amplitude of the reflected and transmitted waves correspond to reflection and transmission275

coefficients (denoted as 𝑅 and 𝑇) in each region. Considering the relationship 𝑄 = 𝐻𝐴/𝜌𝑎, where276

𝑎 =wave speed in each region, 𝐴 = cross-sectional area of each region, and the pipeline impedance277

𝑍 = 𝜌𝑎/𝐴 in each region, Eqs. 13-19 can be rewritten as278

1 + 𝑅
𝑝
𝑟 𝑓 = 𝑇

𝑝
𝑡𝑟 = 𝑇

𝑛
𝑡𝑟 + 𝑅

𝑛
𝑟 𝑓 𝑒

𝑖𝑘𝑛𝐿𝑛 (20)

1

𝑍𝑝
(1 − 𝑅

𝑝
𝑟 𝑓 ) =

1

𝑍𝑝
𝑇
𝑝
𝑡𝑟 +

1

𝑍𝑛
(𝑇𝑛𝑡𝑟 − 𝑅

𝑛
𝑟 𝑓 𝑒

𝑖𝑘𝑛𝐿𝑛) (21)

𝑇𝑛𝑡𝑟𝑒
𝑖𝑘𝑛𝐿𝑛 + 𝑅𝑛𝑟 𝑓 = 𝑇

𝑐
𝑡𝑟 + 𝑅

𝑐
𝑟 𝑓 𝑒

𝑖𝑘𝑐𝐿𝑐 (22)

1

𝑍𝑛
(𝑇𝑛𝑡𝑟𝑒

𝑖𝑘𝑛𝐿𝑛 − 𝑅𝑛𝑟 𝑓 ) =
1

𝑍𝑐
(𝑇𝑐𝑡𝑟 − 𝑅

𝑐
𝑟 𝑓 𝑒

𝑖𝑘𝑐𝐿𝑐 ) (23)

𝑇𝑐𝑡𝑟𝑒
𝑖𝑘𝑐𝐿𝑐 + 𝑅𝑐𝑟 𝑓 = 𝑇

𝑎
𝑡𝑟 + 𝑅

𝑎
𝑟 𝑓 𝑒

𝑖𝑘𝑎𝐿𝑎 (24)

1

𝑍𝑐
(𝑇𝑐𝑡𝑟𝑒

𝑖𝑘𝑐𝐿𝑐 − 𝑅𝑐𝑟 𝑓 ) =
1

𝑍𝑎
(𝑇𝑎𝑡𝑟 − 𝑅

𝑎
𝑟 𝑓 𝑒

𝑖𝑘𝑎𝐿𝑎) (25)

1

𝑍𝑎
𝑇𝑎𝑡𝑟 =

1

𝑍𝑎
𝑅𝑎𝑟 𝑓 𝑒

𝑖𝑘𝑎𝐿𝑎 (26)

where 𝐿 = region length and 𝑘 = 𝜔/𝑎. The off-line pocket system behaves as a two-port

network, with the reflection and transmission coefficients forming a scattering matrix (Orfanidis

2002)

𝑆 =

⎡⎢⎢⎢⎢⎢⎣
𝑆11 𝑆12

𝑆21 𝑆22

⎤⎥⎥⎥⎥⎥⎦
=

⎡⎢⎢⎢⎢⎢⎣
𝑅
𝑝
𝑟 𝑓 𝑇

𝑝
𝑡𝑟

𝑇
𝑝
𝑡𝑟 𝑅

𝑝
𝑟 𝑓

⎤⎥⎥⎥⎥⎥⎦
(27)

This can be converted to a transfer matrix 𝑇 for the off-line pocket system with the following279

elements (Martin 2015)280

13 Jane Alexander, November 18, 2020



𝑇11 =
(1 − 𝑆11) (1 + 𝑆22) + 𝑆12𝑆21

2𝑆21
(28)

𝑇12 =
(1 − 𝑆11) (1 − 𝑆22) − 𝑆12𝑆21

2𝑆21
(29)

𝑇21 =
(1 + 𝑆11) (1 + 𝑆22) − 𝑆12𝑆21

2𝑆21
(30)

𝑇22 =
(1 + 𝑆11) (1 − 𝑆22) + 𝑆12𝑆21

2𝑆21
(31)

The extended form of the transfer matrix for the off-line air pocket is therefore281

𝑨𝒏 =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

𝑇11 𝑇12 0

𝑇21 𝑇22 0

0 0 1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
(32)282

The frequency domain modelling approach analyzes the response at one frequency at a time.283

It should be noted that this is not a representation of the valve operation in reality. Taking into284

account the spectrum of the pulse signal, allows the model output to be converted back into the285

time domain. The work in this paper is not related to the frequency-based condition assessment286

work presented in the literature.287

RESULTS288

Model Outputs289

The outputs of the three models (MOC-LI, SFR-LI, SFR-PW) are plotted in the time domain290

to show the performance of the models in predicting the first reflected and transmitted pulses291

from the off-line air pocket. Figures 5 and 6 compare the modelled and measured pressure traces292

on either side of the air pocket for three representative pocket volumes. Time 𝑡 was normalized293

by the pipeline period (𝑡∗ = 𝑎
4𝐿 𝑡), while the pressure disturbance 𝐻 was normalized by the initial294

hydrostatic pressure 𝐻0 (𝐻
∗ = 𝐻

𝐻0
). The pressurized volume of the off-line air pocket was converted295

to a length (𝐿𝑎 =

𝐴

𝐴𝑐𝑎𝑣𝑖𝑡 𝑦
) and normalized by the length of the cavity (𝐿∗𝑎 =

𝐿𝑎
𝐿𝑐𝑎𝑣𝑖𝑡 𝑦

). The first pulses296
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reflected and transmitted by the air pocket are boxed in Figs. 5 and 6, respectively. All three models297

were able to predict the general shape of the first reflected and transmitted pulses, capturing the298

pressure peaks and following low pressure tails, with some discrepancy in the amplitude, shape,299

and timing of the pressure disturbances. As the transient progressed, the differences between300

the three models were compounded by further air pocket reflections and transmissions, boundary301

reflections, and hydraulic and thermal energy losses in the system. A cursory inspection of the302

pressure traces suggested that the frequency domain models (SFR-LI, SFR-PW) provided the most303

accurate prediction of the upstream response at PT2 in terms of the wave shape and timing, while304

the time domain model (MOC-LI) provided a more accurate prediction of the downstream response305

at PT3. A detailed investigation of the model performance was required to assess the accuracy of306

the lumped inertia approach for modelling the off-line air pocket scenario.307

Assessment Approach308

The following sub-sections evaluate the accuracy of the three models (MOC-LI, SFR-LI, SFR-309

PW) in predicting the transient response. Key measures of the model fit are identified and used to310

quantify the accuracy for the range of experimental scenarios considered.311

The primary purpose of this investigation was to assess methods for predicting the off-line air312

pocket response, which can be incorporated into larger systemmodels in the future. To this end, the313

model performance assessment centred on the first pulses reflected and transmitted by the off-line314

air pocket. Subsequent pressure disturbances are also influenced by system boundary reflections315

and network losses, which are not the focus of this investigation. Example pulses are boxed in316

Figs. 5 and 6. It should be noted that the extended low pressure tails following both pulses were317

interrupted by subsequent reflections. This means the entire pulse created by the air pocket cannot318

be considered, and the pulses used for analysis were cut off at approximately the locations boxed319

on Figs. 5 and 6. This affects the quantification of the pulse signal frequency distribution as320

introduced later. However, the outputs of the three modelling approaches were treated in the same321

manner, and the succeeding parts of the extended tails are of low amplitude relative to the rest of322

the pulse and are predicted similarly by the three models. This suggests the frequency distribution323
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errors calculated are not significantly biased by the approach.324

The primary properties of the transient response which can be used to assess model performance325

are timing and frequency distribution. Errors in both these properties were evident in the traces326

presented in Figs. 5 and 6, so the model assessment aimed to quantify and compare errors in these327

properties between the three modelling approaches.328

Peak Arrival Time Error329

Since the MOC and SFR modelling approaches are based on the same equations, the arrival330

time of the initial pressure disturbance created by the solenoid was identical between the three331

models, as can be observed in Fig. 5. The timing of the subsequent transient peaks, which are332

easily identifiable, may be used as a basic property for characterizing the air pocket location. The333

variations in pulse shape between the predictions of the three models meant that the arrival times334

of the reflected and transmitted peaks (marked on Figs. 5 and 6) differed between the three cases.335

Note that the precision level of the numerical models was set to match the experimental precision,336

and the spatial locations of the air pocket section and sensors were matched between the two models337

based on the MOC discretization. The errors in the arrival time of the peaks were quantified using338

the time difference between the arrival of the incident pulse peak, and the arrival of the first reflected339

and transmitted peaks. The error was calculated as340

𝜖 =
Δ𝑡𝑚𝑜𝑑 − Δ𝑡𝑒𝑥𝑝

Δ𝑡𝑒𝑥𝑝
(33)341

where Δ𝑡 is the time difference between the arrival of the incident peak at PT2 and the arrival342

of either the reflected peak at PT2 or the transmitted peak at PT3. The peak arrival time errors343

calculated for each experimental scenario are shown in Fig. 7. The SFR peak arrival time errors344

are only plotted once, as the SFR-LI and SFR-PW models resulted in similar errors. For the345

experimental scenarios tested, there was no significant trend in the peak arrival time error initial346

hydrostatic pressure for either modelling approach, and a weak negative correlation with pocket347

volume across the range of volumes tested. On average, the MOC approach over-predicted the348
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arrival time for the reflected peak by 2.6%, and under-predicted the arrival time for the transmitted349

peak by 0.8%. Meanwhile, the SFR approach over-predicted the arrival time for both the reflected350

and transmitted peaks, by an average of 3.5% and 0.4%, respectively. The timing analysis showed351

that the two approaches performed comparatively for the reflected and transmitted peak timing. On352

average, the errors were approximately 1-2 time steps.353

Signal Frequency Distribution Error354

The pulses reflected and transmitted by the air pocket were converted to the frequency domain355

to assess the signal frequency distribution. The advantage of conversion to the frequency domain is356

that the shape and amplitude of the pulse can be considered simultaneously, whereas they may be357

difficult to separate in the time domain. A discrete Fourier transform (DFT) was used to obtain the358

magnitude of each frequency contained in the time domain pulses. Figure 8 shows example DFTs359

for the reflected and transmitted pulses. The frequency 𝜔 was normalized by the inverse of the360

pipeline period (𝜔∗ = 4𝐿
𝑎 𝜔), while the amplitude was normalized by the initial hydrostatic pressure361

(ℎ∗ = ℎ∗

𝐻0
).362

The model performance was quantified using relative root mean squared error (RMSE) for the363

pulse DFTs. The RMSE is given by364

𝑅𝑀𝑆𝐸 =

√√
1

𝑛

𝑛∑
𝑖=1

( (𝑦𝑖 − 𝑦𝑖)2
𝑦𝑖

)
(34)365

where 𝑛 is the number of observations, 𝑦 is the observed data series and �̂� is the predicted data366

series. The RMSE was calculated for frequencies up to the point at which the signal has almost367

entirely damped (ℎ∗ < 2). Figure 9 shows the RMSEs obtained for the three models for the range of368

pocket sizes tested. Note that there was no significant trend in the RMSE of the normalized DFTs369

with initial hydrostatic pressure.370

Figure 9 shows that, for the reflected pulse DFT, the RMSE for all models tended to increase371

with increasing air pocket size. The exception to this observation was the smallest pocket volume372

tested (𝐿∗𝑎 ≈ 0.05), which resulted in comparably large errors, suggesting the model performance373
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is reduced for pocket volumes which are small relative to their confining cavity. It has been noted374

previously for the in-line pocket case that the time domain response for small pocket volumes differs375

significantly to that observed for larger volumes (Alexander et al. 2020a). This was also the case376

for the smallest off-line volumes tested. This was thought to be due to the fact that for small pocket377

volumes the transient response has a greater dependence on the instantaneous volume change, as378

opposed to the steady state volume (Alexander et al. 2020a). The reduced performance observed379

for small pocket volumes in Fig. 9 suggests that the models do not account for this effect of air380

volume on the air-transient dynamic. The RMSEs calculated indicate that pockets below 𝐿∗𝑎 ≈ 0.3381

are approaching this transition point, as below this threshold the RMSE tended to increase with382

decreasing pocket volume, particularly for the MOC-LI model. For the range of medium to large383

pocket volumes tested (𝐿∗𝑎 > 0.3), the SFR-PW model generally resulted in the lowest RMSE for384

the reflected pulse DFT. The RMSE associated with all three models followed an approximately385

quadratic trend with volume. There was no significant trend in the relative magnitude of the RMSE386

between the three models for the range of pocket volumes tested. For the reflected pulse, the RMSE387

for SFR-PW model was approximately 50% of that observed for the MOC-LI and SFR-LI models388

on average.389

Figure 9 shows that, for the transmitted pulse DFT, the RMSE for all models tended to increase390

with increasing air pocket size for 𝐿∗𝑎 � 0.4, from RMSE≈ 0.1 to RMSE≈ 0.5. Below this391

threshold, a larger degree of variability was evident, with errors of up to RMSE≈ 0.9 observed.392

Inspection of the data indicated that this is partly related to errors associated with the resonance393

behaviour of the pocket. As noted in Alexander et al. (2020b), the transmitted pulse DFT reaches a394

sharp local minimum at the resonant frequency of the pocket (at 𝜔∗ ≈ 4 for the DFT shown in Fig.395

8b). Due to the sharpness of this section of the transmitted pulse DFT, variations in the location396

of the local minimum visibly affect the RMSE, with a moderate correlation observed between the397

RMSE and the error in the modelled resonant frequency compared to the experimental observation.398

Greater variation in the resonant frequency error was evident for 𝐿∗𝑎 � 0.4, corresponding with399

the variation observed in the RMSE for this range. For 𝐿∗𝑎 � 0.4, the RMSE for SFR-PW model400
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was approximately 68% of that observed for the MOC-LI model, and approximately 65% of that401

observed for the SFR-LI model on average.402

For both the reflected and transmitted pulses, future modelling efforts should primarily aim to403

improve the prediction accuracy for small pocket lengths. This may include considerations for both404

the instantaneous volume changes and consistency with regards to capturing the resonant frequency.405

However, the general findings for the range of data collected show that consideration of the transient406

as a plane wave which interacts with each interface in the off-line section separately, rather than407

treating the section as a lumped body of fluid, is generally able to provide greater accuracy in the408

signal frequency distribution of the transient pulse for this experimental case.409

CONCLUSIONS AND RECOMMENDATIONS410

Off-line air pockets may not adversely affect the operation of pipeline systems, but may interfere411

with transient-based condition assessment techniques. This means it is important to understand412

how they may be included in network models. The major assumption in past modelling of off-line413

air pockets has been the lumped inertia assumption, which infers that the connecting water column414

between the off-line pocket and the main pipe behaves as an incompressible unit. This study tested415

this assumption in the method of characteristics (MOC-LI) and a system frequency response model416

(SFR-LI) against a system frequency response model which does not assume an incompressible417

unit at the connector (SFR-PW).418

The outputs of the threemodels for the first pulses reflected and transmitted by the air pocketwere419

compared to experimental data for a range of pocket volumes and initial hydrostatic pressures. Two420

properties of the first reflected and transmitted pulses were used to assess the models’ performance:421

timing and signal frequency distribution. It was found that error in the pressure peak arrival time422

was primarily dependent on the modelling approach used, with the MOC model performing better423

than the SFR models. However, both models had average peak arrival time errors of less than 4%.424

As discussed previously, an MOC model for off-line air pockets which does not use the lumped425

inertia assumption is likely to require significant additional computing power, which may outweigh426

the additional benefit with regards to timing. With regards to the frequency distribution error, the427
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SFR-PW model resulted in an approximately 50% improvement in the prediction of the reflected428

pulse frequency distribution and an approximately 30-35% improvement in the prediction of the429

transmitted pulse frequency distribution compared to the lumped inertia models. This indicates430

that, for the experimental conditions tested, the lumped inertia assumption results in a reduction431

in the model performance with regards to the pulse frequency distribution. The differences in432

performance are likely to accumulate with ongoing reflections and interference. It is clear from433

the discrepancies in the response over later periods that, if long-term results are required, more434

work must be done to improve the accuracy of the off-line pocket model and the overall MOC435

and SFR equations for the 1D case. Despite the inclusion of 1D unsteady friction, discrepancies436

accumulate between the modelled outputs and experimental data at later periods as the errors in the437

prediction accumulate from one period to the next. This is also observed in other studies for similar438

applications (Bergant et al. 2008). It is recommended that 3D CFD modelling as implemented by439

Zhou et al. (2018) for the dead-end case be considered as part of future work to better understand440

the significance of thermal dissipation and friction for this application. Although this approach441

is more computationally demanding, it may provide additional insight into the governing physical442

processes.443

The findings of this investigation are limited by the range of the experimental conditions tested.444

Both SFR models do not account for changes in the level of the air-water interface with time due445

to transient disturbances, suggesting the MOC may be better suited to large transients which result446

in significant volume changes. The SFR-PW may be well suited to large cavity volumes, such as447

the surge tank scenario, where travel through the connecting section becomes more important. It448

is recommended that future investigations explore the effect of transient size and pulse duration, as449

well as cavity dimensions and assumptions regarding friction within the cavity, to further improve450

understanding of the modelling approaches available for off-line pockets. It is also recommended451

that future field investigations aim to better understand and quantify the interference of air pockets452

in transient assessments of real pipelines. The approach could also be investigated for the surge453

chamber application.454
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NOTATION461

The following symbols are used in this paper:462

𝐴 = pipe cross-sectional area

𝑎 = pipeline wave speed

𝐶𝐴 = polytropic constant

𝐷 = pipe diameter

𝐻 = pressure head

ℎ = DFT amplitude

ℎ 𝑓 = total friction loss

𝑖 = spatial index

𝑗 = temporal index

𝑘 = wavenumber

𝐿 = pipe length

𝐿𝑐𝑎𝑣𝑖𝑡𝑦 = off-line cavity length

𝑛 = polytropic exponent

𝑃 = pressure

𝑃0 = ambient pressure

𝑄 = flow

𝑟 = pipe radius

𝑅 = reflection coefficient
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𝑇 = transmission coefficient

𝑡 = time

𝑈 = velocity

𝐴

= air pocket volume

𝑊 = weighting function

𝑥 = distance

𝑧 = elevation

𝜈 = kinematic viscosity

𝜌 = density and

𝜔 = frequency.

REFERENCES463

Al-Tofan, M., Elkholy, M., Khilqa, S., Caicedo, J., and Chaudhry, M. H. (2019). “Use of lower har-464

monics of pressure oscillations for blockage detection in liquid pipelines.” Journal of Hydraulic465

Engineering, 145(3), 04018090.466

Al-Tofan, M., Elkholy, M., Khilqa, S., and Chaudhry, M. H. (2020). “Leak detection in liquid467

pipelines using lower harmonics of pressure oscillations.” Journal of Pipeline Systems Engineer-468

ing and Practice, 11(4), 04020033.469

Alexander, J., Lee, P. J., Davidson, M., Duan, H.-F., Li, Z., Murch, R., Meniconi, S., and Brunone,470

B. (2019). “Experimental validation of existing numerical models for the interaction of fluid471

transients with in-line air pockets.” Journal of Fluids Engineering, 141(12), 121101.472

Alexander, J., Lee, P. J., Davidson, M., Li, Z., Murch, R., Duan, H.-F., Meniconi, S., and Brunone,473

B. (2020a). “Experimental investigation of the interaction of fluid transients with an in-line air474

pocket.” Journal of Hydraulic Engineering, 146(3).475

Alexander, J., Li, Z., Lee, P. J., Davidson, M., Duan, H.-F., and Murch, R. (2020b). “Experi-476

mental investigation of the effects of air pocket configuration on fluid transients in a pipeline477

(ACCEPTED).” Journal of Hydraulic Engineering.478

22 Jane Alexander, November 18, 2020



Bergant, A., Simpson, A. R., and Tĳsseling, A. S. (2006). “Water hammer with column separation:479

A historical review.” Journal of Fluids and Structures, 22(2), 135–171.480
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Fig. 1. Diagram of experimental set-up. Section A-A’ is shown in Fig. 2.
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Fig. 2. Section A-A’: Diagram of crest section and off-line cavity
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Fig. 3. Schematic for off-line cavity governing MOC equations
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Fig. 4. Schematic for off-line cavity governing transfer matrix equations
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Fig. 5. Experimental and modelled transient pressure traces at PT2, upstream of the pocket, for an
off-line air pocket at 2.0 bar for (a) 𝐿∗𝑎=0.20, (b) 𝐿∗𝑎=0.51, and (c) 𝐿∗𝑎=0.84.
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Fig. 6. Experimental and modelled transient pressure traces at PT3, downstream of the pocket, for
an off-line air pocket at 2.0 bar for (a) 𝐿∗𝑎=0.20, (b) 𝐿∗𝑎=0.51, and (c) 𝐿∗𝑎=0.84.

33 Jane Alexander, November 18, 2020



Fig. 7. Time delay between the incident peak arrival time and the (a) reflected peak arrival time at
PT2 and (b) transmitted peak arrival time at PT3.
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Fig. 8. Experimental and modelled DFT amplitudes for an off-line air pocket at 2.0 bar, 𝐿∗𝑎=0.51,
for (a) the first reflected pulse, and (b) the first transmitted pulse.
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Fig. 9. Root mean squared error for the MOC, SFR-LI, and SFR-PW models for compared to
experimental observations for (a) the first reflected pulse DFT, and (b) the first transmitted pulse

DFT.

36 Jane Alexander, November 18, 2020











-0
.4

-0
.20

0.
2

0.
4

(a
)

Ex
pe

rim
en

t
M

O
C

-L
I

SF
R

-L
I

SF
R

-P
W

-0
.4

-0
.20

0.
2

0.
4

H*

(b
)

0
0.

25
0.

5
0.

75
t*

-0
.4

-0
.20

0.
2

0.
4

(c
)

R
ef

le
ct

ed
 p

ea
k

In
ci

de
nt

 p
ea

k



-0
.20

0.
2

(a
)

Ex
pe

rim
en

t
M

O
C

-L
I

SF
R

-L
I

SF
R

-P
W

-0
.20

0.
2

H*

(b
)

0
0.

25
0.

5
0.

75
t*

-0
.20

0.
2

(c
)

Tr
an

sm
itt

ed
 p

ea
k



0

0.03

0.06

re
fl

(a)

MOC SFR

0 0.2 0.4 0.6 0.8 1
La *

-0.06

-0.02

0.02

tra
ns

(b)



0

5

10

15

20
|h

*|
(a)

Experiment
MOC-LI
SFR-LI
SFR-PW

0 10 20 30 40 50 60
 *

0

5

10

15

|h
*|

(b)

Experiment
MOC-LI
SFR-LI
SFR-PW



0 0.2 0.4 0.6 0.8 1
0

0.2

0.4

0.6

R
M

SE

(a)
MOC-LI SFR-LI SFR-PW

0 0.2 0.4 0.6 0.8 1
La *

0

0.4

0.8

R
M

SE

(b)




