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Abstract: Deteriorating and at-risk infrastructure assets should be maintained at acceptable 4 

conditions by asset management systems (AMSs) to ensure the safety and welfare of communities. 5 

Project-level AMSs have been proposed to optimize maintenance interventions in the life cycle of 6 

assets by incorporating probabilistic and complex models but at the expense of relatively high 7 

computation time.  To make complex project-level AMSs computationally applicable to all assets 8 

in a network, this paper presents a methodology to replace the time-consuming simulation modules 9 

of optimization algorithms with a trained machine learning model estimating life cycle cost analysis 10 

(LCCA) results. Deep neural network (DNN) models were trained on LCCA results of more than 11 

1.4 million semi-synthesized bridges based on the US National Bridge Inventory considering 12 

different intervention actions and uncertainties about condition ratings, hazards, and costs. Our 13 

findings show that the trained DNN models can accurately estimate the complex LCCA results 5 14 

order of magnitudes faster than simulation techniques. The proposed methodology helps 15 

practitioners reduce the optimization and LCCA computation times of complex AMSs to a feasible 16 

level for practical utilization. 17 
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Introduction 21 

Infrastructure assets are pillars of modern societies all over the world. Significant monetary 22 

resources are invested to maintain infrastructure assets at a safe and operational level. During the 23 

past two decades, hundreds of studies have focused on enhancing asset management systems at 24 

both the project and network levels (Chen and Bai 2019). Project-level asset management is the 25 

process of optimizing alternative actions such as maintenance, rehabilitation, and reconstruction 26 

(MRR) in the life cycle of an asset. Network-level project management refers to the process of 27 

selecting the best subset of projects from a pool of projects given a limited budget to maximize 28 

stakeholders’ utilities. 29 

 Studies proposing project-level asset management systems have usually employed complex 30 

models to consider various phenomena affecting the asset and use various optimization techniques 31 

to find the best set of actions in the life cycle of an asset (Arif et al. 2015; Chen et al. 2015; Cheng 32 

et al. 2020; France-Mensah and O’Brien 2018; Frangopol 2011; Ghodoosi et al. 2018; Kim and 33 

Frangopol 2018; Lagaros et al. 2013; Li et al. 2020; Miyamoto et al. 2000; Montazeri and Touran 34 

2019; Saydam and Frangopol 2015; Yang et al. 2019). This approach typically has two 35 

computational loops: 1) the simulation loop to model the uncertainties and evaluate the expected 36 

life cycle cost analysis (LCCA) results (Salimi et al. 2014; Yang et al. 2012), and 2) heuristic 37 

optimization algorithms to find the best set of actions under different constraints to optimize one 38 

or several objectives (Soliman et al. 2017; Yang et al. 2019). 39 

Depending on the type of asset management, this flexible framework (i.e., simulating life cycle 40 

events and optimizing actions) has its upsides and downsides. On the one hand, the framework 41 

allows researchers to assess and investigate the efficiency of various types of modeling techniques 42 

such as deterioration models, hazard response models, and optimization algorithms in project-level 43 

management. On the other hand, it is currently far from practical for application to each asset at the 44 

network level due to the framework’s relatively high computational time (Frangopol 2011). The 45 



computation time of project-level asset management systems that carry out Monte Carlo 46 

simulations (i.e., LCA) and optimization using heuristic algorithms is usually in the order of 47 

minutes (Kim and Frangopol 2018; Yang et al. 2012). However, this seemingly short amount of 48 

time becomes problematic if it is applied to a large network of assets. For example, if the MRR 49 

optimization of a bridge in its life cycle takes 5 minutes, it will take approximately 6 months to 50 

perform a similar process for the Texas network of bridges with more than 50,000 highway bridges. 51 

Needless to say, the more complex the models and uncertain the phenomena are as implemented in 52 

the optimization problem, the greater number of samplings and computational time is required. 53 

Both project- and network-level asset management must be conducted within a workable 54 

computation time so that the relevant agencies and decision-makers can analyze and evaluate a 55 

multitude of MRR alternatives (Patidar et al. 2011). The importance of low computation time has 56 

been raised in several studies (Frangopol 2011; Kandil et al. 2010; Patidar et al. 2011; Yang and 57 

Frangopol 2020; Yang et al. 2012). To bypass this obstacle, network-level asset management 58 

systems that are conducted as part of real-life decision-making tools have typically used simplified 59 

and deterministic models (e.g., IBMS (Sinha et al. 2009)). These models have been used to analyze 60 

complex phenomena governing the asset (e.g., non-probabilistic deterioration models (Yang and 61 

Frangopol 2020)), provide pre-defined MRR projects (e.g., DTREE in the Indiana bridge 62 

management system (Sinha et al. 2009)), and select the best subset of projects by heuristic project 63 

selection methods (e.g., incremental utility costs ration heuristics (Patidar et al. 2011)). While 64 

simplified models developed in previous studies have played a vital role in practical asset 65 

management to date, they are by design not able to fully capture complex natural and environmental 66 

phenomena (Sánchez-Silva et al. 2016). 67 

Given the importance of computation time in asset management, studies have employed 68 

different techniques such as parallel processing to reduce the computation time in different types 69 

of asset management systems (Kim and Frangopol 2018; Yang et al. 2012). Despite the 70 



improvements made by these studies, the development of a network-level asset management 71 

system based on an LCCA and optimization of assets with complex models has remained a 72 

challenge heretofore. Therefore, there is a need for a methodology that can reduce the LCCA 73 

computation time (the first computational loop of project-level asset management) to make much-74 

needed headway in network-level asset management without compromising complex models  (i.e., 75 

non-linear or probabilistic models). Machine learning models, such as deep neural networks, are 76 

characterized by their capabilities in learning complex correlations in a variety of systems. They 77 

have been widely used in different domains of knowledge for developing managerial and decision 78 

support frameworks, such as disaster assessment in transportation engineering (Yudi et al. 2020), 79 

hazard assessment of dam infrastructure (Rayan and H. 2020), construction costs of infrastructure 80 

assets (Ilker et al. 2020), project management and planning (Mohamad et al. 2021), and 81 

implementing renewable energies in communities (Jackson et al. 2020), in the past few years. 82 

To address the above-described limitations, this study puts forth a methodology to estimate 83 

LCCA results (e.g., costs and utilities) rather than regular sampling at the time of planning. The 84 

proposed methodology enables decision-makers and asset managers to reduce the computation time 85 

of complex LCCA of assets by abiding an acceptable overhead computation time for training a 86 

deep neural network model. Project-level asset management studies have used machine learning 87 

techniques in the components of LCCA rather than attempting to estimate the LCCA results. 88 

Therefore, the primary contribution of this study to the body of knowledge is proposing a 89 

methodology to reduce the computation time required for the LCCA by providing a clear set of 90 

procedures for synthesizing data and training a deep neural network to estimate the LCCA results. 91 

As a result, the MRR optimization of assets could be reached in a far shorter time frame, enabling 92 

MRR optimization of each asset in a network without compromising on the complex models and 93 

inherent uncertainties in the problem. Although bridges were used as an example asset, this 94 

methodology could eventually be applied to other types of assets. The source code of the LCCA 95 



framework of this study is available online in the GIAMS GitHub repository 96 

(https://github.com/vd1371/GIAMS) (Asghari and Hsu 2020). GIAMS is an open-source general 97 

infrastructure asset management system that has been previously developed by authors and is freely 98 

accessible online. The machine learning modeling was conducted in the Python programming 99 

environment by Tensorflow (Abadi et al. 2016), Keras (Chollet 2015), and Sci-kit learn (Pedregosa 100 

et al. 2011). The codes for training the neural networks are also fully available online 101 

(https://github.com/vd1371/XProject). 102 

 The rest of this paper is structured as follows. First, the main parts of the proposed framework 103 

are explained in the methodology section. Then, the key aspects of project-level bridge 104 

management, its components, and the LCCA module in this study are discussed, followed by a case 105 

study drawing upon data from the US National Bridge Inventory (NBI) to illustrate the capabilities 106 

of the proposed methodology. Finally, the results and further discussion of them are provided, 107 

followed by a summary of key conclusions. The result of this study reveals significant improvement 108 

in the computation time of complex LCCA with negligible prediction errors. 109 

Methodology 110 

An overview of the proposed methodology is presented in this section. This methodology primarily 111 

consists of three parts: 1) the LCCA module, 2) data synthesizing, and 3) machine learning model 112 

training. A high-level flowchart of the proposed methodology is shown in Fig. 1, followed by a 113 

brief discussion of each of the procedures and sub-procedures. 114 

Life cycle cost analysis 115 

The LCCA of an asset refers to the process of evaluating various costs such as construction and 116 

maintenance incurred by the asset during its life cycle (investment horizon). When multiple sources 117 

of uncertainties and stochastic phenomena exist, Monte Carlo (MC) simulation could be used to 118 

simulate all incidents, their consequences, and their corresponding costs. To briefly explain this 119 

approach, the first step is that the condition rating of assets, which is affected by deterioration, 120 



MRR activities, hazards, and post-hazard recovery actions, is simulated in a life cycle. In the next 121 

step, agency costs and stakeholders’ utilities due to MRR/recovery actions are calculated. Finally, 122 

user costs due to transportation delays, excessive fuel consumption, loss of lives, injuries, etc. are 123 

evaluated. Using statistical and probabilistic methods, quantitative representations of the 124 

simulation results are generated for further analysis and evaluation. These representations could be 125 

in the form of a simple average of user costs, agency costs, and utilities (Chen et al. 2015; Frangopol 126 

et al. 2017): 127 
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where 𝐶௎, 𝐶஺ and 𝑈 are expected user costs, agency costs, and utilities, 𝑋௜௧ is a binary parameter 128 

for action 𝑖 at 𝑡, 𝐶் is MRR user costs, 𝐶ெ is maintenance costs, 𝐶௅|ூெ and 𝐶ோ|ூெ are loss costs and 129 

recovery costs given a certain hazard with intensity measure of 𝐼𝑀, 𝑈 is the utility of actions, 𝑟 is 130 

the discount rate,  𝑇 is investment horizon, and 𝑁 is the number of simulations. 131 

Parametrizing LCCA 132 

Asset parameters, MRR actions, MC simulation parameters, and LCCA results can be converted 133 

into a vectorized form. The initial condition of elements, length, width, and degradation rates are 134 

some of the assets’ parameters. MRR actions are usually a vector of binaries in the management 135 

horizon. Simulation parameters could comprise parameters such as inflation rate, hazard 136 

occurrence probability and magnitude, and management horizon. These parameters, in their general 137 

form, that are incorporated in different models inside an LCCA computational core can be fed to a 138 

machine learning model for estimating LCCA results (Fig. 2) 139 



Sampling LCCA parameters and results 140 

A large number of samples are required to properly train an ML model. In this context, a large 141 

number of 𝑨, 𝑴, 𝑺, and 𝑹 vectors are required to ensure ML models can cover and predict all 142 

points of feature space. The 𝑴 (MRR actions) and 𝑺 (MC simulation parameters) could be sampled 143 

by selecting different actions for MRR plans and different approaches toward simulation. However, 144 

the variety of 𝑨′  (asset parameters) is not enough due to the limited number of real assets. 145 

Synthesized assets with imaginary parameters based on real assets could be fabricated for training 146 

the ML model. This process mostly resembles the data augmentation technique in computer science 147 

problems (Redmon et al. 2016) where collecting more data is expensive or impossible. Since the 148 

number of infrastructure assets is limited, synthesizing fabricated assets is an appropriate method 149 

to generate a sufficient number of data samples for training an ML model. The number of required 150 

samples for having reliable predictions is affected by the feature space size and complexity of the 151 

problem. In the present case, millions of assets with different MRR actions and MC settings would 152 

be required to train an ML model with acceptable prediction errors. 153 

Estimating LCCA results 154 

Results of the LCCA computational core can be estimated by a machine learning model if enough 155 

LCCA samples for different bridges and MRR actions are available. The abstract idea of this 156 

methodology is depicted in Fig. 2. Within this process, all or a subset of parameters could be used 157 

for machine learning training purposes. The subsets of parameters include some variables given 158 

the experts’ and practitioners' requirements. For example, the inflation rate could be considered as 159 

a constant in one study and a variable in another. The constants should be omitted to avoid 160 

increasing the dimension of the problem without adding information in the dataset for training ML 161 

models. Finally, estimation performance and the accuracy of results of a trained machine learning 162 

model can be validated by statistical measures such as correlation coefficient and common 163 

prediction metrics such as mean absolute percentage error. Depending on problem complexity, 164 



sample size, and feature space size, different machine learning models are subject to strengths and 165 

limitations and provide different levels of performance and accuracy. 166 

Applicability of different machine learning models 167 

The deep neural networks (DNN) model is an appropriate choice for estimating the results of LCCA 168 

because of three main reasons. First, DNN models have been characterized to be universal 169 

approximators that can capture any degree of non-linearity. LCCA of assets with stochastic and 170 

non-linear models as well as their results are inherently complex and highly non-linear. A candidate 171 

ML model must be able to be trained accurately on this type of dataset. Therefore, linear-based 172 

models such as simple linear regression, Lasso, and ridge would not yield satisfactory predictions. 173 

Second, DNN models are updatable. This means that DNN models can be updated with continuing 174 

training with the addition of new observations. Since sampling and training on a large dataset might 175 

take numerous steps, it would be time-consuming to start training from scratch after receiving new 176 

observations. Therefore, decision tree-based models (e.g., random forest, boosting algorithms), k-177 

nearest neighborhood, and support vector machine regression algorithms would be inefficient. 178 

Third, DNN training time on big datasets is relatively shorter than other algorithms given recent 179 

advances in data science programming libraries/packages. Using graphical processor units (GPU) 180 

computational power, for example, Tensorflow (Abadi et al. 2016) can train complex DNN models 181 

on regular computers in a relatively short amount of time. The need for a feasible computation time 182 

during training sessions renders support vector machines model unsuitable for this methodology. 183 

Deep neural networks 184 

The deep neural networks model is an algorithm widely used in both academic literature and 185 

industrial problems. Layers of nodes and neurons interconnected with non-linear activation 186 

functions establish a non-linear relationship between the input parameters (independent variables) 187 

and target parameters (dependent variables): 188 

𝒍𝒊 ൌ 𝜎ሺ𝑾௜𝒍௜ିଵ ൅ 𝒃𝒊ሻ ( 4) 



where 𝜎 is the activation function of each layer, 𝒍௜ and 𝒃௜ are the vectorized results and bias vector 189 

of layer 𝑖, and 𝑾 is the vectorized nodes’ weight. Notably, 𝒍଴ and 𝒍௡ refer to the input vector and 190 

target value in a DNN structure with 𝑛 layers. 191 

 A variant of gradient descent algorithms (e.g., RMSProp, Adam) can be used to optimize the 192 

weights and biases to maximize the similarity between the predicted and actual target values. Table 193 

1 summarizes some of the most common cost functions such as the mean of squared error (MSE), 194 

mean of absolute errors (MAE), or mean of absolute percentage error (MAPE). DNN models have 195 

several other hyperparameters (e.g., number of hidden nodes and layers, activations functions, and 196 

optimizer) that must be tuned before training. Although hyperparameters tuning is a craft of 197 

experience, guidelines have been proposed to optimize this process (Ng 2016). 198 

Case study: bridge management systems 199 

In this section, an illustrative example of the proposed methodology using LCCA in bridge 200 

management systems is provided. Bridges are one of the most important infrastructure assets of a 201 

community and have been the focus of many studies by the end of the 2020s (Chen and Bai 2019). 202 

GIAMS, an open-source and freely accessible general infrastructure asset management platform 203 

(Asghari and Hsu 2020), is used to evaluate the results of the life cycle analysis of bridges in this 204 

example. In this section, first, a brief overview of project-level bridge management systems is 205 

provided. Then, details of parametrizing and sampling LCCA results in this example are provided 206 

followed by further details of DNN training. 207 

LCCA of bridges in project-level management 208 

Project-level bridge management systems aim to find the optimal set of actions in the life cycle of 209 

a bridge given a limited budget and other constraints (FHWA 2012). Depending on the type of 210 

study and problem, deterministic optimization methods such as linear programming (Thompson et 211 

al. 1998) or heuristic optimization methods such as genetic algorithm (Kim and Frangopol 2018) 212 

could be used to minimize the costs and maximize the utilities.  213 



Condition rating and monitoring 214 

Bridge elements such as deck, superstructure, and substructure deteriorate over time due to various 215 

reasons such as traffic loads and environmental stresses. The condition of these elements should be 216 

inspected periodically for further analysis. For example, the bridge data in the US is collected every 217 

24 months and stored in the NBI (FHWA 2012). The condition rating system of bridge elements 218 

varies in different BMSs. For example, the NBI uses a discrete condition rating from 0 to 9, which 219 

is summarized in Table 2. In addition, HAZUS damage states are mapped to the NBI condition 220 

rating and shown in this table. 221 

Markovian deterioration 222 

Deterioration is the first and main source of uncertainty that affects the condition of bridges and 223 

outcomes of LCCA. The first-order Markovian process is a common method for modeling the 224 

probabilistic phenomenon of deterioration in infrastructure management when the condition ratings 225 

are discrete (Sinha et al. 2009; Thompson et al. 1998). The first-order Markov chain is used based 226 

on the assumption that the state of a system at 𝑡 ൅ 1 (𝑆௧ାଵ) is solely a function of the state at 𝑡 227 

(Ross 2010). Although time-independent transition probabilities between states (i.e., Prሺ𝑆௧ାଵ ൌ228 

𝑗 | 𝑆௧ ൌ 𝑖ሻ ) are usually used (Ross 2010; Thompson et al. 1998), time-dependent transition 229 

probabilities as a function of elements’ age have also been proposed (Sinha et al. 2009) to model 230 

deterioration of elements. Deterioration rates of bridge elements in this case study are based on the 231 

proposed rates in IBMS (Sinha et al. 2009). 232 

Probabilistic hazards and responses 233 

Hazards and the hazard responses of assets are within the second category of uncertainties in this 234 

study. Although hazards are rare incidents, they usually lead to enormous subsequent losses. 235 

Hazard occurrence and sampling could be modeled with the Poisson process (Li et al. 2020): 236 

𝑝ሺ𝑛ሻ ൌ
ሺ𝜆𝑡ሻ௡𝑒ିఒ௧

𝑛!
 

( 5) 



where 𝑝ሺ𝑛ሻ is the probability of 𝑛 occurrences with an occurrence rate of 𝜆 in 𝑡 units of time. The 237 

response of a bridge to an earthquake occurrence could be evaluated by the fragility curves 238 

proposed in the HAZUS (FEMA-NIBS 2003). Fragility curves, Eq. ( 6), yield the probability 239 

(𝑃ௌஹௌ೔|ூெ) of exceeding a damage state 𝑆௜ given an earthquake intensity (𝐼𝑀): 240 
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where 𝑚ௌ೔
 and 𝛽ௌ೔

 are the median and standard deviation of ground motion intensity, and 𝛷 is the 241 

standard normal cumulative distribution function. However, the parameters of the fragility curves 242 

proposed in the HAZUS govern intact assets and not deteriorated ones. In other words, this 243 

approach provides a similar probability of exceedance from damage states for both intact and 244 

degraded assets. Other studies (Dong et al. 2014; Ghosh and Padgett 2009) have suggested time-245 

variant fragility curves to incorporate deterioration due to corrosion into seismic performance 246 

evaluation and finding the conditional probability of damage states in response to earthquakes. 247 

Inspired by the HAZUS methodology and without loss of generality, state-dependent fragility 248 

curves are used in this study to overcome this limitation. In this approach, the probabilities of 249 

exceedance from the deteriorated state to the collapsed state are normalized to keep the sum of 250 

probabilities equal to 1. As a result, the probability of exceeding a damage state from state 𝑆௝ could 251 

be quantified as: 252 
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The condition rating corresponding to a damage state can be found in Table 2 which maps the two 253 

systems based on their descriptions. Notably, although HAZUS – MH2.1 does not provide 254 

information regarding casualty data and losses for bridges, the methodology holds for other assets 255 

and their response that would yield different losses. 256 



Costs volatility 257 

Costs volatility is the third source of uncertainty in this study. The uncertainty in costs stems from 258 

factors such as fuel price and average daily traffic. The Wiener process has been extensively applied 259 

for short/long-term modeling of uncertain prices and values in finance and economics (Brennan 260 

and Schwartz 1976; Capasso et al. 2020; George and George 2018; Hirsa and Neftci 2013; Kim et 261 

al. 2017; Kim and Lee 2018; Pindyck 1993; Ross 2010). It has also been employed in the 262 

construction domain similarly (Ashuri et al. 2012; Ilbeigi and Ashuri, Baabak Hui 2014). The 263 

Wiener process is a category of stochastic processes for modeling continuously volatile market 264 

prices and indicators (Hirsa and Neftci 2013). Consistent with these studies, it is assumed that user 265 

costs volatility follows the Wiener process with drift, Eq. ( 8), in this study: 266 

𝑣ሺ𝑡ሻ ൌ 𝑣଴ ൅ 𝜂𝑡 ൅ 𝜎𝑊௧ ( 8) 

where 𝑊௧  is the Wiener process, 𝜂  is the drift ratio (the trend of costs) and 𝜎  is the standard 267 

deviation (volatility of costs), and 𝑣଴ is the initial value. The drift ratio and standard deviation of 268 

Eq. ( 8) can be fine-tuned and calibrated with historical data. 269 

MRR plans and recovery actions 270 

Maintenance, rehabilitation, reconstruction, and do nothing are four typical actions that are planned 271 

for assets in a time horizon (Hawk and Small 1998; Sinha et al. 2009; Thompson et al. 1998). Fig. 272 

3 also shows a possible MRR plan of a bridge in this case study consisting of these possible actions 273 

(i.e., 0: do nothing, 1: maintenance, 2: rehabilitation, 3: reconstruction), represented as a 2-D vector. 274 

Recovery actions refer to a set of actions that should be undertaken after the occurrence of a hazard 275 

to restore the asset to an acceptable service level. The effectiveness of MRR activities and recovery 276 

actions were inspired by previous BMSs, such as BRIDGIT (Hawk and Small 1998), or rationally 277 

assumed (i.e., the condition rating of the asset after recovery actions will be similar to that of NBI 278 

rating 8). 279 



User costs, agency costs, and utilities 280 

User costs MRR actions for bridges are mainly incurred because of delays in the transportation 281 

times of users and commuters. These costs can be modeled as a function of fuel price and workers' 282 

hourly wage. The user costs functions that are implemented in this study are based on the estimates 283 

provided by the Texas Department of Transportation (2020): 284 
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where 𝐶௎ is the total user costs, 𝐶ௗ is costs due to travel delay, 𝐶௙ is costs due to excessive fuel 285 

consumption, 𝑇 is project duration, 𝐴𝐷𝑇 is average daily traffic, 𝐿ଵ is the length of the bridge or 286 

MRR projects, 𝐿ଶ is the length of detour (alternate road), 𝑉௔ is average speed prior to construction, 287 

𝑉௕ is the average speed during construction, 𝑉௖ is the average speed in the detour, 𝑝் is the truck 288 

percentage, 𝑝௔ is the percentage of drivers that would use detour, 𝐶ௗ೅
 and 𝐶ௗು

 are values of travel 289 

time for trucks and personal vehicles, 𝐶௙೅
 and 𝐶௙ು

 are marginal costs of trucks and personal 290 

vehicles fuel burn. Further details regarding costs and other parts of user costs formulas can be 291 

found in (TexasDOT 2020). 292 

 Agency costs refer to the direct monetary resources that must be invested in the maintenance, 293 

rehabilitation, or reconstruction of bridges (or assets in general). These agency costs could be 294 

formulated as a function of the design type of the bridges, element type, material, and area or 295 

volume of the project. Sinha et al. (2009) proposed using the Cobb-Douglas production function 296 

(Nicholson and Christopher 2011) for estimating the agency costs: 297 

𝑐 ൌ 𝐴 ൈ 𝐿ఈ ൈ 𝑊ఉ ( 12) 

where c is estimated project costs, 𝐴, 𝛼, 𝛽 are regression coefficients, 𝐿 and 𝑊  are lengths and 298 

width of bridges. Given the type of project, elements type, and materials, regression coefficients in 299 



Eq. ( 12) could differ from one another. These regression coefficients and further details could be 300 

found in (Sinha et al. 2009). 301 

 Utility theory has been widely used to measure how appealing an MRR plan is to the agencies 302 

and decision-makers. In this study, the utility of MRR actions regarding deck, substructure, and 303 

superstructure of bridges are (Bai et al. 2013): 304 

𝑢஽஼ ൌ 122.75 ൈ ሺ1 െ 𝑒ି଴.ଵଽ௫ሻ ( 13) 

𝑢ௌ௉ ൌ 119.13 ൈ ሺ1 െ 𝑒ି଴.ଶ଴ଷ௫ሻ ( 14) 

𝑢ௌ஻ ൌ 119.49 ൈ ሺ1 െ 𝑒ି଴.ଶ଴ଶ௫ሻ ( 15) 

where 𝑢஽஼, 𝑢ௌ௉, 𝑢ௌ஻ are utility of deck, super structure, and substructure with a condition rating of 305 

𝑥. Consequently, the utility of an action can be quantified as: 306 

𝑈 ൌ 𝑢ଶ െ 𝑢ଵ ( 16) 

where 𝑢ଶ and 𝑢ଵ are the utility of the element after and before conducting an MRR action. Multi-307 

attribute utility theory is usually used to combine several utilities into one to simplify the 308 

optimization process (Bai et al. 2013; Frangopol et al. 2017). Accordingly, the weighted sum of 309 

bridge elements’ utilities with equal weights is used as the total utility in this case study. 310 

The LCCA module 311 

Monte Carlo simulation is usually used to consider the uncertainties and calculate the expected 312 

values of outcomes (i.e., user costs, agency costs, and utilities). Although other factors such as 313 

reliability, sustainability, and risk could also be quantified and analyzed for each MRR plan in a 314 

life cycle (Frangopol et al. 2017), this study focuses on the average of the user costs, agency costs, 315 

and utilities without loss of generality. The current implemented LCCA module in GIAMS can 316 

yield agency costs, user costs, and utility of implementing a proposed MRR plan in the investment 317 

horizon of a bridge/network. Details of the computational steps in the LCCA module and relations 318 

among the implemented models in the case study are provided in Table A1 in Appendix A. 319 



LCCA parameters of bridges 320 

LCCA parameters can be divided into three main groups: 1) constants which are the underlying 321 

assumptions in this case study, 2) variables which are bridge specific parameters, and 3) MRR 322 

plans which are possible timings for conducting maintenance, rehabilitation, or reconstruction of a 323 

bridge. These parameters, including their value or range of values, are summarized in Table 3. 324 

Sampling bridge LCCA parameters and results 325 

Bridges’ characteristics, MRR plans, and environmental factors are randomly synthesized to 326 

generate sample bridges based on the Indiana bridge network available in NBI. After conducting 327 

LCCA for each sample bridge, the life cycle analysis results, as well as other related parameters, 328 

are stored in a dataset for training machine learning models. Each synthesized bridge with its 329 

random MRR plan is a point in the feature space for the machine learning model. Accordingly, 330 

more than 1.4 million synthesized bridges (samples) with random MRR plans were sampled and 331 

analyzed. Considering deterioration, earthquakes, and user costs as main sources of uncertainties, 332 

approximately 1000 simulations were required to reach a 95% confidence interval for the LCCA 333 

results. This estimation was derived based on the central limit theorem which states the average of 334 

simulations results follows the normal distribution with an average of 𝜇௫̅ and standard deviation of 335 

ఙ

√௡
 for 𝑛  iterations. Accordingly, the confident interval, Eq. ( 17), and a minimum number of 336 

iterations, Eq. ( 18), could be derived by (Law and Kelton 2000): 337 

േ𝑍ఈ/ଶ
𝜎଴

√𝑛
 ( 17) 

𝑛 ൒ ൭
𝑍ఈ

ଶ
ൈ 𝜎଴

𝜖
൱ ( 18) 

where 𝜎଴ is initial estimate of standard deviation and 𝜖 maximum allowable error. In this study, 338 

1% of the initial estimate of mean was set as the maximum allowable error (𝜖). Table 4 provides a 339 

statistical summary of the synthesized LCCA target value results (i.e., covering user costs, agency 340 

costs, and utility). 341 



Estimating LCCA of bridges with DNN 342 

Data preprocessing 343 

The LCCA parameters must be normalized, encoded, and pruned to be able to be fed to machine 344 

learning models because of redundant parameters, nominal parameters, ordinal parameters, and 345 

differences in the ranges of continuous variables. First and foremost, redundant variables (constants 346 

for all samples) should be eliminated to reduce the dimensionality while maintaining useful 347 

information from datasets. Constant parameters such as the number of elements are removed since 348 

they are shared among all samples and will have an adverse effect on the ML model training. More 349 

importantly, not all variable parameters equally affect the three main outputs (i.e., user costs, 350 

agency costs, and utility) of the LCCA. For example, detour length affects the user cost while it 351 

does not affect agency costs and utilities. To reduce dimensionality and consequently prevent the 352 

learning models from overfitting, three different subsets of the dataset were created for user costs, 353 

agency costs, and utilities with redundant features removed. These three datasets contain several 354 

parameters such as condition ratings in common and some parameters exclusively. Table 5 355 

summarizes the parameters that are excluded from each dataset. Second, one-hot encoding is used 356 

to convert nominal parameters (e.g., material, road type, HAZUS classification) into a string of 357 

binaries. Each nominal parameter with 𝑘 categories is converted to 𝑘 െ 1 binary parameters by 358 

one-hot encoding. Also, MRR actions for each year were converted from categorical to binary 359 

variables in a different manner. Do nothing, maintenance, rehabilitation, and reconstruction were 360 

first converted to integers, 0, 1, 2, 3, respectively. Then these integer values were converted to 361 

binary values (e.g., 3 was converted to 1, 1). As a result of encoding MRR actions and one-hot 362 

encoding of other categorical variables, 32 parameters of simulation and bridges’ characteristics 363 

and 30 parameters of a 20-year horizon MRR plan for three elements were converted to a total of 364 

122 normalized and binary parameters. Finally, since the range of continuous variables varies, they 365 

should be normalized to a range between 0 and 1 for ML training: 366 



𝑁ሺ𝐗𝒊ሻ ൌ
𝐗𝒊 െ min ሺ𝐗𝒊ሻ

maxሺ𝐗𝐢ሻ െ minሺ𝐗𝒊ሻ
 ( 19) 

where 𝑁ሺ𝐗𝒊ሻ, minሺ𝐗𝒊ሻ, max ሺ𝐗𝒊ሻ are the normalization, minimum, and maximum of the parameters 367 

𝐗𝒊. Similarly, normalization should be applied to ordinal parameters (e.g., condition ratings). 368 

Hyperparameter tuning 369 

Following the work of (Asghari et al. 2020), DNN hyperparameters including, but not limited to, 370 

optimization algorithm, activation functions, cost function, type, and the number of layers were 371 

determined in this study and are summarized in Table 6. 372 

 A number of these hyperparameters are set given the nature of the problem. For example, linear 373 

function is suggested as the final layer activation function for regression tasks (Ng 2016). Some of 374 

the hyperparameters, including Adam optimizer as the optimization function (Kingma and Ba 375 

2015), ReLu as the hidden layer activation functions (Xu et al. 2015), tanh as the input layer 376 

activation function (Ng 2016), are reportedly recommended in the literature based on their superior 377 

performance in comparison to their counterparts. Considering the convergence speed and 378 

prediction accuracy, batch sizes are suggested to be relatively small and a power of 2 (Keskar et al. 379 

2017). The slicing proportions are arbitrary values that are set based on dataset sizes. To further 380 

illustrate, smaller test size portions can be used for big datasets (Ng 2016). Early stopping as a 381 

regularization technic can be used to terminate optimization when there is no improvement in the 382 

accuracy of prediction results on the cross-validation set (Ng 2016). To this end, a large number of 383 

epochs (iterations of optimization) is used not to terminate the optimization before early stopping 384 

technic does. Starting from smaller neural networks with few hidden nodes and one hidden layer, 385 

different structures should be trained and tested to minimize improve prediction accuracy (reduce 386 

the variance problem). After finding a structure for the neural networks that can yield acceptable 387 

prediction results (with low variance problem), L1 or L2 regularization technics can be used to 388 

mitigate possible overfitting problem (minimize difference between the prediction results on test 389 

set and train set) (Ng 2016). Depending on the type of training goals, cost function considerably 390 



impacts prediction accuracy and training time. In this study, for example, the range of user cost 391 

values is relatively large. If MSE or MAE are chosen as the cost function of DNN to model user 392 

costs, the model would try to fit on larger values to attain the lowest possible MSE at the cost of 393 

neglecting smaller values. Therefore, by normalizing errors, MAPE would be a better choice for 394 

the cost function of the DNN model in this study. To compare the effectiveness of cost functions 395 

in this study, Fig. 4 depicts the MAPE of predictions for 3 different cost functions after 100 epochs 396 

of training. 397 

Results and Discussion 398 

Calculation of each LCCA using the GIAMS platform and considering the three sources of 399 

uncertainties takes 5.3 seconds. The LCCA of the synthesized bridges were analyzed and evaluated 400 

using an Intel(R) Xeon(R) E5-2697 CPU, 128 GB RAM, with 72 logical processors. Through 401 

leveraging parallel processing and using all 72 processors, the whole bridge sampling session took 402 

nearly 31.5 hours. Then the dataset was normalized, encoded, and pruned to form three datasets for 403 

training three models for user costs, agency costs, and utility. The neural networks training process 404 

was conducted by GPU NVIDIA Quadro P620 and with specialized libraries required for GPU 405 

training including CUDA 10.1, and cuDNN 7.4. The training session took approximately 57 406 

minutes. 407 

 Other machine learning models (i.e., decision trees, random forest, shallow neural network, 408 

and linear regression) are trained to compare their results with that of the trained DNN model. 409 

Following previous studies (Wang et al. 2020), the hyperparameters of these models were set as 410 

follows: A) Decision tree: maximum branching depth = 5, minimum samples in each leaf for 411 

splitting = 2, minimum samples to be in each leaf = 1, B) Random forest: number of trees = 500, 412 

number of features to look for when splitting = all features, maximum branching depth = 5, 413 

minimum samples in each leaf for splitting = 2, minimum samples to be in each leaf = 1, C) Shallow 414 

neural network: similar to the proposed DNN but with only one layer, D) Linear regression: 415 



ordinary least squares (OLS) regression. Notably, the high computation time of support vector 416 

machine and k-nearest neighbors on large datasets made them infeasible for evaluation in this 417 

study. Since the ranges of the user and agency costs are large, the MSE values are misleading and 418 

vague for assessing the prediction performance of the regression models in this study. Therefore, 419 

R-squared and MAPE among other prediction accuracy metrics are provided. The results of the 420 

regression analyses for all the models trained on the test sets are summarized in Table 7, and the 421 

corresponding graphs for visual validation of the regression analysis results are also provided in 422 

Fig. 5. 423 

 With an R2 of more than 0.98 and MAPE of less than 2% in all models, the numerical results 424 

of the regression analysis are satisfactory. These results could also be visually validated in Fig. 5, 425 

where the predicted values are drawn against actual values for user cost, agency cost, and utility. 426 

In addition, based on the results shown in Table 7, DNN outperformed other models by a large 427 

margin, demonstrating it to be a viable approach.  428 

 The computation time of the LCCA module in GIAMS with three sources of uncertainties, as 429 

well as that of the estimators, is provided in Table 8. Although the data synthesis and training of 430 

the models are relatively time-consuming during the training phase, the LCCA estimation is far 431 

less time-consuming during the analysis phase. After completing the overhead computation time 432 

for sampling and training, the trained DNN model can estimate the LCCA results and yield similar 433 

outcomes with an acceptable range of errors 5 order of magnitudes faster than the regular MC 434 

simulation method. This trade-off is especially beneficial in terms of computational time if LCCA 435 

is to be conducted millions of times in the optimization procedure. Drawing upon the previous 436 

discussion on the Texas highway bridges, computation for finding the optimal MRR of each bridge 437 

could theoretically be reduced to approximately 105.5 hours from 6 months (assuming optimization 438 

by genetic algorithm with 200 generations, 200 individuals in each generation, 50,000 assets, and 439 

12 computational processors). 440 



 The proposed methodology, i.e., estimation of LCCA results using machine learning models, 441 

could be used across different domains of asset management to reduce the computational time of 442 

life cycle optimization. Complex models, different sources of uncertainties, and their consequently 443 

large computation time for LCCA are the main barriers to upscaling advanced LCCA frameworks 444 

for application to large networks. This methodology could tackle this limitation and be applied to 445 

various types of assets such as pavement, railways, and buildings. Notably, the number and range 446 

of features affect the asset synthesizing (data augmentation) step. If the management horizon 447 

increases from 20 years to 40 years and 4 elements are considered instead of three, 100 new features 448 

will be added to the dataset. The issue of dimensionality affects both the LCCA and life cycle 449 

optimization, making them even further unfeasible for use in network-level management. However, 450 

the proposed methodology would only require more synthesized samples so that the machine 451 

learning model could accurately be trained. 452 

Conclusions 453 

This paper puts forward a new methodology to reduce the LCCA computation time by estimating 454 

the LCCA results of an asset using deep neural networks. Complex project-level asset management 455 

systems that search for the optimal MRR plan of an asset could not be applied for each asset of a 456 

network because of their high computational costs. Due to this issue, asset management systems 457 

applied in real life usually use simplified models to assign an MRR plan to each asset in a network. 458 

To overcome this challenge, DNN models were trained on datasets consisting of numerous 459 

synthesized bridges based on the US NBI with randomly generated MRR plans and corresponding 460 

LCCA results. Since three sources of stochastic uncertainties were present in the LCCA mode, the 461 

LCCA results of each bridge were derived from the Monte Carlo simulation. The three DNN 462 

models for the user costs, agency costs, and utility had satisfactory prediction results (i.e., MAPE 463 

less than 2%, R-squared more than 0.98). DNN is an appealing option because it can: 1) be updated 464 

after observing new samples, 2) capture any degree of non-linearity in complex datasets, and 3) be 465 



trained on large datasets with reasonable computation time. Although this methodology has a 466 

relatively large overhead computational cost, the trained DNN models can yield similar results but 467 

hundreds of times faster than the Monte Carlo simulation that is used in the MRR plan optimization 468 

of an asset by heuristic optimization algorithms. 469 

 The main limitation of this study is the modeling approach toward uncertain phenomena such 470 

as earthquake occurrence, user costs volatility, and deterioration. However, without the loss of 471 

generality of the proposed methodology, more complex and advanced models could be used to 472 

imitate the underlying phenomena in the LCCA of assets in the analysis. Bridge management is a 473 

discipline with great importance in infrastructure asset management, though other assets such as 474 

pavement and railway could be studied with the same methodology. Theoretically, more data 475 

samples could improve DNN prediction results. Therefore, synthesizing more assets could lead to 476 

constructing near-perfect machine learning models. 477 

 The proposed flexible methodology for estimating the LCCA results by training a DNN model 478 

provides the opportunity to use more complex models in the MRR optimization of each asset in a 479 

network. Filling the gap between academic and applied project-level AMSs, this methodology 480 

enables practitioners and decision-makers to possibly identify more advantageous MRR strategies 481 

by incorporating probabilistic, non-linear, and other advanced techniques into their long-term 482 

planning. Future research could compare the MRR optimization results of Monte Carlo simulation 483 

and trained DNN models. Further research could focus on utilizing the proposed methodology in 484 

other infrastructure asset management systems such as pavement management systems and 485 

investigate the efficacy of the results. 486 

Appendix A 487 

Table A1. Algorithm of the LCCA module in the case study 488 

1: 
Input: Range of bridge characteristics and 
simulation parameters 

// Table 3 

2: 𝐶௨ೕ
, 𝐶௔ೕ

, 𝑈௝ = 0, 0, 0 // 𝐶௨, 𝐶௔, 𝑈௝: holders for user costs, agency costs, 
and utilities for each element 𝑗 

3: MRR = A synthesized MRR plan // Synthesizing an MRR plan 



4: BRG = A synthesized bridge // Using values of Table 3 
5: SIM = Synthesized simulation parameters // Using values of Table 3 
6: for 𝑛 ∈ ሼ0, 1, … , 𝑁ሽ do:  // 𝑁: Number of simulations 

7:     𝐶′௨ೕ
, 𝐶′௔ೕ

, 𝑈′௝ = 0, 0, 0 
// 𝐶′௨, 𝐶′௔, 𝑈′௝: holders for user costs, agency 
costs, and utilities for each element 𝑗 in each 
round of simulation

8:     𝐻 = A generated hazard sample 
// Based on hazard distribution characteristics of 
SIM parameters and Eq. ( 5) 

9:     for t ∈ ሼ0, 2, … , 𝑇ሽ do: // 𝑇: Management horizon in SIM parameters 
10:         for 𝑗 ∈ ሼ𝑒𝑙𝑒𝑚𝑒𝑛𝑡𝑠ሽ: // for each element in the bridge 
11:             if 𝑡 in 𝐻:  

12:                 find 𝑆௝
ᇱ // 𝑆ᇱ: State of the bridge in response to hazards 

given BRG parameters and Eq. ( 7) 

13:                 𝑅𝐶 = find recovery plans 
// Finding proper recovery actions based on the 
recovery model 

14:             if 𝑡 in 𝑅𝐶:  

15:                 find 𝐶′௔ೕ
, 𝐶′௨ೕ

 
// Find costs based on Eq. ( 8)– Eq. ( 12) and 
corresponding models1, 2 given SIM and BRG 
parameters

16:                 find 𝑆௝
ᇱ 

// 𝑆ᇱ: State of the bridge element after recovery 
based on the recovery model and guidelines in 
literature3 

17:             elif t in MRR and action != DONOT:  

18:                 find 𝐶′௔ೕ
, 𝐶′௨ೕ

, 𝑈′௝ 

// Find costs based on Eq. ( 8)– Eq. ( 12) and 
corresponding models1, 2  and find utilities based 
on Eq. ( 13) to Eq. ( 16) and corresponding 
models4 given SIM and BRG parameters 

19:                 find 𝑆௝
ᇱ  

// 𝑆ᇱ: State of the bridge element after MRR 
actions based on the recovery model and 
guidelines in literature3 

20:             else:  

21:                 find 𝑆௝
ᇱ // 𝑆′: State after degradation based on degradation 

model1 and BRG

22: 

            𝐶′௨ೕ
൅ൌ 𝐶′௨ೕ

/ሺ1 ൅ 𝑟ሻ௧ 

            𝐶′௔ೕ
൅ൌ 𝐶′௔ೕ

/ሺ1 ൅ 𝑟ሻ௧ 

            𝑈′௝൅ൌ 𝑈′௝/ሺ1 ൅ 𝑟ሻ௧ 

// Adding discounted user costs, agency costs, and 
utility of actions for each element to its 
corresponding holder in each round simulation 

23:             𝑆௝ ൌ 𝑆௝
ᇱ // Update state of bridge element 

24:             agej = Update age of element 𝑗 
// Update age of each element given the type of 
actions

25:         end for  

26: 

    𝐶௨௝ ൌ ሺ𝐶௨௝ ൈ ሺ𝑛 െ 1ሻ ൅ 𝐶௨௝
ᇱ ሻ/𝑛 

    𝐶௔௝ ൌ ሺ𝐶௔௝ ൈ ሺ𝑛 െ 1ሻ ൅ 𝐶௔௝
ᇱ ሻ/𝑛 

    𝐶௨௝ ൌ ሺ𝐶௨௝ ൈ ሺ𝑛 െ 1ሻ ൅ 𝐶௨௝
ᇱ ሻ/𝑛 

// Updating user costs, agency costs, and utilities 
for finding the average results of Monte Carlo 
simulation 

27: end for  

28: return 𝐶௨ೕ
, 𝐶௔ೕ

, 𝑈௝  

Note: 1- (Sinha et al. 2009), 2- (TexasDOT 2020), 3-(Hawk and Small 1998), 4- (Bai et al. 2013) 489 

Data Availability Statement 490 

Some or all data, models, or code that support the findings of this study are available from the 491 

corresponding author upon reasonable request 492 
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