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Abstract: The propensity score (PS) based method has been increasingly used in road safety evaluation studies. 10 

However, several major considerations regarding its implementation arise when using the PS method. First, 11 

as is well known, the PS method is ‘data hungry’ in terms of the number of treated and control units, however, 12 

it is sometimes difficult and time-consuming to construct a large sample especially in road safety studies. It 13 

would be helpful to better understand how to choose a proper sample size, as well as the ratio of the number 14 

of treated units to the control ones. Second, the criteria used for covariates selection of the PS model were not 15 

fully consistent across the existing road safety evaluation studies. Due to the complicated mechanisms behind 16 

the implementation of road safety measures and policies, including all relevant covariates that affect both the 17 

selection into treatment (i.e., implementation of road safety measures) and the outcomes (i.e., road accidents) 18 

is impossible. In this paper, we conduct a simulation study to investigate such issues and provide some 19 

practical suggestions for road safety evaluations. The estimator considered in this study is the inverse 20 

probability weighting (IPW) estimator based on the PS. Our results suggest that the bias and variance of the 21 

estimated treatment effect will remain stable when the sample size reaches a certain level. A proper sample 22 

size is the one that ensures relevant covariates achieve acceptable balance. Regarding the issue of covariates 23 

selection, including the covariates that significantly affect the road accidents is recommended, regardless of 24 

whether they affect the implementation of road safety measures. This study also proposes practical procedures 25 

for using the IPW estimator to evaluate the effects of road safety treatments. 26 
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1 Introduction 1 

Road safety has been a major issue in contemporary societies. A variety of different road safety treatments (or 2 

measures) have been implemented, including policies, legislation and enforcement, physical changes to the 3 

network, and other general-purpose measures which directly or indirectly affect traffic conditions, driver 4 

behaviors, and travel environment (Li et al., 2019). Hence, there is a growing need to evaluate the performance 5 

and effectiveness of such road safety treatments. 6 

 7 

In road safety evaluation studies, the safety effect of a treatment is defined as an expected reduction in target 8 

accident following the implementation of the treatment (Elvik, 1997). In most cases, treatments are not 9 

randomly assigned to units (i.e., locations or road segments) as they are targeted at specific road safety 10 

concerns. Therefore, the observed relationship between the road safety treatment and road accidents may be 11 

subject to confounding. Confounding factors are the variables that influence both the treatment assignment 12 

and the outcomes. For instance, regression to the mean (RTM) is a well-known manifestation of confounding 13 

that arises in the presence of ‘selection bias’ (Graham et al., 2019). 14 

 15 

Over several decades, numerous statistical approaches have been applied in road safety evaluation studies. 16 

The empirical Bayes (EB) method is one of the most popular approaches, which is viewed as a statistically 17 

defensible means of increasing the precision of estimation and accounting for the confounding effects that 18 

arise via RTM (Hauer, 1997, 2002; Persaud and Lyon, 2007). However, the EB method needs a control group 19 

that is similar to the treatment group in baseline characteristics (Hauer, 1992). When this assumption is 20 

violated, the performance of EB can be adversely affected (Lord and Kuo, 2012; Wood and Donnell, 2017). 21 

In the recent literature, the propensity score (PS) method developed by Rosenbaum and Rubin (1983) has been 22 

increasingly used for road safety evaluation as a response to the potential limitations of the EB method (Karwa 23 

et al., 2011; Sasidharan and Donnell, 2013; Wood et al., 2015a, b; Wood and Donnell, 2016; Li and Graham, 24 

2016; Li et al., 2013, 2019, 2020, 2021; Lu et al., 2020; Li and Donnell, 2020). The PS, defined as the 25 

conditional probability of receiving a treatment given a set of observed covariates, is used to systematically 26 

address the issue of similarity between treated and control groups. As suggested by Rosenbaum and Rubin 27 

(1983), adjusting for the PS is enough to eliminate the bias due to all observed confounding factors. Several 28 

previous works compared the results obtained from the PS and EB methods, suggesting that the PS method is 29 

a viable alternative to the EB method for road safety evaluation studies (Wood et al. 2015a; Li et al. 2019). 30 

 31 

Although the PS method has become another popular approach in the road safety research, several 32 

considerations regarding its implementation arise when using the PS method. The first issue concerned in this 33 

paper relates to the sample size and the ratio of the number of treated units to the control ones. As is well 34 

known, the PS method is ‘data hungry’ in terms of the sample size. However, constructing a large sample for 35 

road safety analysis is sometimes difficult and time-consuming due to data restriction. According to the 36 

existing road safety studies using the PS methods, the sample size ranged from tens to thousands, and the 37 
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treated-control ratio also varied. For example, Wood and Donnell (2016) evaluated the safety effects of 1 

continuous green T intersections based on a Florida data set containing 30 treated intersections and 38 control 2 

intersections, and a South Carolina data set containing 16 treated intersections and 21 control intersections. 3 

Another research on the safety effects of transit signal priority by Song and Noyce (2019) used a data set 4 

containing 13 treated street sections, and 10 control sections similar to the treated ones were matched using 5 

the PS matching method. Some other studies used much larger samples. In a previous work by Li et al. (2013), 6 

for instance, the safety effects of speed cameras were evaluated based on a data set containing a total number 7 

of 771 camera sites and 4787 potential control sites manually selected from eight English administrative 8 

districts. Similarly, a 6464-intersection sample consisting of 888 treated ones and 5576 control ones was used 9 

for the evaluation of roadway lighting in Sasidharan and Donnell (2013). 10 

 11 

The second issue concerns the selection of covariates. In theory, only the covariates that influence both the 12 

treatment assignment and the outcomes should be included in the PS model. However, due to the complicated 13 

mechanisms behind the implementation of road safety measures and policies, including all relevant covariates 14 

is almost impossible. Currently, the criteria for covariates selection are not fully consistent across the existing 15 

road safety evaluation studies. For example, Wood et al. (2015a) and Wood and Donnell (2016) both noted 16 

the covariates included in the PS model should be selected based on the relevance to the treatment. Sasidharan 17 

and Donnell (2013) also focused on the treatment assignment related covariates, and the covariates that 18 

influence the outcome were included to form a rich PS model. In the studies by Li et al. (2013, 2016), the 19 

primary criterion for covariates selection was to include the covariates that influence the treatment assignment 20 

and the outcomes. 21 

 22 

In this paper we conduct a simulation study to investigate the above issues in settings with different data 23 

conditions, and provide some suggestions for road safety evaluation studies. The remainder of the paper is 24 

organized as follows. Section 2 introduces the potential outcome framework for causal inference and the PS 25 

method in detail. Section 3 describes our simulation setup, followed by the simulation results with discussion 26 

in Section 4. A case study on the evaluation of UK’s speed enforcement camera programme is presented in 27 

Section 5, and the conclusions are given Section 6. 28 

 29 

2 Propensity score methods 30 

2.1 Potential outcome framework 31 

The potential outcome framework for causal inference was extended to observational studies by Rubin (1974). 32 

Therefore, it was usually referred to as Rubin Causal Model (RCM) in the recent literature. Consider a binary 33 

treatment indicator Ti for a random sample with N units from a large population, indexed by i = 1, 2, …, N. 34 

The treatment indicator Ti equals one if unit i receives treatment and zero otherwise. Then let Yi(Ti) be the 35 
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potential outcome of unit i under treatment Ti. In the case of a binary treatment, there are two potential 1 

outcomes Yi(1) and Yi(0) for unit i. 2 

 3 

The fundamental problem of causal inference is that it is impossible to observe the outcomes of any unit i 4 

under both treatment status (Holland, 1986). That is, only one of the potential outcomes is observed for each 5 

unit i, and the unobserved one is called ‘counterfactual outcome’. Therefore, the unit treatment effects 𝛿𝑖 =6 

𝑌𝑖(1) − 𝑌𝑖(0) are unobservable, and we are usually interested in the average treatment effect (ATE), which 7 

can be either multiplicative or additive. The multiplicative ATE, simply defined as the expected outcome for 8 

the treated divided by the expected outcome for the untreated (Rosenbaum, 2010), can be written as: 9 

 10 

ATEmultiplicative =
𝔼[𝑌(1)]

𝔼[𝑌(0)]
 11 

 12 

Another type of treatment effect – the additive ATE – can be written as: 13 

 14 

ATEadditive = 𝔼[𝑌(1)] − 𝔼[𝑌(0)] 15 

 16 

In the road safety research, the crash modification factor (CMF) is a well-known example of multiplicative 17 

treatment effect. Therefore, we use the ATEmultiplicative as default in the following sections. We can estimate 18 

the ATE without observing all potential outcomes under the following three key assumptions. 19 

 20 

Assumption 1. Stable Unit Treatment Value Assumption (SUTVA) 21 

SUTVA (Rubin, 1980, Rubin, 1986) requires that each unit has a unique potential outcome under each 22 

treatment allocation, ensuring that the observed outcome under a given treatment allocation is equivalent to 23 

the potential outcome under that same treatment allocation: 24 

 25 

𝑌𝑖
𝑜𝑏𝑠 = 𝑇𝑖𝑌𝑖(1) + (1 − 𝑇𝑖)𝑌𝑖(0) 26 

 27 

where 𝑌𝑖
𝑜𝑏𝑠 is the observed outcome. See Rubin (1990) for more discussions on some possible violations of 28 

this assumption. 29 

 30 

Assumption 2. Unconfoundedness 31 

The second key assumption is unconfoundedness (Rubin, 1990), which is also known as conditional 32 

independence assumption (CIA) (Lechner, 1999). This assumption states that the potential outcomes for each 33 

unit are conditionally independent of the treatment assignment given a set of observed covariates X, implying 34 

that the difference in the outcomes between treated and control units with the same X can be solely attributed 35 

to the treatment: 36 

 37 
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(𝑌𝑖(0), 𝑌𝑖(1)) ⊥ 𝑇𝑖|𝑋𝑖 1 

 2 

In practice, when the dimension of vector X is large, it can be difficult to condition on all relevant covariates. 3 

Rosenbaum and Rubin (1983) introduced the PS, defined as the conditional probability of treatment given a 4 

set of observed covariates, to deal with this problem. They suggested that if potential outcomes are 5 

independent of treatment assignment conditional on covariates X, they are also independent of treatment 6 

assignment conditional on the PS: 7 

 8 

(𝑌𝑖(0), 𝑌𝑖(1)) ⊥ 𝑇𝑖|𝑃(𝑇𝑖|𝑋𝑖) 9 

 10 

In practice, the PS can be estimated by any discrete choice model (e.g., logit and probit models). In binary 11 

treatment cases, logit and probit models usually yield similar results (Smith, 1997). Hence, the logit model is 12 

used in this study: 13 

 14 

𝑃(𝑇 = 1|𝑋) =
exp(𝛼 + 𝛽′𝑋)

1 + exp(𝛼 + 𝛽′𝑋)
 15 

 16 

where 𝛼 is the intercept term and 𝛽′ is the vector of regression coefficients. 17 

 18 

Assumption 3. Overlap 19 

This assumption is also known as ‘common support condition’ (CSC), which requires that all units have 20 

positive probability of receiving the treatment. More specifically as follows: 21 

 22 

0 < 𝑃(𝑇𝑖 = 1|𝑋𝑖 = 𝑥) < 1, ∀𝑥 23 

 24 

Aforementioned three assumptions allow us to estimate the excepted outcomes 𝔼[𝑌(1)] and 𝔼[𝑌(0)] from 25 

observational data using a variety of estimators. In this study, we use the inverse probability weighting (IPW) 26 

estimator based on the PS in our simulations, similar to the estimator proposed by Horvitz and Thompson 27 

(1952). In the next subsection, the IPW estimator is introduced. 28 

 29 

2.2 Inverse probability weighting estimator 30 

The IPW estimator exploits the PS as weight to create a balanced sample of treated and control observations. 31 

The idea behind the IPW estimator is that a pseudo population is created in which the distributions of 32 

confounding factors among the treatment and control groups are the same as the overall distribution of those 33 

in the original population (Stürmer et al., 2006). By unconfoundedness assumption, we have: 34 

 35 
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𝔼 [
𝑌𝑇

𝑝(𝑥)
] = 𝔼 [𝔼 [

𝑌𝑇
𝑝(𝑥)

|𝑥]] = 𝔼 [
𝔼[𝑌(1)|𝑥]𝔼[𝑇|𝑥]

𝑝(𝑥)
] = 𝔼[𝔼[𝑌(1)|𝑥]] = 𝔼[𝑌(1)] 1 

 2 

where 𝑝(𝑥) = 𝑃(𝑇 = 1|𝑋 = 𝑥). Similarly, we have: 3 

 4 

𝔼[𝑌(0)] = 𝔼 [
𝑌(1 − 𝑇)

1 − 𝑝(𝑥)
] 5 

 6 

Then the ATE can be estimated as: 7 

 8 

ATE𝐼𝑃𝑊 = [𝑁−1∑
𝑇𝑖𝑌𝑖
𝑝𝑖

𝑁

𝑖
] [𝑁−1∑

(1− 𝑇𝑖)𝑌𝑖
1 − 𝑝𝑖

]
𝑁

𝑖
⁄  9 

 10 

Compared to the matching methods, which rely on the selected (or matched) units, the PS methods based on 11 

weighting approaches are more sensitive to misspecification of the PS model. If the PS model is misspecified, 12 

the IPW estimator can be substantially biased (Zhao, 2004). 13 

 14 

3 Simulation 15 

3.1 Objectives 16 

In road safety evaluation studies, the first step for using the IPW approach to estimate the effect of a particular 17 

road safety measure is to manually select a sample of units (i.e., locations or road segments) from a large 18 

population to construct a treatment group and a control group. In very few cases, we have the total population 19 

and complete relevant data or information for both groups. Sometimes, constructing a large sample for road 20 

safety analysis is difficult and time-consuming due to data restriction. The first decision has to be made 21 

concerns the sample size and a proper ratio of the number of treated units to the control ones. 22 

 23 

The second step is to estimate the PS based on discrete choice model. With the estimated PS, safety effects 24 

can be simply calculated by the following equation: ATE𝐼𝑃𝑊 = [𝑁−1∑
𝑇𝑖𝑌𝑖

𝑝𝑖

𝑁
𝑖 ] [𝑁−1∑

(1−𝑇𝑖)𝑌𝑖

1−𝑝𝑖
]𝑁

𝑖⁄ . 25 

 26 

The model specification issue is important for PS estimation. As discussed earlier in subsection 2.2, in binary 27 

treatment cases, logit and probit models usually yield similar results. Therefore, the model choice is not 28 

covered in this study. Another key issue in this step is the inclusion of covariates, and numerous discussions 29 

on this issue are available (e.g., Rubin and Thomas, 1996; Augurzky and Schmidt, 2001; Bryson et al., 2002; 30 

Brookhart et al., 2006). In theory, only the covariates that influence both the treatment assignment (i.e., 31 

implementation of road safety measures) and outcomes (i.e., road accidents) should be included in the PS 32 
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model. In most cases of road safety evaluation, however, we are uncertain about the proper model specification 1 

due to the limited knowledge on the mechanisms behind the implementation of road safety measures or the 2 

unavailability of some important data. Which covariates should be included may become a question in such 3 

cases. Currently, the criteria for covariates selection are not fully consistent across the existing road safety 4 

evaluation studies. In the following simulations, we will set up a series of relevant scenarios to investigate the 5 

sample size and covariates selection issues, and provide some practical suggestions for road safety applications. 6 

 7 

3.2 Sample size 8 

First, the sample size issue is investigated via a simulation of sample selection process for the treatment and 9 

control groups from a finite population of 5000 units. 10 

 11 

Scenario 1. The data generating process (DGP1) for a population of 5000 is: 12 

 13 

𝑋1,𝑝𝑟𝑒~𝑁𝑜𝑟𝑚𝑎𝑙(1, 1) 14 

𝑋1,𝑝𝑜𝑠𝑡~𝑈𝑛𝑖𝑓𝑜𝑟𝑚(0, 1) + 𝑋1,𝑝𝑟𝑒 15 

𝑋2~𝑁𝑜𝑟𝑚𝑎𝑙(1, 1) 16 

 17 

The pre-treatment safety performance function (SPFpre), which describes the statistical relationship between 18 

road accidents and relevant covariates (Hauer, 1995), can be written as: 19 

 20 

𝑌𝑝𝑟𝑒~𝑃𝑜𝑖𝑠𝑠𝑜𝑛(exp(𝛼0 + 𝛼1𝑋1,𝑝𝑟𝑒 + 𝛼2𝑋2) ∗ 𝜖) 21 

𝜖~𝐺𝑎𝑚𝑚𝑎(2, 0.5) 22 

 23 

A binary road safety measure T is implemented as a function of the relevant covariates and the pre-treatment 24 

road accident number Ypre: 25 

 26 

𝑇~𝐵𝑒𝑟𝑛𝑜𝑢𝑙𝑙𝑖(expit(𝛽0 + 𝛽1𝑋1,𝑝𝑟𝑒 + 𝛽2𝑋2 + 𝛽3𝑌𝑝𝑟𝑒)) 27 

 28 

The post-treatment SPFpost can be described as: 29 

 30 

𝑌𝑝𝑜𝑠𝑡~𝑃𝑜𝑖𝑠𝑠𝑜𝑛(exp(𝛼0 + 𝛼1𝑋1,𝑝𝑜𝑠𝑡 + 𝛼2𝑋2 + 𝛿𝑇) ∗ 𝜖) 31 

 32 

where 𝛼0 = 1, 𝛼1 = 0.1, 𝛼2 = 0.1, 𝛽0 = −2, 𝛽1 = 0.1, 𝛽2 = 0.1, 𝛽3 = 0.1, and 𝛿 = ln(0.8). The true 33 

value of T’s treatment effect is 𝜏 = exp(𝛿) = 0.8, which can be considered as a road safety measure with 34 
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𝐶𝑀𝐹 = 0.8. 1 

 2 

Scenario 2. The DGP2 of scenario 2 is the same as that of scenario 1 except the road safety measure T is 3 

implemented based on a different function: 4 

 5 

𝑇~𝐵𝑒𝑟𝑛𝑜𝑢𝑙𝑙𝑖(expit(𝛽0′ + 𝛽1′𝑋1,𝑝𝑟𝑒 + 𝛽2′𝑋2 + 𝛽3′𝑌𝑝𝑟𝑒)) 6 

 7 

where 𝛽0′ = −3.2, 𝛽1′ = 1, 𝛽2′ = 0.1, 𝛽3′ = 0.1. 8 

 9 

We note that DGP1 and DGP2 will both produce around 1500 treated units and 3500 control units from the 10 

total population of 5000 units. The main difference between the two scenarios is that 𝑋1,𝑝𝑟𝑒  has greater 11 

impact on the implementation of road safety measures in scenario 2, which can result in considerable 12 

difference in 𝑋1,𝑝𝑟𝑒  between the treatment and control groups. Figure 1 displays the PS and 𝑋1,𝑝𝑟𝑒 13 

distributions of scenario 1 and 2. To numerically quantify the differences in covariates across treatment groups, 14 

the Cohen’s standardized mean difference (SMD), also termed as ‘normalized difference’ or ‘standardized 15 

difference’, is also reported, which is defined as: 16 

 17 

𝑆𝑀𝐷 =
𝑥̅𝑡 − 𝑥̅𝑐

√(𝑠𝑥,𝑡
2 + 𝑠𝑥,𝑐2 )/2

 18 

 19 

where 𝑥̅𝑡 =
∑ 𝑥𝑖𝑖:𝑇=1

𝑁𝑡
, 𝑥̅𝑐 =

∑ 𝑥𝑖𝑖:𝑇=0

𝑁𝑐
, 𝑠𝑥,𝑡

2 =
∑ (𝑥𝑖−𝑥̅𝑡)

2
𝑖:𝑇=1

𝑁𝑡−1
, and 𝑠𝑥,𝑐

2 =
∑ (𝑥𝑖−𝑥̅𝑐)

2
𝑖:𝑇=0

𝑁𝑐−1
. 20 

 21 

It can be seen that DGP2 produces a more unbalanced population (i.e., in scenario 2, treatment group has 22 

higher mean value of 𝑋1,𝑝𝑟𝑒 than control group, and the SMD for 𝑋1,𝑝𝑟𝑒 is larger than that of scenario 1, 23 

see Figure 1). In the previous work by Augurzky and Schmidt (2001), they used ‘strong’ to describe such 24 

treatment assignment mechanisms. They also suggested that when the selection into treatment is remarkably 25 

strong, it will be difficult to achieve an acceptable balance using PS matching method. In our simulations for 26 

investigating the sample size issue, the number of selected treatment units ranges from 50 to 500 in increments 27 

of 50, and two values of treatment-control sample ratios (treatment: control = 1:1, treatment: control = 1:3) 28 

are tested for both ‘strong’ and ‘weak’ treatment assignment scenarios. 29 

 30 

3.3 Covariates 31 

On the basis of scenario 1 and 2 in subsection 3.1, we further include several additional covariates to 32 

investigate the issue of covariates selection in scenario 3. 33 

 34 
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 1 

Fig. 1. PS and 𝑋1,𝑝𝑟𝑒 distributions of scenarios 1 and 2. 2 

 3 

Scenario 3. The DGP3 for a population of 5000 is: 4 

 5 

𝑋1,𝑝𝑟𝑒~𝑁𝑜𝑟𝑚𝑎𝑙(0,1) 6 

𝑋1,𝑝𝑜𝑠𝑡~𝑈𝑛𝑖𝑓𝑜𝑟𝑚(0,1) + 𝑋1,𝑝𝑟𝑒 7 

𝑋2, 𝑋3, 𝑋4, 𝑋5, 𝑋6~𝑁𝑜𝑟𝑚𝑎𝑙(0,1) 8 

 9 

The pre-treatment SPFpre can be written as: 10 

 11 

𝑌𝑝𝑟𝑒~𝑃𝑜𝑖𝑠𝑠𝑜𝑛(exp(𝛼0 + 𝛼1𝑋1,𝑝𝑟𝑒 + 𝛼2𝑋2 + 𝛼3𝑋3 + 𝛼4𝑋4 + 𝛼5𝑋5 + 𝛼6𝑋6) ∗ 𝜖) 12 
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𝜖~𝐺𝑎𝑚𝑚𝑎(2, 0.5) 1 

 2 

A binary road safety measure T is implemented as the following function: 3 

 4 

𝑇~𝐵𝑒𝑟𝑛𝑜𝑢𝑙𝑙𝑖(expit(𝛽0 + 𝛽1𝑋1,𝑝𝑟𝑒 + 𝛽2𝑋2 + 𝛽3𝑋3 + 𝛽4𝑋4 + 𝛽5𝑋5 + 𝛽6𝑋6)) 5 

 6 

The post-treatment SPFpost can be described as: 7 

 8 

𝑌𝑝𝑜𝑠𝑡~𝑃𝑜𝑖𝑠𝑠𝑜𝑛(exp(𝛼0 + 𝛼1𝑋1,𝑝𝑜𝑠𝑡 + 𝛼2𝑋2 + 𝛼3𝑋3 + 𝛼4𝑋4 + 𝛼5𝑋5 + 𝛼6𝑋6 + 𝛿𝑇) ∗ 𝜖) 9 

 10 

where 𝛼0 = 1 , 𝛼1 = 0.1 , 𝛼2 = 0.1 , 𝛼3 = 0.1 , 𝛼4 = 0.1 , 𝛼5 = 0.01 , 𝛼6 = 0.01 , 𝛽0 = −2 , 𝛽1 = 2 , 11 

𝛽2 = 2 , 𝛽3 = 0.1 , 𝛽4 = 0.1 , 𝛽5 = 2 , 𝛽6 = 2  (i.e., 𝑋1  and 𝑋2  have great impacts on both the 12 

implementation of road safety measures and the road accidents, 𝑋3  and 𝑋4  have little impacts on the 13 

implementation of road safety measures but great impacts on the road accidents, and 𝑋5 and 𝑋6 have great 14 

impacts on the implementation of road safety measures but little impacts on the road accidents). Also, 𝛿 =15 

ln(0.8) (i.e., the true value of T’s treatment effect is 𝜏 = exp(𝛿) = 0.8). The assignment mechanism in 16 

scenario 3 is a strong one in terms of 𝑋1,𝑝𝑟𝑒 , 𝑋2 , 𝑋5 , and 𝑋6 , as they have great impacts on the 17 

implementation of road safety measures. Four models are tested and compared in this scenario: (1) model 18 

including only 𝑋1 and 𝑋2, (2) model including 𝑋1, 𝑋2, 𝑋3 and 𝑋4, (3) model including 𝑋1, 𝑋2, 𝑋5 and 19 

𝑋6, and (4) model including all the covariates. Models 1, 2, and 3 are partial models that produce inconsistent 20 

estimates of the PS, while model 4 is a full model. In this scenario, various sample sizes are also tested (100, 21 

200, 300, 400, and 500 treated units), but the treated-control ratio is fixed at 1:3. 22 

 23 

Scenario 4. Additional four DGPs (DGP4.1, DGP4.2, DGP4.3, and DGP4.4) are designed for supplementary 24 

analyses in scenario 4. Larger coefficient values of 𝑋3, 𝑋4, 𝑋5 and 𝑋6 are tested. That is, the relationships 25 

are not so weak as those in scenario 3: 26 

 27 

(1) Scenarios 4.1 and 4.2: DGP4.1 and DGP4.2 are the same as DGP3 except the road safety measure T is 28 

implemented based on a different function where 𝛽3, 𝛽4 = 0.2 (DGP4.1), and 𝛽3, 𝛽4 = 0.5 (DGP4.2). 29 

(2) Scenarios 4.3 and 4.4: DGP4.3 and DGP4.4 are the same as DGP3 except the SPFs are different where 𝛼5, 30 

𝛼6 = 0.02 (DGP4.3), and 𝛼5, 𝛼6 = 0.05 (DGP4.4). 31 

 32 

In this scenario, only the samples with 500 treated units and 1:3 treated-control ratio are tested. 33 

 34 

All the models are simulated for 1000 iterations in each scenario. Mean values, relative bias in percentage 35 

(RB(%)), variance (Var), and the mean squared error (MSE) of the estimated treatment effects are reported. 36 

 37 
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4 Results and discussions 1 

4.1 Results for scenarios 1 and 2 – sample size issue 2 

In this section, the simulation results for each scenario are reported. Table 1 presents the simulation results of 3 

scenarios 1 and 2, and Figure 2 displays the relationships between the relative bias, MSE and sample size. 4 

 5 

In scenario 1, moderate imbalance exists in the original population. When the selected sample size is small 6 

(i.e., less than 100 or 150 treated units), the estimated treatment effect is significantly biased. Relative bias of 7 

the estimated effect is less than 1% and remains stable when the number of treated units increases above 150 8 

and 100 for the samples with 1:1 and 1:3 treated-control ratio respectively (‘1:1 sample’ and ‘1:3 sample’). 9 

Moreover, 1:3 samples always have better performance than 1:1 samples in terms of relative bias, that is, once 10 

a treated group is constructed, a larger control pool is preferred. Also, smaller MSE is observed for larger 11 

samples. More specifically, MSE is decreased by approximately 3-fold when the treated-control ratio is 12 

increased from 1:1 to 1:3. It is also worth noting that when the number of treated units is increased above 300, 13 

1:1 and 1:3 samples performed similarly in terms of relative bias and MSE. 14 

 15 

The level of imbalance in the original population is increased in scenario 2 (see Figure 1) due to a stronger 16 

treatment assignment mechanism, which makes it more difficult to satisfy the overlap assumption based on 17 

the selected samples. Compared to scenario 1, increased relative bias and MSE of the estimated treatment 18 

effect are observed in scenario 2. To achieve the goal of ‘RB(%) <1’, 300 and 200 treated units are required 19 

for 1:1 and 1:3 samples respectively, which are larger than the corresponding figures in scenario 1. Moreover, 20 

greater differences in the performance between 1:1 and 1:3 samples are observed, indicating that a sample 21 

with higher level of imbalance needs a larger control group than a relatively balanced sample to give precise 22 

estimation results of the treatment effect. 23 

 24 

4.2 Results for scenarios 3 and 4 – covariates selection issue 25 

Table 2 reports the results obtained from scenario 3. Generally, partial models 1 and 2 result in similar 26 

treatment effect estimates with small degree of MSE (MSE = 0.0026 and 0.0027 respectively when the treated 27 

sample size is 500). However, the relative bias of the partial model 1 is larger than 1%. For partial model 3 28 

and the full model, which further include 𝑋5 and 𝑋6, larger MSE is observed (MSE = 0.0144 and 0.0211 29 

respectively when the treated sample size is 500). Moreover, the relative bias of the treatment effect estimated 30 

by model 3 is much more unstable, ranging from 0.18% to 2.60%. The partial model 2 can be considered as a 31 

trade-off between estimation bias and variance for varied ranges of sample size, which is more practically 32 

preferred in such scenarios. 33 

 34 
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To further investigate the reason behind such varied performances of the four models, balancing tests were 1 

conducted. Figure 3 shows the SMDs of each covariate in the unbalanced samples and weighted samples. 2 

SMD has been introduced in section 3.1, and for the weighted samples, SMD is calculated by the weighted 3 

equivalents of 𝑥̅ and 𝑠2. It can be seen that 𝑋1, 𝑋2, 𝑋5 and 𝑋6 have larger SMD values (approximately 4 

0.675) in the original samples due to their larger impacts on the implementation of safety measure, while the 5 

original SMDs of 𝑋3 and 𝑋4 is smaller (approximately 0.032). After weighting the original samples by the 6 

PSs estimated by partial models 1 and 2, SMDs of 𝑋1 and 𝑋2 are significantly reduced. However, the SMDs 7 

of 𝑋5 and 𝑋6 are larger than 0.800, remaining at a high level, as they are not included in models 1 and 2. 8 

Smaller SMDs of 𝑋5 and 𝑋6 are observed (SMD < 0.100) in the weighted samples of partial model 3 and 9 

the full model, which include 𝑋5 and 𝑋6 as covariates. On the other hand, when the sample size is small 10 

(i.e., 100 or 200 treated units), SMDs of 𝑋1 and 𝑋2 are larger in the weighted samples created by model 3 11 

and the full model than those in the weighted samples created by models 1 and 2, which is due to the fact that 12 

the additional balance of 𝑋5 and 𝑋6 partly sacrifices the balance of 𝑋1 and 𝑋2. Moreover, boxplot of the 13 

estimated PS from the four models is shown in Figure 4. Obviously, models 3 and 4, which include 𝑋5 and 14 

𝑋6 result in larger differences in the estimated PSs between the treated and control groups, and therefore, they 15 

produce treatment effect estimates with larger variance and MSE. 16 

 17 

Table 3 reports the results obtained from scenario 4, which is an alternative one to scenario 3. That is, 𝑋3 18 

and 𝑋4 have increasing impacts on the implementation of road safety measure (Scenarios 4.1 and 4.2), and 19 

𝑋5 and 𝑋6 have increasing impacts on the road accidents (Scenarios 4.3 and 4.4). In scenarios 4.1 and 4.2, 20 

when the PS models are specified by ignoring 𝑋3 and 𝑋4 (models 1 and 3), non-negligible bias (relative 21 

bias > 3%) in estimated effect is observed, as 𝑋3 and 𝑋4 play more important roles in the safety measure 22 

assignment. Also, ignoring 𝑋5 and 𝑋6 (models 1 and 2) can produce treatment effect estimates with lower 23 

MSE in scenarios 4.3 and 4.4, but the bias is non-negligible (relative bias > 2%), as 𝑋5 and 𝑋6 have greater 24 

impacts on the road accidents. To summarize, model 2 produces better effect estimates in scenarios 4.1 and 25 

4.2, while the full model produces better effect estimates in scenarios 4.3 and 4.4, suggesting that the 26 

importance of each covariate to the road accidents is a major consideration for the PS model specification. 27 

Based on the results obtained from scenarios 3 and 4, it is recommended that the covariates significantly 28 

affecting the road accidents should be included in the PS model, regardless of whether they affect the 29 

implementation of road safety measure. 30 

  31 
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Table 1 1 

Results for scenarios 1 and 2 (true treatment effect 𝜏 = 0.800). 2 

Sample 
Scenario 1 Scenario 2 

Mean RB(%) Var MSE Mean RB(%) Var MSE 

1:1 

50 0.8313 3.9154 0.0157 0.0167 0.8756 9.4449 0.0459 0.0515 

100 0.8179 2.2380 0.0074 0.0077 0.8380 4.7498 0.0231 0.0245 

150 0.8077 0.9577 0.0050 0.0050 0.8282 3.5291 0.0150 0.0158 

200 0.8063 0.7924 0.0034 0.0034 0.8173 2.1565 0.0111 0.0114 

250 0.8059 0.7418 0.0029 0.0029 0.8087 1.0893 0.0081 0.0081 

300 0.8042 0.5239 0.0024 0.0024 0.8072 0.9060 0.0073 0.0073 

350 0.8025 0.3122 0.0019 0.0019 0.8075 0.9396 0.0053 0.0054 

400 0.8012 0.1550 0.0019 0.0019 0.8073 0.9084 0.0043 0.0043 

450 0.8016 0.1971 0.0016 0.0016 0.8080 1.0021 0.0041 0.0041 

500 0.8031 0.3828 0.0014 0.0015 0.8062 0.7749 0.0037 0.0037 

1:3 

50 0.8117 1.4574 0.0053 0.0054 0.8259 3.2413 0.0140 0.0147 

100 0.8059 0.7328 0.0024 0.0024 0.8115 1.4393 0.0066 0.0067 

150 0.8005 0.0606 0.0015 0.0015 0.8087 1.0911 0.0041 0.0042 

200 0.7998 0.0194 0.0012 0.0012 0.8041 0.5065 0.0030 0.0030 

250 0.8012 0.1544 0.0010 0.0010 0.8049 0.6147 0.0023 0.0024 

300 0.8009 0.1099 0.0008 0.0008 0.8016 0.2046 0.0018 0.0018 

350 0.8015 0.1900 0.0007 0.0007 0.8015 0.1849 0.0014 0.0014 

400 0.8012 0.1456 0.0006 0.0006 0.8010 0.1244 0.0014 0.0014 

450 0.8004 0.0521 0.0006 0.0006 0.7994 0.0702 0.0013 0.0013 

500 0.8012 0.1490 0.0006 0.0006 0.7987 0.1563 0.0011 0.0011 

Notes: (1) 1:1 and 1:3 is the ratio of treated and control units, and (2) the ‘Sample’ column shows the number 3 

of the selected treated units. 4 

 5 

 6 

Fig. 2. Relative bias (%) and MSE of treatment effect estimates in scenarios 1 and 2. 7 
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Table 2 1 

Results for scenario 3 (true treatment effect 𝜏 = 0.800). 2 

Sample 
Model 1 (𝑋1 and 𝑋2) Model 2 (𝑋1, 𝑋2, 𝑋3 and 𝑋4) 

Mean RB (%) Var MSE Mean RB (%) Var MSE 

100 0.8136 1.7030 0.0146 0.0147 0.8058 0.7246 0.0157 0.0158 

200 0.8098 1.2246 0.0072 0.0073 0.8044 0.5561 0.0064 0.0064 

300 0.8118 1.4730 0.0044 0.0045 0.8086 1.0697 0.0044 0.0045 

400 0.8106 1.3223 0.0034 0.0035 0.8052 0.6500 0.0036 0.0036 

500 0.8085 1.0570 0.0025 0.0026 0.8030 0.3770 0.0027 0.0027 

Sample 
Model 3 (𝑋1, 𝑋2, 𝑋5 and 𝑋6) Model 4 (full model) 

Mean RB (%) Var MSE Mean RB (%) Var MSE 

100 0.8208 2.5969 0.1008 0.1011 0.8009 0.1175 0.0945 0.0944 

200 0.8014 0.1774 0.0316 0.0316 0.8084 1.0440 0.0376 0.0376 

300 0.8143 1.7900 0.0319 0.0320 0.8028 0.3463 0.0260 0.0260 

400 0.8104 1.2959 0.0298 0.0299 0.8010 0.1244 0.0246 0.0246 

500 0.8047 0.5875 0.0144 0.0144 0.8005 0.0660 0.0221 0.0221 

Note: ‘Sample’ column shows the number of the selected treated units. 3 

 4 

Table 3 5 

Results for scenario 4 (true treatment effect 𝜏 = 0.800). 6 

DGPs 
Model 1 (𝑋1 and 𝑋2) Model 2 (𝑋1, 𝑋2, 𝑋3 and 𝑋4) 

Mean RB (%) Var MSE Mean RB (%) Var MSE 

4.1 0.8297 3.7119 0.0030 0.0039 0.8027 0.3360 0.0028 0.0028 

4.2 0.8652 8.1552 0.0032 0.0075 0.8012 0.1522 0.0031 0.0031 

4.3 0.8240 2.9985 0.0027 0.0033 0.8186 2.3284 0.0026 0.0029 

4.4 0.8643 8.0360 0.0031 0.0073 0.8571 7.1412 0.0030 0.0063 

DGPs 
Model 3 (𝑋1, 𝑋2, 𝑋5 and 𝑋6) Model 4 (full model) 

Mean RB (%) Var MSE Mean RB (%) Var MSE 

4.1 0.8287 3.5906 0.0145 0.0154 0.8060 0.7487 0.0275 0.0275 

4.2 0.8682 8.5194 0.0131 0.0177 0.8116 1.4481 0.0310 0.0311 

4.3 0.8066 0.8242 0.0211 0.0211 0.7954 0.5700 0.0126 0.0126 

4.4 0.8060 0.7485 0.0172 0.0172 0.8069 0.8685 0.0168 0.0168 

Notes: (1) Treated sample size = 500, (2) treated: control ratio = 1:3. 7 

  8 
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 1 

Fig. 3. Scenario 3: tests of covariates balance (the absolute values of SMD are reported). 2 

  3 
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 1 

Fig. 4. Estimated PS box-plot (treated vs. control, treated sample size = 500). 2 

 3 

4.3 The strategy 4 

In practical applications, the procedures for using the IPW estimator to evaluate the effects of road safety 5 

measures can be illustrated as the following steps. 6 

 7 

(1) Selection of treated units. The road segments, intersections, or traffic analysis zones (TAZs) allocated with 8 

the safety treatments of interest are selected and aggregated to construct a treated group. 9 

(2) Pre-selection of control units. In most cases of road safety evaluations, control units are selected manually, 10 

which costs much time. A practical way is to select an equal sized group of control units preliminarily, that 11 

is, the primary treated-control ratio is 1:1. 12 

(3) Data collection. The data for road safety related covariates (e.g., accident record, traffic volume) is 13 

collected for both treated and pre-selected control groups. According to the simulation results, covariates 14 

that greatly impact both the implementation of road safety measures and the road accidents, and covariates 15 

that greatly impact the road accidents should be included in the PS model. On the contrary, covariates that 16 

have limited impacts on the road accidents can be omitted. Previous studies, and handbooks for the road 17 

safety programme of interest can be served as guidelines for the selection of covariates. Also, a regression 18 

model is helpful to explore the importance of each covariate in the SPFs. 19 

(4) Preliminary balancing test for the original sample. The SMD of each covariate is calculated to assess the 20 

differences in average covariate values by treatment status in the original sample. Large SMD values 21 

usually indicate that the corresponding covariates have great impacts on the implementation of road safety 22 
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measures, and also imply that the treatment assignment is strong. 1 

(5) Simulation results suggest that if the treatment assignment is not strong in terms of the SMD metric, the 2 

original 1:1 sample may be sufficient to produce precise treatment effect estimates. However, extra control 3 

units are required to create a 1:n sample if the treatment assignment is strong. 4 

(6) Weighting with estimated PSs. Once a sample is created, weighting can be conducted with the PSs 5 

estimated by any discreate choice model. The IPW approach weights the sample by the inverse of the 6 

conditional probability of the observed treatment status of each unit. 7 

(7) Balancing test for the weighted sample. The SMD of each covariate for the weighted sample is calculated 8 

to check the balance between treatment groups. If SMD values for all the concerned covariates are smaller 9 

than the threshold set by researchers, the treatment effect can be subsequently estimated. Otherwise, extra 10 

control units are required or some treated units with extreme PS values should be discarded to satisfy the 11 

overlap assumption, and repeat steps (6) and (7). 12 

(8) Estimating the treatment effect. Using the IPW estimator, treatment effect is computed as ATE𝐼𝑃𝑊 =13 

[𝑁−1∑
𝑇𝑖𝑌𝑖

𝑝𝑖

𝑁
𝑖 ] [𝑁−1∑

(1−𝑇𝑖)𝑌𝑖

1−𝑝𝑖
]𝑁

𝑖⁄ . 14 

 15 

5 An application: UK’s speed enforcement camera 16 

In this section, the IPW approach discussed in the previous sections is applied to a road safety evaluation case. 17 

The safety effects of UK’s speed enforcement cameras are estimated. We use the dataset collected by Li et al. 18 

(2013), which contains 771 camera sites and 4787 control sites randomly selected from the following eight 19 

English administrative districts: Cheshire, Dorset, Greater Manchester, Lancashire, Leicester, Merseyside, 20 

Sussex, and West Midlands. A geographical information systems (GIS) software, MapInfo, is used to create 21 

road segments manually on a map. The speed cameras included in the analysis were installed during the period 22 

of 2002 to 2004, and the research period covers three years before and after the camera installation for every 23 

camera site (1999 to 2007). For the purpose of illustrating the implementation procedures described in section 24 

4.3, assume that the 771 treated sites have been selected to construct the treated group while the control group 25 

have not been constructed, and therefore, the first step as mentioned in the strategy is to create an equal sized 26 

control group (i.e., pre-selected control group) by randomly selecting control road sites on the same map. 27 

 28 

The inclusion of covariates would be less complicated if clear criteria for treatment assignment were available. 29 

Therefore, we first review the handbooks for the speed camera programme. In the UK, fixed speed camera 30 

sites were selected primarily based on the following three guidelines (Department for Transport (DfT), 2004; 31 

DfT, 2005; Gains et al., 2004): 32 

(1) Site length: between 400 and 1500 m. 33 

(2) Number of fatal and serious collisions (FSCs): at least 4 FSCs per km in the last three calendar years. The 34 

figure is changed to 3 FSCs per km in the 2005 version. 35 

(3) Number of personal injury collisions (PICs): at least 8 PICs per km in the last three calendar years. 36 
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 1 

Site length is an important exposure variable in road safety analysis, and accident history record is also an 2 

important predictor of the road accidents in the post-treatment period. Hence, these three covariates should be 3 

included in the PS model. In addition, there are several secondary criteria for camera sites selection: 4 

(1) 85th percentile speed at least 10% above the ‘speed limit + 2 mph’. 5 

(2) At least 20% of drivers exceeding the speed limit. 6 

(3) Suitable site conditions. 7 

(4) Community concerns. 8 

 9 

However, the data for 85th percentile speed and speeding percentage are normally unavailable for the 10 

researchers. Also, the site condition and community concern issues are related to a variety of different factors 11 

(e.g., road level, road infrastructures, index of multiple deprivation (IMD), population density, employment, 12 

school zones) (Li et al., 2021). As noted in the previous section, only the covariates significantly affecting the 13 

road accidents should be included in the PS model, regardless of whether they affect the implementation of 14 

road safety measures. Therefore, according to the empirical evidence and previous research, the following 15 

data was collected as potential covariates included in the PS model: accident record, traffic volume (annual 16 

average daily traffic, AADT), site length, road type, speed limit, and the number of minor intersections. 17 

Descriptive statistics for road accidents and the relevant data are summarized in Table 4. 18 

 19 

Subsequently, a standard negative binomial (NB) regression model based on the form proposed by Mountain 20 

et al. (1997, 2005) was used to develop SPFs and further determine the covariates selected into the PS model. 21 

A proper threshold of z-statistics can be set by researchers for discarding the covariates that have limited 22 

impacts on the road accidents. In this analysis, road type related covariates (A road, B road, and M road) are 23 

not included in the PS model. Table 5 shows the results of the preliminary balancing test on selected covariates. 24 

The SMDs vary across the selected covariates, with four out of nine SMDs larger than 0.30 in absolute value. 25 

These four are historical PICs and FSCs, the number of minor intersections, and the speed limit of 30 mph. 26 

The first two are listed in the handbook of speed camera programme as the primary criteria for camera 27 

installation. Therefore, the treatment assignment mechanism of UK’s speed camera case can be considered as 28 

a strong one. We further increased the number of control units from 800 to 2000 to initially ensure a 1:2.5 29 

treated-control ratio. Then the steps (6) and (7) mentioned in section 4.3 were repeated. 30 

 31 

Table 6 reports the results of balancing tests for the weighted sample. The number of control units was 32 

increased from 2000 to 4500 by an increment of 500. It can be seen that a control group containing 3000 sites 33 

is able to achieve the goal of ‘SMDs < 0.05’. That is, limited improvement can be achieved by selecting more 34 

sites. Based on the dataset with 771 treated sites and 3000 control sites, the estimated treatment effects on the 35 

treated units are -0.947 and -0.118 for PICs and FSCs respectively. In other words, the average reduction 36 

caused by the speed enforcement camera programme in annual PICs and FSCs per km is around 0.947 and 37 

0.118 in absolute number. The results obtained from the dataset with 4500 control sites are -0.973 and -0.123, 38 
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similar to the results obtained from the dataset with 3000 control sites. Furthermore, we tested two alternative 1 

models. Model 1 additionally includes the road type covariates (A road, B road, and M road), and model 2 2 

only includes the accident history record and the covariates used in the SPF proposed by Mountain et al. (1997) 3 

(AADT, L, and I), which are considered as the key covariates. The results obtained from model 1 are -0.944 4 

and -0.114 for PICs and FSCs respectively, which are similar to those from the original model, and the results 5 

from model 2 are -0.834 and -0.109. Such results indicate that the covariates that have limited impacts on the 6 

road accidents (A road, B road, and M road) can be omitted, however covariates SL30 and SL40 (speed limit), 7 

which significantly affect the road accidents in this case, should not be excluded. 8 

 9 

Table 4 10 

Variable descriptive statistics. 11 

Variables Description Mean S.D. Max. Min. 

Continuous variables 

PIC Number of PICs from 1999 to 2001 8.943 11.879 123 0 

FSC Number of FSCs from 1999 to 2001 1.151 1.664 17 0 

AADT Annual average daily traffic 18162 10424 101221 399 

L Site length (m) 0.702 0.475 1.5 0.2 

I Number of minor intersections 3.792 4.646 65 0 

 

Variables Description Proportion in the sample 

Categorical variables 

A road 1 = A level road 78.859% 

B road 1 = B level road 16.805% 

M road 1 = Minor road 1.835% 

SL30 1 = speed limit is 30 mph 57.588% 

SL40 1 = speed limit is 40 mph 17.434% 

 12 

Table 5 13 

Results of preliminary balancing test. 14 

Variable Treated mean Treated S.D. Control mean Control S.D. |SMD|×100 

PIC 12.722 13.759 8.256 11.147 35.669 

FSC 1.843 2.263 0.986 1.392 45.610 

AADT 19039 9540 18559 10701 4.733 

L 0.712 0.481 0.702 0.477 1.968 

I 5.458 6.399 3.445 4.066 37.545 

SL30 0.757 0.429 0.524 0.500 50.187 

SL40 0.122 0.327 0.180 0.384 16.266 

 15 
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Table 6 1 

Weighted sample balancing tests for varied numbers of control units (|SMD|×100 is reported). 2 

Variable 
Control sample size 

2000 2500 3000 3500 4000 4500 

PIC 6.4642 5.8058 4.9628 4.4978 4.1974 3.8540 

FSC 5.2520 4.6512 3.9017 3.4627 3.2248 2.9349 

AADT 3.7023 3.3084 2.9237 2.6501 2.4696 2.2914 

L 0.7389 0.5434 0.3712 0.2773 0.1887 0.0972 

I 1.5453 1.0537 0.8007 0.6531 0.5301 0.5598 

SL30 0.4264 0.3134 0.2246 0.1630 0.1213 0.0831 

SL40 0.8808 0.7446 0.6616 0.5920 0.5252 0.4841 

3 

6 Conclusions 4 

Propensity score based methods have been increasingly applied to evaluate the performance of road safety 5 

treatments. However, there are some questions regarding its implementation. This study investigates two 6 

common issues, sample size and covariates selection, in settings with different data conditions, and provides 7 

some practical suggestions. Also, a case study on the UK’s speed enforcement camera programme is 8 

conducted for a better illustration. 9 

10 

Two major findings are reported in this section. First, the simulation results suggest that the bias and variance 11 

of the estimated treatment effect will remain stable when the sample size increases above a certain number. 12 

Therefore, once the key covariates have been balanced between the treated and control groups, limited 13 

improvement can be achieved by selecting more units. Second, in road safety studies, it is suggested that the 14 

covariates that greatly impact the road accidents should be included in the PS model, while the inclusion of 15 

covariates that have limited impacts on the road accidents may lead to increased variance of treatment effect 16 

estimates. Therefore, the optimal practice for constructing a PS model is to include the covariates that 17 

significantly affect the road accidents, regardless of whether they affect the implementation of road safety 18 

measures. The results from a previous study by Brookhart et al. (2006) point in the same direction. 19 

20 

Furthermore, based on these two findings, we provide a practical strategy for road safety applications with 21 

clearer covariates selection criteria and time-saving procedures. An evaluation on the UK’s speed camera 22 

programme, which has been conducted previously in Li et al. (2013), was redone in this paper following the 23 

proposed strategy. Several modifications were made to simplify the procedures. For example, three road type 24 

related covariates (i.e., A level, B level, and minor road) were excluded due to their limited impacts on the 25 

road accidents. Moreover, the original dataset containing 4787 control sites manually selected on the map, 26 

while the results suggest that 3000 is large enough for creating a balanced sample weighted by the estimated 27 
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PSs, which save our time on selecting more road sites and collecting additional information. 1 

 2 

There are also some limitations in this study. First, the PS is usually estimated by parametric models, but the 3 

functional form is not fully addressed in this study, which is another crucial issue for PS model specification 4 

in addition to the selection of covariates. In the existing applications, non-linear and non-additive relationships 5 

between covariates and the treatment assignment are often neglected, which could adversely affect the 6 

performance of the PS method. Second, the heterogeneity of treatment effect is not considered in the 7 

simulations for simplicity, despite the fact that the effects of road safety treatments may vary across locations 8 

in the real world. Finally, it should be noted that some relevant works published recently incorporated a variety 9 

of emerging machine learning approaches into the PS methods and the causal inference framework (e.g., 10 

Goller et al., 2020; Otok et al., 2020; Wager and Athey, 2018; Athey and Imbens, 2019), pointing out a future 11 

direction for the aforementioned issues. 12 

 13 
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