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160 ALA ALT ALL ALV AVS AVT AVL AVV TAA TAT TAL
i61 ALT ALL ALY AVA AV AVEL AVY TAA TAT TAL TAV
b2 ALL ALYV IAVA EAVT AVL AVY TAA ITAT TAL TAV ITTA
63 ALY AVA AVT AVL AVVYV TAA TAY ITAL TAV TTA Ty
64 IAVA AVY EAVE AYY TAA TAT TAL ITAY TTA TYT 1R8N
65 AVT AVL EAVY TAR TAT [TAL TAV TTA vy TTL 124
66 AVL AVY  lraa TAT TAL TAY YTA iR 7L TV TLA
67 IAVY FTAA [TAY TAL TAV TTA TTT L TV TLA LY
(70 ITAA TAT TAL YAV TTA 3T TTL TV TLA LT L
71 ITAT iTAL [TAY TTA AR 7T TTV ITLA TLY TLL TLY
7% TAL ITAY TTA YT an TV TLA LT TLL LY VA
73 TAY TTA TTT T TV TLA TLT i TV TVA  [TVT
74 HTA T TTL 1534 TLA TLT TLL (LY TVA EVT FTVE
75 1T (Tl TV (TLA LT TLL TLV (TVA TVT TV L A4
76 1L Ty TLA 1LY LY TLY TVA VY TVL TV LAA
77 TTV TLA TLT TLL TLY TVA VT TVL TVV LAA LAT

FIG. 11N (cont'd)
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00 LAY LTA 1T LI1 LTV LA T Ll LIV VA LT
01 LTA LTT LTL LIV (Y. LT {1t LV A7 VT LWL
02 LI T LTL LTV LA AT R LL {EAY LVA LT VL LWV
03 LTL LTV LLA LY (RS LV LVA LT LVL LY VAA
04 LTV LLA LLT L1 LLV VA LT LVL LYV IVAA VAT
05 LLA LLT LLL LY LVA VT VL LVY VAA  lvat VAL
o6 LLY LLL LY LVA LT R\, VY VAA VAT VAL VAV |
07 Ll LV LVA VT LVEL LV VAA VAT VAL VAV VTA
1.0 LV LVA LVT LVL LVY VAR VAT VAL VAY VIA VTT
.1 LVA LT VL LYY VAA VAT VAL VAV IVTA VYT v TL
2 LVT VL LAV VAL VAT VAL VAV VTA vTT VTL VTV
13 LVL LV VAA VAT VAL VAV VTA VARS IVTL VTV VLA
14 LVV VAA VAT VAL VAY VTA VTT VL VTV VLA VY .
5 VAA VAT VAL VAY VTA VT VTL VAN IVEA VLT ViL
16 VAT VAL VAY VTA VIT VTL VTV VLA VLY VLL ViV
17 VAL VAV VTA VT VTL VTV VLA VLT L VLY VVA
20 VAV VTA VYT VTL VTV VA VLT yn ViV VWA et
b1 VTA VTT VTL VTV VLA VLT Vit LY WA dwvr VVL
b2 VTT VTL VTV Via VLT m VLY vva vt VL vy ..
23 VTL VTV VLA LT VLL LY VA VT e vww  jaAa |
24 VTV VLA Vixs Vit VLV VYA VT VAN VAR AAA AAT
25 VLA VLT VEL ViV VVA VT [V VL VvV IAAA AAT AAL
26, VLT VLL VLY VVA VT VALY vaud AAS IAAT AAL AAV
b7 VLL VLY VA VT VL vvv  isaa faaT  laaL aay  jatA
8o VLV vva it Vvl VWY laaa IAAT AfL AAY  IATA ATT
B VVA VT VL vy Ans  lAAT AAL Ay IATA IATT ATL
32 VT VYL VAN BAA AAT IABL IAAY ATA ATT IATL ATY
33 VL vvy  jaaa 1BAT AAL sV aTA ATT IATL ATV ALA
B4 VY Y AAL aAV  IATA ATT ATL ATV lALA ALT
B85 AAL AAT AAL AAV  RTA  JATT ATL ATV IALA ALT ALL
86 AAT AAL AAV  JATA ATT lATL ATV ALA ALT ALL ALY
B7 AAL ARV IATA ATT ATL ATV IALA ALT IALL ALY AVS
40 AAY ATA ATT AT1 ATV LA LT ALL ALY IAvA  favT
41 ATA ATT ATL ATV ALA ALT ALL ALY ava st AVL
42 ATT ATL ATV ALS ALT ALL ALY AVA  AVT AvVL avy L.
43 ATL ATV ALA ALT ALL ALY AVA VT awt AVY _ TAA
44 ATV ALA ALT ALL ALY IAVA IAVT VL AV TAA TAT
45 ALA ALT ALL ALV ava  lavT AV avy  Jtaa TAT TAL
46 ALT ALL ALY AVA AV AVE AVY ITAA TAT TAL AV
47 ALL ALY AVA AVT AVL AVY TAA TAT [TAL TAV TTA
50 ALV AVA AVT FAVL AVY TAA TAT ITAL TAYV TTA T
51 IAVA AVY AV AVY ITAA TAT TAL ITAY TTA TTT 1T
52 AVT AVL AVY TAA TAT TAL TAV ITTA TI7 TTL TV
53 AVL AV TAA ITAT ITAL TAY TTA ixs TTL TTV LA
l54 AVY iTAA VAT TAL ITAY TTA TYT 7T v TLA LY
!55 ITAA {TAT TAL YAV 1A 1518 TTL T TLA TLT 1L
!56 ITAT TAL TAY TTA ans 1519 TTV ITLA TLY TLL LV
‘57 TAL TAY TTA YT 1T 1584 TLA LY TLL TLY VA
160 ITAY 1A 1T YL 1 TLA TLT TLL TLY TVA VT
i61 ITTA Ty K19 ITY TLA YL TLL LY TVA TVY VL
b2 11T TTL TV TLA LT TLL TLV ITVA TVT TVL TVV
63 1L Ty TLA TLT 133 TLV TVA VY TVL TVYV LAA
654 TV iTLA TLY TLL 1LY TVA TVT VL VY LAS LAT
65 LA TLY TLL LY ITVA vy TYL VY LAA LAY LAL
66 TLT T Ty VA VT TVL I (AN LAY LAL LAY
67 L 113 Tva VT 1848 TV LAA {AT LAL LAY LYA
(70 LY {TVA i TV iad LAA LAT AL LAV LTA LIT
71 ITVA VT fTVL TV {AA AT LAL LAY LTA 1T LYL
72 VT TVL TVY LAA AT AL LAY L TA LTT LT LTV
73 VL TVY LAA LAT AL LAY LTA LTT LTL LTV LLA
74 YV LAA LAT LAL LAV LTA LIT LTL LTV LLA 1LY
75 LAA LAT LAL LAV LTA XK LTL LTy LLA 1T LLL
76 LAT LAL LAV LTA LT HTL LTV LA LLY LLL LiV
77 LAL LAY LTA LIT LTL LTy LA LLT i LY LVA

FIG. 11N (cont'd)
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00 LVL A VAA VAT VAL VTA VT L VTV ViA
01 LYY VAA VAT VAL VAY VTT VL VTV VLA LT
02 VAA VAT AL VAV VTA VTL VAN VLA VLT VL
03 VAT VAL VAV VTA VIT VTV VLA VET VLL VLY
04 VAL VAV VTA VIT 1L VLA VLT Vil VLYV VVA
05 VAV VTA T VL TV VLT VLL vy VVA VT
o6 VTA VTT VTL VTV VLA VLL VLY VAL i VVL
07 VIT VTL TV ViA VLY VLY VA VT VL VYV
1.0 an VTV VEA ViT VLL VA VT VL v AAA ..
.1 VTY VLA VLY Vil VLY VY VL VA AAA AAT
2 VLA VLT o Viv VVA Vi WY jAAA  JAAT AAL
3 VLT VL VLV VYA VT VY AAA AAT AAL AAV
14 VLL VLV VA VYT ALY AAA AAT AAL AAV ATA -
5 VLY VYA A VYL AAd AAT AAL AAY ATA ATT
16 VVA VA4S VL NAAA AAA AAL AAV ATA ATT ATL
17 VT VL vV AAA AAT AAY ATA IATT ATL ATV
2] g WY AAA AAT AAL ATA ATT ATL ATV ALA
21 VY ARS IAAT AAL AAV IATT ATL ATV ALA ALT
b2 AAA AAT AAL AAV ATA ATL ATV IALA LT ALL
23 AAT AAL AAY ATA ATT ATV ALA ALT aLL ALY
24 AAL AAV ATA ATT ATL IALA ALT ALL ALV AVA
25 AAV ATA ATT AT ATV IALT ALL ALY IAVA AVT
26, ATA ATT AT ATV ALA IALL ALY IAVA AVT AVE
b7 ATT ATL ATV ALA ALT ALY AvA  JAVT AvL AVY
8o ATL ATV nLA ALT ALL aLy AVA AT AVL avy  fTaa
B ATV ALA ALT ALL ALY ava st AVL AVV _ ITAA TAT
32 ALA ALT ALL ALV AV S AVT IAVL AVY TAA ITAT TAL
33 ALT ALL ALY AVA AVT VL AvY TAA TAT ITAL TAV
B4 ALL ALV AVA AVT AVL LY TAT TAL ITAV TTA
B85 ALV ava  JAvT AVL AWV ITAA TAT TAL TAY TTA TTT
86 AVA AVT AVL AvY  {TAA AT TAL TAY ITTA TTT L
B7 AVT AVL AVY TBA TAT AL TAV 1A 717 TTL TV
40 AVL AVY  [TAA TAT TAL TAV TTA T TTL TV TLA
41 AVY ITAA TAT ITAL TAV ITTA YT TTL TV TLA TLT
42 TAA ITAT TAL ITAV TTA T TTL TTV LA TLT TLL
43 TAT ITAL TAY 1A T 1L TV TLA LT us TLY
44 TAL TAV TTA YT TTL v TLA TLT TLL TLV TVA
45 TAY TTA 1T TTL TV LA TLT TiL TLY TVa VT
46 TTA 1513 YT 13y TLA 1113 TLL LY TVA TVT VL
47 TTT TTL TV FTLA usi YLl TLY TV A TVT TVL VY
50 1T v TLA 1LY L TLV TVA ITvT TVL TV LAA
51 TV iTLA TLT TLL TLY TVA TVT ITVE TVVY LAA LAT
52 TLA 114 TLL TLY ITVA TVY TVL vy LAA LAT LAL
53 TLY iTLL YLV ITVA VT Tvi TV L AR LAT LAL LAY
l54 TLL TLY TVA VT VL Ty LAA $ AT LAL LAY LTA
!55 TLY TTVA TVT TV VY LAA LAT (AL LAY LTA LT
!56 VA TVT TVL VY {AA AT LAL LAY LTA LTT LTL
‘57 TV T VL Ty LAS LAY LAL LAY LTA LI LTL LTV
160 TVE Ty LAA LAY {AL LAV LTA $3T LTL LTV LLA
i61 vV AR LAT LAL LAV LTA LTT LI LTV LLA LLT
b2 LAA LAT LAL LAV LTA 1T LTL LTV LLA LT LLL
63 LAT LAL LAY LTA LI7 LTL LTV LLA LLT LLL LLV
64 LAL LAV LTA LT {233 LTV LLA (81X} LLL LV LVA
65 LAV LTA LY LTL LYY LA LLY {$X9 LLY LYA LYY
66 LTA 1T LTL LTV LA LY LLL LV LVA LVY LV
67 LYY L1 LTV LLA {11 L LAV f VA VT VL AR
(70 LYL LTV LLA LT {829 LY LVA VT VL LYV VAR
71 LTV LLA LLY LLE {1V VA LVT LV LYV VAA VAT
72 LA (LT LLL LLV VA VT LVL vy vAA VAT VAL
73 LT LLL LY LVA VT VL LY VAA VAT VAL AV
74 LLL LV LVA LVY LV LYY VAA (VAT VAL VAV TA
75 LLV LVA LVT LV VY VAA VAT VAL VAY IV TA 17
76 LVA VT LWL VYV VAA VAT VAL VAV VTA VTT TL
77 LVT LV LYV vaA  dvat VAL VAV VIa VTT V1L VTV

FIG. 11N (cont'd)
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00 LT VL VLY VA VYT WAL VY AAA
01 LL ViV VWA T VYL WAV AAA  fAAT
02 VLV VYA VT VL Vv AAA  AAT AAL
03 VA VT o AL AAA AAT AAL IAAV
04 VT vvL VvV lAAA {AAT AAL AAV  {ATA
05 VYL VYV AAA  AAT AAL AAV ATA ATT
06 . VY AAA AAT AAL AAV  {ATA ATT ATL
07 ABA AAT AAL AAY  {ATA ATT ATL ATY
10 AAT AAL ARV {ATA ATT ATL ATV ALA
13 AAL AAY ATA ATT ATL ATV AL ALY
12 EAAY ATA ATT IATL ATV ALA ALT ALL
13 IATA ATT ATL ATV ALA ALY AL ALY
14 . AT ATL ATV IALA ALT ALL ALY AVA
15 ATL ATV ALA IALT ALL ALY AVA  {AVE
16 ATV ALA ALT AL ALY AVA AVT AVL
17 ALA ALT ALL Y AVA AvT AVL AVY
20 ALT ALL ALY ava  {AvT AvE AVY TAA
21 ALL ALY Ava  jAvT VL AV {TAA TAT
22 ALY AVA AT vt AVY TAA TAT TAL
23 IAVA AVT AVL vy TAA TAT TAL TAV
24 AVT AVL AVY  {TAA TAT TAL TAV TTA
25 AVL AVY TAA ITAT TAL TAV TTA T
26 AVY TAA TAT ITAL TAV T8 TTT TTL
27 TAA TAT TAL AV TTA TIT TTL TTV
30 TAT TAL TAV ITTA TTT TTL TV TLA
31 TAL TAV TTA x4 TTL TV TLA TLT
32 TAV TTA 1Y 1L TV TLA LT TLL
33 TTA IIT TTL v TLA TLT TiL TLV
34 1Y TTL TV Tia TLT TLL Ty TVa
35 L TTV TLA iy TLL TLY TVA TVT
36 . TV TLA LY it TLV TVA VT TVL
37 ITLA TLY TLL TLV TVA VY TVL TV
40 . T TLL LY TVA TVT TVL TVV LAA
43 o [T TLY TVA VT TVL VY LAA LAT
42 . T Tva VY VL TVV LAA AT LAL
43 . TV TVT TVL TVY LAA LAT AL LAV
43 TV TVL VY LAA LAT (AL LAV LTA
45 TVL TV LAA AT LAL LAV 1A LT
46 TVV LAA AT AL LAY LTA Ty LTL
47 LAA LAT fAL LAy LTA (7T T LTV
50 LAT LAL AV LTA LT LTL TV LA
51 LAL LAV (TA T LTL TV any LLT
52 LAV 1TA LTT LT LTV LLA LT LLL
S3 LTA LTT (T LTV LLA (L7 an LLY
54 LTT LTL LTV iy LLT i Ly LVA
55 LTE LTV LA LT LEL Y VA LVT
56 LTV LLA % m LV VA VT LVL
57 LLA LT (1L Y LVA T v LVV
60 LT LLL Y VA LT v vy VAA
61 Ll LY VA VT LVL vy VAA VAT
62 LY LVA LT VL LYY van AT VAL
63 LVA LVT LvL vy VAA VAT VAL VAV
64 LVT LA LV VAA VAT AL VAV VTA
65 LVL VY WVAA VAT VAL VAY VTA VTY
66 LYV VAA VAT VAL VAV VA VTT VL
67 VAA VAT VAL VAY VTA T VTL TV
70 VAT VAL vay  WTA VTT TL VTV VLA
71 VAL VAV VTA WVTY VL VTV VLA VLT
72 VAY VTA VTT TL VTV VIA VIT VLL
73 VTA VTT VTL VTV VLA VLT V1L VLY
74 .. NTY VTL VTV VLA VLT il VLY VYA
75 e WTL VTV VA VLY VLL VLY VVA VYT
76 VTV VEA WAT VL VLY WA jwT VYL
77 . A VLT ViL VLY VA T VL VY

FIG. 11N {cont’d)
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AorTorLorV

A, T, L and V can be selected with egual or unequal probabilities

EorHorYorF

£, H, Y and F can be selected with equal or unequal probabilities

FIG. 110

0 AorT A and T can be selected with egual or unequsi probabilities
1 LorV L and V can be selected with equal of unequal probabilities
2 € or H £ and H can be selected with equal or unequal probabilities
3 ‘Y or § Y and F can be selected with egual or unequal probabilities

FIG. 11P

g
0 AAA or AAT AAA and AAT can be selected with equal or unequal probabilities
1 ATA or ATT ATA and ATT can be selected with equal or unegual probabilities
2 TAA or TAT TAA and TAT can be selected with egual or unequal probabilities
3 TTA oy TIT TTA and TTT can be selected with equal or unequal probabiities

FIG. 11Q

00 A or T A and T can be selected with equal or unegual probabilities
01 LorV L and V can be selected with equal or upequal probabifities
02 E or 8 £ and H can be selected with equal or unequal probabilities
10 Y or F Y and F can be selected with equal or unegual probabilities
11 D or K D and K can be selected with equal or unequal probabilities
12 R or P R and P can be selected with equal or unequal probabilities
20 W or € W and C can be selected with egual or unequal probabilities
21 G or S G and S can be selected with equal or unegual probahilities
22 N or Q N and Q can be selected with egual or unequal probabilities

FIG. 11R

00 AA or AT or AL or AV AA, AT, AL and AV can be selected with equal or unequal probabilities
01 TA or TT or TL or TV TA, TT, TL and TV can be selected with equal or unequal probabilities
02 LA or LT or Ll or LV LA, LT, L1 and LV can be selected with equal or unegual probabilities
10 VA or VT or VL or W VA, VT, V6 and VV can be selected with equal or unequal probabilities
11 EA or ET or EL or EV EA, ET, £L and EV can be selected with equal or unequal probabilities
12 HA or HT or Hi or HY HA, MY, HE and MV can be selected with equal or unequal probabilities
20 YA or YT or YLor YV YA, YT, YL and YV can be selected with equal or unegual probabilities
21 FA or FT or FL or FV FA, FT, FLand FV can he selected with equal or unequal probabilities
22 DA or DT or D or DV DA, DT, DL and DV can be selected with equal or uneguat probabilities

FIG. 118
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Name | Sequence MS1 charge charges | solvent Can be
TIC of  the | observed sequenced using
intensity | most HCD for

intense fragmentation
ion

20 FYEVTVFAEV | 3.00E+0 {2 2 13 OK

LYFEYETR 7 water:AcN
SEQIDNO: |
20- FYEVTVFAEV | 5.65E+0 |3 2,3 1:3:6 FAIL
C2R LYFEYETRR 7 water: AcN
SEQIDNO: 2 ‘DMSO
20- FYEVTVFAEV | 541E+0 {3 234 i FAIL
C3R LYFEYETRRR | 7 waterzAcN
SEQIDNO: 3
20- FYEVTVFAEV | 230E+0 | 4 345 water FAIL
C4R LYFEYETRRR |} 7
R
SEQIDNO: 4
63 FYFLVALSEAT | 2.73E+G {2 2 11 OK
SVAELAR 8 water: AcN
SEQIDNO: 5
63- FYFLVALSEAT | 555E+¢ 3 23 11 FAIL
C2R SVAELARR 7 water: AcN
SEQIDNO: 6
63~ FYFLVALSEAT | 1.06E+0 } 3 234 1:1 FAIL
C3R SVAELARRR 8 water:AcN
SEQIDNO: 7
63- FYFLVALSEAT | 7.15E+0 | 4 345 water FAIL
C4R SVAELARRRR |8
SEQIDNO: R

FIG. 16
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NL: 1.93E7

20C2R_28#109 RT.0.23
AV:1F: FTMS + ¢ ESid
Full ms2
1231.5883@hcd23.00
{200.0000-2800.0000]

NL:1.72E6

20C2R 33#123 RT:0.25
AV:1F. FTMS +cESid
Full ms2
1231.6039@hcd33.00
{200.0000-2800.0000]

NL: 1.96E5

20C2R 38#55 RT. 0.11
AV:1F. FTMS + ¢ ESid
Full ms2
1231.6024@hcd38.00
[200.0000-2800.0000]
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NL:8.76E4
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DATA STORAGE USING PEPTIDES

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application is a continuation-in-part of and claims
the benefit of priority of U.S. Non-Provisional application
Ser. No. 16/224,957, filed on Dec. 19, 2018, which claims
the benefit of priority of U.S. Provisional Application No.
62/657,026, filed on Apr. 13, 2018, the contents of each of
which being hereby incorporated by reference in their
entirety for all purposes.

REFERENCE TO SEQUENCE LISTING

The specification further incorporates by reference the
Substitute Sequence Listing submitted herewith via EFS-
Web on Dec. 14, 2020. The Substitute Sequence Listing text
file, identified as Sequence_Listing_034577-000063.txt, is
4,033 bytes and was created on Dec. 14, 2020. The Substi-
tute Sequence Listing, electronically filed herewith does not
contain new matter.

TECHNICAL FIELD

The present disclosure relates to data storage and
retrieval, and more particularly, to methods and systems for
data storage and retrieval using peptides with improved
physical-chemical properties.

BACKGROUND

With digital data being generated at an exponential rate,
storage of digital data becomes particularly important to the
growth of information technology. These digital data are
represented by bits of 0 and 1 and stored in media, such as
hard drives and magnetic tapes. Many of rarely accessed
data have been archived on reels of magnetic tapes. The
physical limitations in the thickness of tapes and the size of
magnetic domains pose a limitation to the maximum data
density, which is expected to reach a plateau soon. In order
to store the huge amount of data generated, huge storage
space in specially built data centres is needed. Furthermore,
the magnetic tapes are rated to last for several decades only,
and copying data from old tapes into new tapes from time to
time is required, which is both time-consuming and expen-
sive.

One of the emerging technologies to fulfil this need is
storing digital data in DNA, where the set of monomers
(nucleotides) with different side chains represents the dif-
ferent combinations of 0 and 1 in digital data. To retrieve the
data, the DNA strands are sequenced, and the sequence
information of the monomers is converted back to combi-
nations of 0 and 1. However, DNA has only 4 natural
nucleotides, and unnatural nucleotides may not be used for
data storage since they cannot be recognized by the enzymes
for DNA sequencing. In addition, DNA is prone to degra-
dation which makes it challenging for long-term data stor-
age.

Hence, what is needed is an improved method and system
for storing and retrieving digital data that seeks to address
one or more of the above-mentioned problems. Furthermore,
other desirable features and characteristics will become
apparent from the subsequent detailed description and the
appended claims, taken in conjunction with the accompa-
nying drawings and this background of the disclosure.
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2
SUMMARY

According to a first aspect, there is provided a method of
storing digital data into peptide sequences.

In certain embodiments, the method of storing digital data
into peptide sequences may comprise: encoding the digital
data into a digital code; translating the digital code into the
peptide sequences; and synthesizing the translated peptide
sequences.

In certain embodiments, the translating of the digital code
into peptide sequences may comprise mapping a bit pattern
or a symbol pattern into one or more amino acids such that
the digital code is represented by a sequence of amino acids
in the peptide sequences.

In certain embodiments, the method of storing digital data
into peptide sequences may further comprise forming a
mixture of peptides based on the translated peptide
sequences.

In certain embodiments, the method of storing digital data
into peptide sequences may further comprise adding one or
more order-checking bits into the digital code, wherein the
one or more order-checking bits may be related to the order
of the bits or symbols in the digital code.

In certain embodiments, the method of storing digital data
into peptide sequences may further comprise adding one or
more error-correction codes into the digital code, wherein
the one or more error-correction codes may comprise any
one or combination of repetition code, convolutional code,
turbo code, fountain code, low-density parity-check (LDPC)
code, Reed-Solomon (RS) code, Hadamard code, and Ham-
ming code.

In certain embodiments, the one or more error-correction
codes may be generated based on the digital code, or both
the digital code and order-checking bits added into the
digital code.

In certain embodiments, the peptide sequences may com-
prise distinct functional groups, isotope labels or affinity
labels.

In certain embodiments, the peptide sequences may com-
prise digital data bearing amino acids and non-digital data
bearing amino acids.

According to a second aspect, there is provided a method
of retrieving digital data from peptide sequences.

In certain embodiments, the method of retrieving digital
data from peptide sequences may comprise: sequencing and
determining an order of the peptide sequences; converting
the peptide sequences with the determined order into a
digital code; and decoding the digital data from the digital
code.

In certain embodiments, the converting of the peptide
sequences with the determined order into the digital code
may comprise mapping one or more amino acids in the
peptide sequences into a bit pattern or a symbol pattern such
that the digital code is obtained from a sequence of amino
acids in the peptide sequences with the determined order.

In certain embodiments, the method of retrieving digital
data from peptide sequences may further comprise separat-
ing peptide sequences from a mixture of peptides.

In certain embodiments, the digital code may comprise
one or more order-checking bits, wherein the one or more
order-checking bits may be related to the order of the bits or
symbols in the digital code.

In certain embodiments, the digital code may comprise
one or more error-correction codes, wherein the one or more
error-correction codes may comprise any one or combina-
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tion of repetition code, convolutional code, turbo code,
fountain code, LDPC code, RS code, Hadamard code, and
Hamming code.

In certain embodiments, decoding the digital data from
digital code may use algorithms comprising belief-propaga-
tion algorithm, message-passing algorithm, and sum-prod-
uct algorithm, and bit-flipping algorithm.

In certain embodiments, the method of retrieving digital
data from peptide sequences may further comprise: encod-
ing the orders of one or more bits or symbols in the digital
code; comparing the order-checking bits with the encoded
orders of the one or more bits or symbols in the digital code;
and indicating a detected error if the order-checking bits do
not match the encoded orders of the one or more bits or
symbols in the digital code.

According to a third aspect, there is provided a system for
storing digital data into peptide sequences, the system com-
prising: a synthesizer configured to synthesize peptide
sequences; at least one processor in communication with the
synthesizer; and at least one memory including computer
program code, the at least one memory and the computer
program code configured to, with the at least one processor,
cause the system at least to: encode the digital data into a
digital code; translate the digital code into peptide
sequences; and synthesize the translated peptide sequences
using the synthesizer.

In certain embodiments, when the system is caused to
translate the digital code into peptide sequences, the at least
one memory and the computer program code may be con-
figured to, with the at least one processor, cause the system
at least to map a bit pattern or a symbol pattern of the digital
code into one or more amino acids such that the digital code
is represented by a sequence of amino acids in the peptide
sequences.

In certain embodiments, the system may be further con-
figured to form a mixture of peptides based on the translated
peptide sequences.

In certain embodiments, the at least one memory and the
computer program code may be configured to, with the at
least one processor, cause the system further to add one or
more order-checking bits into the digital code, wherein the
one or more order-checking bits may be related to the order
of the bits or symbols in the digital code.

In certain embodiments, the at least one memory and the
computer program code may be configured to, with the at
least one processor, cause the system further to add one or
more error-correction codes into the digital code, wherein
the one or more error-correction codes may comprise any
one or combination of repetition code, convolutional code,
turbo code, fountain code, LDPC code, RS code, Hadamard
code, and Hamming code.

In certain embodiments, the one or more error-correction
codes may be generated based on the digital code, or both
the digital code and order-checking bits added into the
digital code.

In certain embodiments, the peptide sequences may com-
prise distinct functional groups, isotope labels or affinity
labels.

In certain embodiments, the peptide sequences may com-
prise digital data bearing amino acids and non-digital data
bearing amino acids.

According to a fourth aspect, there is provided a system
for retrieving digital data from peptide sequences, the sys-
tem comprising: a sequencer configured to sequence and
determine an order of the peptide sequences; at least one
processor in communication with the sequencer; and at least
one memory including computer program code, the at least
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one memory and the computer program code configured to,
with the at least one processor, cause the system at least to:
sequence and determine the order of the peptide sequences
using the sequencer; convert the peptide sequences with the
determined order into a digital code; and decode the digital
data from the digital code.

In certain embodiments, when the system is caused to
convert the peptide sequences with the determined order into
a digital code, the at least one memory and the computer
program code may be configured to, with the at least one
processor, cause the system at least to map one or more
amino acids in the peptide sequences into a bit pattern or a
symbol pattern such that the digital code is obtained from a
sequence of amino acids in the peptide sequences with the
determined order.

In certain embodiments, the sequencer may be further
configured to separate peptide sequences from a mixture of
peptides.

In certain embodiments, the digital code may comprise
one or more order-checking bits, wherein the one or more
order-checking bits may be related to the order of the bits or
symbols in the digital code.

In certain embodiments, the digital code may comprise
one or more error-correction codes, wherein the one or more
error-correction codes may comprise any one or combina-
tion of repetition code, convolutional code, turbo code,
fountain code, LDPC code, RS code, Hadamard code, and
Hamming code.

In certain embodiments, decoding the digital data from
digital code may use algorithms comprising belief-propaga-
tion algorithm, message-passing algorithm, and sum-prod-
uct algorithm, and bit-flipping algorithm.

In certain embodiments, the at least one memory and the
computer program code may be configured to, with the at
least one processor, cause the system further to: encode the
orders of one or more bits or symbols in the digital code;
compare the order-checking bits with the encoded orders of
the one or more bits or symbols in the digital code; and
indicate a detected error if the order-checking bits do not
match the encoded orders of the one or more bits or symbols
in the digital code.

According to a fifth aspect, there is provided a computa-
tional method for assigning peptide sequences, wherein the
method comprises an algorithm that recognizes and scores
one or more features.

In certain embodiments, the one or more of the features
may comprise: length of consecutive amino acids retrieved;
isotope labels; number of amino acids retrieved; match
error; intensity; and number of occurrences for different ion
types with different offsets.

According to a sixth aspect, there is provided a method of
storing digital data into one or more peptide sequences, the
method comprising: encoding the digital data into a digital
code; translating the digital code into the one or more
peptide sequences, wherein translating the digital code com-
prises mapping a bit pattern or a symbol pattern into one or
more amino acids such that the digital code is represented by
a sequence of amino acids in the one or more peptide
sequences; and wherein each of the one or more peptide
sequences independently comprises a N-terminal amino acid
covalently bonded via an internal amino acid sequence to a
C-terminal amino acid; and providing the one or more
translated peptide sequences, with the proviso that if the one
or more peptide sequences comprise two or more amino
acids with identical molecular weights, then the two or more
amino acids have the same mapped bit pattern or symbol
pattern.
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In certain embodiments, the N-terminal amino acid of
each of the one or more translated peptide sequences is the
same; and the C-terminal amino acid of each of the one or
more translated peptide sequences is the same.

In certain embodiments, each of the one or more trans-
lated peptide sequences independently consists of 8-30
amino acids.

In certain embodiments, each of the one or more trans-
lated peptide sequences contains no more than one basic
amino acid.

In certain embodiments, each of the one or more trans-
lated peptide sequences contains no more than one basic
amino acid independently selected from the group consisting
of lysine, arginine, histidine, 1,2-diaminoethane, and 1,3-
diaminopropane (DAP).

In certain embodiments, the N-terminal of each of the one
or more translated peptide sequences is selected from the
group consisting of serine, threonine, histidine, lysine,
aspartic acid, and glutamic acid.

In certain embodiments, the C-terminal of each of the one
or more translated peptide sequences is selected from the
group consisting of lysine, arginine, histidine, 1,2-diamino-
ethane, and DAP.

In certain embodiments, each of the internal amino acid
sequences do not comprise histidine, lysine, arginine, or
aspartic acid.

In certain embodiments, each of the one or more trans-
lated peptide sequences do not comprises cysteine, trypto-
phan, methionine, asparagine, or glutamine.

In certain embodiments, the step of providing the trans-
lated peptide sequences comprises synthesizing the trans-
lated peptide sequences.

In certain embodiments, the translating of the digital code
into peptide sequences comprises: mapping a bit pattern or
a symbol pattern into one or more amino acids such that the
digital code is represented by a sequence of amino acids in
the one or more peptide sequences.

In certain embodiments, the method further comprises
adding one or more order-checking bits into the digital code,
wherein the one or more order-checking bits are related to
the order of the bits or symbols in the digital code.

In certain embodiments, the translating of the digital code
into peptide sequences comprises: mapping a bit pattern or
a symbol pattern into one or more amino acids such that the
digital code is represented by a sequence of amino acids in
the one or more peptide sequences; each of the one or more
peptide sequences independently consists of 17-24 amino
acids; each of the one or more peptide sequences contains
one basic amino acid located at the C-terminal of each of the
one or more peptide sequences selected from the group
consisting of DAP and arginine; the N-terminal of each of
the one or more peptide sequences is selected from the group
consisting of serine, threonine, aspartic acid, and glutamic
acid; each of the internal amino acid sequences do not
comprise histidine, lysine, arginine, or aspartic acid; and
each of the one or more peptide sequences do not comprises
cysteine, tryptophan, methionine, asparagine, or glutamine.

According to a seventh aspect, there is provided a method
of retrieving digital data from one or more peptide
sequences, wherein the retrieving digital data from the one
or more peptide sequences comprises: sequencing and deter-
mining an order of the one or more peptide sequences,
wherein each of the one or more peptide sequences inde-
pendently comprises a N-terminal amino acid covalently
bonded via an internal amino acid sequence to a C-terminal
amino acid sequencing and wherein the step of sequencing
and determining an order of the one or more peptide
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sequences comprises a mass spectroscopy method; convert-
ing the one or more peptide sequences with the determined
order into a digital code wherein the converting of the
peptide sequences with the determined order into the digital
code comprises mapping one or more amino acids in the
peptide sequences into a bit pattern or a symbol pattern such
that the digital code is obtained from a sequence of amino
acids in the peptide sequences with the determined order;
and decoding the digital data from the digital code, with the
proviso that if the one or more peptide sequences comprise
two or more amino acids with identical molecular weights,
then the two or more amino acids have the same mapped bit
pattern or symbol pattern.

In certain embodiments, the step of sequencing the one or
more peptide sequences comprises a sequencing method
selected from the group consisting of a graph theory model
and a highest-intensity tag based model.

In certain embodiments, the mass spectroscopy method
comprises matrix assisted laser desorption ionization mass
spectrometry or liquid chromatograph-mass spectrometry/
mass spectrometry.

In certain embodiments, the N-terminal amino acid of
each of the one or more translated peptide sequences is the
same; and the C-terminal amino acid of each of the one or
more translated peptide sequences is the same.

In certain embodiments, each of the one or more trans-
lated peptide sequences independently consists of 8-30
amino acids.

In certain embodiments, each of the one or more trans-
lated peptide sequences contains no more than one basic
amino acid.

In certain embodiments, each of the one or more trans-
lated peptide sequences contains no more than one basic
amino acid independently selected from the group consisting
of lysine, arginine, histidine, 1,2-diaminoethane, and DAP.

In certain embodiments, the N-terminal of each of the one
or more translated peptide sequences is selected from the
group consisting of serine, threonine, histidine, lysine,
aspartic acid, and glutamic acid.

In certain embodiments, the C-terminal of each of the one
or more translated peptide sequences is selected from the
group consisting of lysine, arginine, histidine, 1,2-diamino-
ethane, and DAP.

In certain embodiments, each of the internal amino acid
sequences do not comprise histidine, lysine, arginine, or
aspartic acid.

In certain embodiments, each of the one or more trans-
lated peptide sequences do not comprises cysteine, trypto-
phan, methionine, asparagine, or glutamine.

In certain embodiments, the digital code comprises one or
more order-checking bits, wherein the one or more order-
checking bits are related to the order of the bits or symbols
in the digital code.

In certain embodiments, the step of sequencing the one or
more peptide sequences comprises a sequencing method
selected from the group consisting of a graph theory model
and a highest-intensity tag based model; the mass spectros-
copy method comprises matrix assisted laser desorption
ionization mass spectrometry or liquid chromatograph-mass
spectrometry/mass spectrometry; each of the one or more
peptide sequences independently consists of 17-24 amino
acids; each of the one or more peptide sequences contains
one basic amino acid located at the C-terminal of each of the
one or more peptide sequences selected from the group
consisting of DAP and arginine; the N-terminal of each of
the one or more peptide sequences is selected from the group
consisting of serine, threonine, aspartic acid, and glutamic
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acid; each of the internal amino acid sequences do not
comprise histidine, lysine, arginine, or aspartic acid; and
each of the one or more peptide sequences do not comprises
cysteine, tryptophan, methionine, asparagine, or glutamine.

According to an eighth aspect, there is provided a system
for storing digital data into one or more peptide sequences,
the system comprising: a synthesizer configured to synthe-
size the one or more peptide sequences; at least one pro-
cessor in communication with the synthesizer; and at least
one memory including computer program code, the at least
one memory and the computer program code configured to,
with the at least one processor, cause the system at least to:
encode the digital data into a digital code; translate the
digital code into one or more peptide sequences, wherein
each of the one or more translated peptide sequences inde-
pendently comprises a N-terminal amino acid covalently
bonded via an internal amino acid sequence to a C-terminal
amino acid; and synthesize the one or more translated
peptide sequences using the synthesizer, with the proviso
that the one or more translated peptide sequences do not
comprise both leucine and isoleucine.

According to a ninth aspect, there is provided a system for
retrieving digital data from one or more peptide sequences,
the system comprising: a mass spectrometer configured to
sequence and determine an order of the one or more peptide
sequences, wherein the mass spectrometer is selected from
the group consisting of matrix assisted laser desorption
ionization mass spectrometry and liquid chromatography-
mass spectrometry/mass spectrometry; at least one proces-
sor in communication with the sequencer; and at least one
memory including computer program code, the at least one
memory and the computer program code configured to, with
the at least one processor, cause the system at least to:
sequence and determine the order of the peptide sequences
using the mass spectrometer, wherein the step of sequencing
and determining the order of the one or more peptide
sequences comprises a sequencing method selected from the
group consisting of a graph theory model and a highest-
intensity tag based model; convert the one or more peptide
sequences with the determined order into a digital code; and
decode the digital data from the digital code.

Embodiments of the present disclosure provide an effi-
cient data storage method and system using peptide
sequences. The storage of digital data is performed by
mapping a pattern of bits/symbols of the digital data in one
or more amino acids of the peptide sequences. Firstly,
peptides can offer a much higher data density than DNA. In
addition to the 20 natural amino acids, unnatural amino acids
can be also incorporated for data storage since the peptide
sequencing can be performed using tandem mass spectrom-
etry (MS/MS) with no enzyme recognition involved. The
increased set of possible monomers, together with the lower
masses of amino acids than those of nucleotides, could
endow peptides a much higher data density than DNA.
Secondly, peptides are typically less prone to degradation
than DNA and can be still detectable even after millions of
years when DNA would have already degraded. Further-
more, the peptide synthesis industry has been well devel-
oped, and various peptides can be easily obtained at a
reasonable price. With the development of proteomics, the
hardware and software for separation, detection and
sequencing of peptides have been well established. Sequenc-
ing thousands of peptides in a mixture at a very small
amount has become routine and can be completed within a
short time of period.

BRIEF DESCRIPTION OF DRAWINGS

Embodiments of the disclosure will be better understood
and readily apparent to one of ordinary skill in the art from
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the following written description, by way of example only,
and in conjunction with the drawings, in which:

FIG. 1 depicts a schematic diagram of a system config-
ured to store digital data into peptide sequences in accor-
dance with embodiments of the disclosure.

FIG. 2 depicts a schematic diagram of a system config-
ured to retrieve digital data from peptide sequences in
accordance with embodiments of the disclosure.

FIG. 3 depicts a schematic diagram of a computer system
suitable for use in the system depicted in FIGS. 1 and 2 in
accordance with embodiments of the disclosure.

FIG. 4 depicts a flowchart illustrating a method of storing
digital data into peptide sequences in accordance with
embodiments of the disclosure.

FIG. 5 depicts a flowchart illustrating a method of retriev-
ing digital data from peptide sequences in accordance with
embodiments of the disclosure.

FIG. 6 depicts a flowchart illustrating a method of encod-
ing digital data into a digital code, the digital code including
order-checking bits and one or more low-density parity-
check (LDPC) codes, in accordance with embodiments of
the disclosure.

FIG. 7 depicts a flowchart illustrating a method of decod-
ing digital data from a digital code, the digital code includ-
ing order-checking bits and one or more LDPC codes, in
accordance with embodiments of the disclosure.

FIG. 8 depicts an illustration of storing digital data into
peptide sequences in accordance with embodiments of the
disclosure.

FIGS. 9A-B depict illustrations of retrieving digital data
from peptide sequences in accordance with embodiments of
the disclosure.

FIG. 10 depicts an illustration of using an error-correction
method to ensure data integrity in accordance with embodi-
ments of the disclosure.

FIGS. 11A-S depict illustrations of examples of the map-
ping between bit(s)/symbol(s) to amino acid(s) in accor-
dance with embodiments of the disclosure.

FIG. 12 depicts a flowchart illustrating a method of
two-stage sequencing in accordance with embodiments of
the disclosure.

FIG. 13 depicts an illustration of path finding in graph
theory model in accordance with embodiments of the dis-
closure.

FIG. 14 depicts a flowchart illustrating a method of
highest-intensity-tag based sequencing in accordance with
embodiments of the disclosure.

FIG. 15 depicts an illustration of highest-intensity-tag
based sequencing method in accordance with embodiments
of the disclosure.

FIG. 16 depicts Table 5, which shows a comparison of the
MST1 spectral characteristics, solubility properties, and mass
spectrometry (MS) sequencing success, for peptides with
one to four R at the C-terminal.

FIG. 17 depicts the MS2 spectra of the polypeptide
sequence: FYEVIVFAEVLYFEYETRR (SEQ ID NO: 2)
with various HCD energies.

FIG. 18 depicts the MS2 spectrum of the polypeptide
sequence: RYEVTVFAEVLYFEYETR (SEQ ID NO: 9).

FIG. 19A depicts the MS1 spectrum of the polypeptide
sequence: FYFLVALSEATSVAVTLFEAELAR (SEQ ID
NO: 10).

FIG. 19B depicts the MS2 spectrum of the polypeptide
sequence: FYFLVALSEATSVAVTLFEAELAR (SEQ ID
NO: 10).

FIG. 20 depicts the MS2 spectra of the polypeptide
sequence: FYFLVALSEATSVAELA{dap} (SEQ ID NO:
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11) with various HCD energy. Lower HCD energy than
R-terminated peptides can be used to produce good spectra.

FIG. 21A depicts the Matrix-assisted laser desorption/
ionization (MALDI) MS1 and MS2 spectra of the polypep-
tide sequence: FSSFSYTLTFLASAEAER (SEQ ID NO:
12).

And FIG. 21B depicts the MALDI MS1 and MS2 spectra
of the polypeptide sequence: FSTYYETFSSLVYVLATR
(SEQ ID NO: 13).

Skilled artisans will appreciate that elements in the figures
are illustrated for simplicity and clarity and have not nec-
essarily been depicted to scale. For example, the dimensions
of some of the elements in the illustrations, block diagrams
or flowcharts may be exaggerated in respect to other ele-
ments to help to improve understanding of the present
embodiments.

DETAILED DESCRIPTION

Embodiments of the present disclosure will be described,
by way of example only, with reference to the drawings.
Like reference numerals and characters in the drawings refer
to like elements or equivalents.

Some portions of the description which follows are
explicitly or implicitly presented in terms of algorithms and
functional or symbolic representations of operations on data
within a computer memory. These algorithms and functional
or symbolic representations are the means used by those
skilled in the data processing arts to convey most effectively
the substance of their work to others skilled in the art. An
algorithm is here, and generally, conceived to be a self-
consistent sequence of steps leading to a desired result. The
steps are those requiring physical manipulations of physical
quantities, such as electrical, magnetic or optical signals
capable of being stored, transferred, combined, compared,
and otherwise manipulated.

Unless specifically stated otherwise, and as apparent from
the following, it will be appreciated that throughout the
present specification, discussions utilizing terms such as

“storing”, “retrieving”, “encoding”, “decoding”, “translat-
ing”, “converting”, “mapping”, “adding”, “appending”,
“including”, “generating”, “comparing”, “determining”,

“indicating”, “detecting”, “communicating”, or the like,
refer to the action and processes of a computer system, or
similar electronic device, that manipulates and transforms
data represented as physical quantities within the computer
system into other data similarly represented as physical
quantities within the computer system or other information
storage, transmission or display devices.

The present specification also discloses apparatus for
performing the operations of the methods. Such apparatus
may be specially constructed for the required purposes, or
may include a computer or other computing device selec-
tively activated or reconfigured by a computer program
stored therein. The algorithms and displays presented herein
are not inherently related to any particular computer or other
apparatus. Various machines may be used with programs in
accordance with the teachings herein. Alternatively, the
construction of more specialized apparatus to perform the
required method steps may be appropriate. The structure of
a computer will appear from the description below.

In addition, the present specification also implicitly dis-
closes a computer program, in that it would be apparent to
the person skilled in the art that the individual steps of the
method described herein may be put into effect by computer
code. The computer program is not intended to be limited to
any particular programming language and implementation
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thereof. It will be appreciated that a variety of programming
languages and coding thereof may be used to implement the
teachings of the disclosure contained herein. Moreover, the
computer program is not intended to be limited to any
particular control flow. There are many other variants of the
computer program, which can use different control flows
without departing from the spirit or scope of the disclosure.

Furthermore, one or more of the steps of the computer
program may be performed in parallel rather than sequen-
tially. Such a computer program may be stored on any
computer readable medium. The computer readable medium
may include storage devices such as magnetic or optical
disks, memory chips, or other storage devices suitable for
interfacing with a computer. The computer readable medium
may also include a hard-wired medium such as exemplified
in the Internet system, or wireless medium such as exem-
plified in the GSM mobile telephone system. The computer
program when loaded and executed on a computer effec-
tively results in an apparatus that implements the steps of the
preferred method.

In embodiments of the present disclosure, use of the term
‘server’ may mean a single computing device or at least a
computer network of interconnected computing devices
which operate together to perform a particular function. In
other words, the server may be contained within a single
hardware unit or be distributed among several or many
different hardware units.

Term Definitions

As used herein, the terms “peptide” and “peptide
sequence” refer to a string of the amino acid residues,
wherein the order of the assembly of the amino acid is the
peptide sequence in the peptide. As used herein, the term
“amino acid” refers to an organic compound that comprises
an amine group (—NH,) and a carboxyl group (—COOH).
Amino acids can be natural, unusual, unnatural or synthetic
(e.g., an amino acid analog), wherein examples include, but
are not limited to, D or L optical isomers, and amino acid
analogs and peptidomimetics. Further examples of naturally
occurring amino acids can be, but are not limited to, alanine,
arginine, asparagine, aspartic acid, asparagine (or aspartic
acid), cysteine, glutamic acid, glutamine, glycine, histidine,
isoleucine, leucine, lysine, methionine, phenylalanine, pro-
line, serine, threonine, tryptophan, tyrosine or valine. In
another example, groups of unnatural amino acids can be,
but are not limited to, beta-homo-amino acids, and N-alkyl
amino acids, such as alpha-methyl and alpha-dimethyl
amino acids. Further examples of unnatural, unusual occur-
ring or synthetic amino acids include, but are not limited to,
citrulline, hydroxyproline, norleucine, 3-nitrotyrosine,
nitroarginine, ornithine, naphtylalanine, methionine sulfox-
ide, methionine sulfone, cyclohexylalanine, ring-substituted
phenylalanine, tyrosine or tryptophan derivatives (including
but not limited to, for example, cyano-phenylalanine, o-ty-
rosine, m-tyrosine, hydroxy-tryptophan, methoxy-trypto-
phan), or halogen-labelled amino acids derivatives (includ-
ing but not limited to, for example, fluoro/chloro/bromo/
iodo-phenylalanine, fluoro/chloro/bromo/iodo-tryptophan,
fluoro/chloro/bromo/iodo-alanine).

Additional examples of unnatural amino acids include
3-(2-chlorophenyl)-alanine, 3-chloro-phenylalanine,
4-chloro-phenylalanine, 2-fluoro-phenylalanine, 3-fluoro-
phenylalanine, 4-fluoro-phenylalanine, 2-bromo-phenylala-
nine, 3-bromo-phenylalanine, 4-bromo-phenylalanine, hom-
ophenylalanine, 2-methyl-phenylalanine, 3-methyl-
phenylalanine,  4-methyl-phenylalanine,  2,4-dimethyl-
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phenylalanine, 2-nitro-phenylalanine, 3-nitro-
phenylalanine, 4-nitro-phenylalanine, 2,4-dinitro-

phenylalanine, 1,2,3,4-tetrahydroisoquinoline-3-carboxylic
acid, 1,2,3,4-tetrahydronorharman-3-carboxylic  acid,
1-naphthylalanine, 2-naphthylalanine, pentafluorophenyl-
alanine, 2,4-dichloro-phenylalanine, 3,4-dichloro-phenyl-
alanine, 3,4-difluoro-phenylalanine, 3,5-difluoro-phenylala-
nine,  2,4,5-trifluoro-phenylalanine,  2-trifluoromethyl-
phenylalanine, 3-trifluoromethyl-phenylalanine,
4-trifluvoromethyl-phenylalanine,  2-cyano-phenylalanine,
3-cyano-phenylalanine, 4-cyano-phenylalanine, 2-iodo-phe-
nylalanine, 3-iodo-phenylalanine, 4-iodo-phenylalanine,
4-methoxyphenylalanine,  2-aminomethyl-phenylalanine,
3-aminomethyl-phenylalanine, 4-aminomethyl-phenylala-
nine, 2-carbamoyl-phenylalanine, 3-carbamoyl-phenylala-
nine, 4-carbamoyl-phenylalanine, m-tyrosine, 4-amino-phe-
nylalanine, styrylalanine, 2-amino-5-phenyl-pentanoic acid,
9-anthrylalanine, 4-t-butyl-phenylalanine, 3,3-diphenylala-
nine, 4 4'-diphenylalanine, benzoylphenylalanine,
a-methyl-phenylalanine, o-methyl-4-fluoro-phenylalanine,
4-thiazolylalanine, 3-benzothienylalanine, 2-thienylalanine,
2-(5-bromothienyl)-alanine, 3-thienylalanine, 2-furylala-
nine, 2-pyridylalanine, 3-pyridylalanine, 4-pyridylalanine,
2,3-diaminopropionic acid, 2,4-diaminobutyric acid, ally-
Iglycine, 2-amino-4-bromo-4-pentenoic acid, propargylgly-
cine, 4-aminocyclopent-2-enecarboxylic acid, 3-aminocy-
clopentanecarboxylic  acid, 7-amino-heptanoic  acid,
dipropylglycine, pipecolic acid, azetidine-3-carboxylic acid,
cyclopropylglycine, cyclopropylalanine, 2-methoxy-phe-
nylglycine, 2-thienylglycine, 3-thienylglycine, a-benzyl-
proline, a-(2-fluoro-benzyl)-proline, o-(3-fluoro-benzyl)-
proline, a-(4-fluoro-benzyl)-proline, c-(2-chloro-benzyl)-
proline, a-(3-chloro-benzyl)-proline, c-(4-chloro-benzyl)-
proline, o-(2-bromo-benzyl)-proline, o-(3-bromo-benzyl)-
proline, a-(4-bromo-benzyl)-proline, c-phenethyl-proline,
a-(2-methyl-benzyl)-proline, o-(3-methyl-benzyl)-proline,
a-(4-methyl-benzyl)-proline,  a-(2-nitro-benzyl)-proline,
a-(3-nitro-benzyl)-proline, a-(4-nitro-benzyl)-proline,
a-(1-naphthalenylmethyl)-proline, a-(2-naphthalenylm-
ethyl)-proline, o-(2,4-dichloro-benzyl)-proline, o-(3,4-di-
chloro-benzyl)-proline, a-(3,4-difluoro-benzyl-proline,
a-(2-trifluoromethyl-benzyl)-proline, a-(3-trifluoromethyl-
benzyl)-proline, a-(4-trifluoromethyl-benzyl)-proline, a-(2-
cyano-benzyl)-proline, a-(3-cyano-benzyl)-proline, o-(4-
cyano-benzyl)-proline, o-(2-iodo-benzyl)-proline, o-(3-
iodo-benzyl)-proline,  a-(4-iodo-benzyl)-proline,  a-(3-
phenyl-allyl)-proline, a-(3-phenyl-propyl)-proline, o-(4-t-
butyl)-benzyl)-proline, a-benzhydryl-proline, a-(4-
biphenylmethyl)-proline, a-(4-thiazolylmethyl)-proline,
a-(2-thiophenylmethyl)-proline, a-(5-bromo-2-thiophenyl-
methyl)-proline, a-(3-thiophenylmethyl)-proline, a-(2-fura-
nylmethyl)-proline, o-(2-pyridinylmethyl)-proline, a-(3-
pyridinylmethyl)-proline,  a-(4-pyridinylmethyl)-proline,
a-allyl-proline, a-propynyl-proline, y-benzyl-proline, y-(2-
fluoro-benzyl)-proline, y-(3-fluoro-benzyl)-proline, y-(4-
fluoro-benzyl)-proline, y-(2-chloro-benzyl)-proline y-(3-
chloro-benzyl)-proline, y-(4-chloro-benzyl)-proline, y-(2-
bromo-benzyl)-proline, v-(3-bromo-benzyl)-proline, y-(4-
bromo-benzyl)-proline, y-(2-methyl-benzyl)-proline, y-(3-
methyl-benzyl)-proline, y-(4-methyl-benzyl)-proline, y-(2-
nitro-benzyl)-proline, y-(3-nitro-benzyl)-proline, y-(4-nitro-
benzyl)-proline, y-(1-naphthalenylmethyl)-proline, y-(2-
naphthalenylmethyl)-proline, v-(2,4-dichloro-benzyl)-
proline, v-(3,4-dichloro-benzyl)-proline, y-(3,4-difluoro-
benzyl)-proline, y-(2-trifluoromethyl-benzyl)-proline, y-(3-
trifluoromethyl-benzyl)-proline, y-(4-trifluvoromethyl-
benzyl)-proline, y-(2-cyano-benzyl)-proline, y-(3-cyano-
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benzyl)-proline, y-(4-cyano-benzyl)-proline, vy-(2-iodo-
benzyl)-proline,  y-(3-iodo-benzyl)-proline,  y-(4-iodo-

benzyl)-proline, y-(3-phenyl-allyl-benzyl)-proline, y-(3-
phenyl-propyl-benzyl)-proline, y-(4-t-butyl-benzyl)-proline,
y-benzhydryl-proline, y-(4-biphenylmethyl)-proline, y-(4-
thiazolylmethyl)-proline, y-(3-benzothienylmethyl)-proline,
v-(2-thienylmethyl)-proline,  y-(3-thienylmethyl)-proline,
y-(2-furanylmethyl)-proline, y-(2-pyridinylmethyl)-proline,
y-(3-pyridinylmethyl)-proline,  y-(4-pyridinylmethyl)-pro-
line, y-allyl-proline, y-propynyl-proline, trans-4-phenyl-
pyrrolidine-3-Carboxylic acid, trans-4-(2-fluoro-phenyl)-
pyrrolidine-3-carboxylic acid, trans-4-(3-fluoro-phenyl)-
pyrrolidine-3-carboxylic acid, trans-4-(4-fluoro-Phenyl)-
pyrrolidine-3-carboxylic acid, trans-4-(2-chloro-phenyl)-
pyrrolidine-3-carboxylic acid, trans-4-(3-chloro-phenyl)-
pyrrolidine-3-carboxylic acid, trans-4-(4-Chloro-phenyl)-
pyrrolidine-3-carboxylic acid, trans-4-(2-bromo-phenyl)-
pyrrolidine-3-carboxylic acid, trans-4-(3-bromo-phenyl)-
pyrrolidine-3-carboxylic acid, trans-4-(4-bromo-phenyl)-
pyrrolidine-3-carboxylic acid, trans-4-(2-methyl-phenyl)-
pyrrolidine-3-carboxylic acid, trans-4-(3-methyl-phenyl)-
pyrrolidine-3-carboxylic acid, trans-4-(4-methyl-phenyl)-
pyrrolidine-3-carboxylic  acid, trans-4-(2-nitro-phenyl)-
pyrrolidine-3-carboxylic  acid, trans-4-(3-nitro-phenyl)-
pyrrolidine-3-carboxylic  acid, trans-4-(4-nitro-phenyl)-
pyrrolidine-3-carboxylic acid, trans-4-(1-naphthyl)-
pyrrolidine-3-carboxylic acid, trans-4-(2-naphthyl)-
pyrrolidine-3-carboxylic acid, trans-4-(2,5-dichloro-
phenyl)-pyrrolidine-3-carboxylic acid, trans-4-(2,3-
dichloro-phenyl)-pyrrolidine-3-carboxylic acid, trans-4-(2-
trifluoromethyl-phenyl)-pyrrolidine-3-carboxylic acid,
trans-4-(3-trifluoromethyl-phenyl)-pyrrolidine-3-carboxylic
acid, trans-4-(4-trifluoro methyl-phenyl)-pyrrolidine-3-car-
boxylic acid, trans-4-(2-cyano-phenyl)-pyrrolidine-3-car-
boxylic acid, trans-4-(3-cyano-phenyl)-pyrrolidine-3-car-
boxylic acid, trans-4-(4-cyano-phenyl)-pyrrolidine-3-
carboxylic acid, trans-4-(3-methoxy-phenyl)-pyrrolidine-3-
carboxylic acid, trans-4-(4-methoxy-phenyl)-pyrrolidine-3-
carboxylic acid, trans-4-(2-hydroxy-phenyl)-pyrrolidine-3-
carboxylic acid, trans-4-(3-hydroxy-phenyl)-pyrrolidine-3-
carboxylic acid, trans-4-(4-hydroxy-phenyl)-pyrrolidine-3-
carboxylic acid, trans-4-(2,3-dimethoxy-phenyl)-
pyrrolidine-3-carboxylic  acid, trans-4-(3,4-dimethoxy-
phenyl)-pyrrolidine-3-carboxylic acid, trans-4-(3,5-
dimethoxy-phenyl)-pyrrolidine-3-carboxylic acid, trans-4-
(2-pyridinyl)-pyrrolidine-3-carboxylic  acid, trans-4-(3-
pyridinyl)-pyrrolidine-3-carboxylic acid, trans-4-(6-
methoxy-3-pyridinyl)-pyrrolidine-3-carboxylic acid, trans-
4-(4-pyridinyl)-pyrrolidine-3-carboxylic acid, trans-4-(2-
thienyl)-pyrrolidine-3-carboxylic acid, trans-4-(3-thienyl)-
pyrrolidine-3-carboxylic acid, trans-4-(2-furanyl)-
pyrrolidine-3-carboxylic acid, trans-4-isopropyl-
pyrrolidine-3-carboxylic acid, and 4-phosphonomethyl-
phenylalanine.

As used herein the term “amino acid analogs” refers to
synthetic or semi-synthetic analogs of naturally occurring
and unnatural amino acids, which include one or more
chemical modifications, including, but not limited to hydro-
lysis, hydroxylation, alkoxylation, alkylation, homo-ana-
logs, nor-analogs, cyclic analogs, arylation, nitration, halo-
genation, N-, O-, or S-alkylation, N-, O-, or S-acylation,
dehydrogenation, oxidation, reduction, and decaroboxy-
lation.

As used herein, the term “hydrophilic amino acids” refers
to naturally occurring or unnatural amino acids having a
hydrophilic side chain; such side chain may be uncharged,
positively (cationic) or negatively charged (anionic) under



US 11,302,421 B2

13

normal physiological conditions, in particular at about pH
7.4. Uncharged hydrophilic amino acids can include, but are
not limited to, serine, threonine, asparagine and glutamine;
positively charged hydrophilic amino acids can be, but are
not limited to, arginine, histidine and lysine, and the unnatu-
rally occurring amino acid ornithine; negatively charged
amino acids include aspartic acid and glutamic acid.

“Hydrophobic amino acids” refers to naturally occurring
or unnatural amino acids having a hydrophobic and/or
aromatic side chain, such as, but not limited to, alanine,
valine, leucine, isoleucine, and the aromatic amino acids
phenylalanine, tyrosine and tryptophan. Further included are
unnaturally occurring amino acids such as, but not limited
to, cyclohexylalanine.

As used herein, the term “peptide” refers to a polymer of
2 or more amino acids, amino acid analogs, peptidomimet-
ics, or any combinations thereof. The subunits can be linked
by peptide bonds. In another example, the subunits may be
linked by other bonds such as, but not limiting to ester or
ether bonds. Peptides also have a structure, wherein the
structure can be generally understood to be linear or cyclic.
In one example, a peptide can be, but is not limited to,
dipeptides, tripeptides, oligopeptides or polypeptides. In
another example, the peptide can be about 2 to 100 amino
acids in length. In yet another example, the peptide can be
about 2 to about 10 amino acids in length, about 5 to about
15 amino acids in length, about 10 to about 20 amino acids
in length, about 15 to about 25 amino acids in length, about
20 to about 30 amino acids in length, about 25 to about 35
amino acids in length, about 30 to about 40 amino acids in
length, about 35 to about 45 amino acids in length, about 40
to about 50 amino acids in length, about 45 to about 55
amino acids in length, about 50 to about 60 amino acids in
length, about 55 to about 65 amino acids in length, about 60
to about 70 amino acids in length, about 65 to about 75
amino acids in length, about 70 to about 80 amino acids in
length, about 75 to about 85 amino acids in length, about 80
to about 90 amino acids in length, about 85 to about 95
amino acids in length, about 90 to about 100 amino acids in
length. In yet another example, the peptide can be 18 amino
acids in length. Shorter peptides are cheaper to synthesize,
and easier to be sequenced with reduced missed fragmen-
tation, while longer peptides can store more data per peptide,
reduce the number of peptides required for analysis, and
reduce the address and error correction overhead.

As used herein, one or more amino acids in a peptide
sequence represents a pattern of bits/symbols. A sequence of
amino acids in a peptide sequence therefore represents a
string of bits/symbols, which in turn represents part of the
digital data. Therefore, the representation of digital data by
peptide sequences is referred to herein as the digital data
being stored in peptide sequences for simplicity sake. Since
the digital data is expressed in a different form or system, the
representation of digital data by peptide sequences can also
be described as the digital data being encoded in peptide
sequences. Therefore, the storing of digital data in peptide
sequences is the same as the encoding of digital data in
peptide sequences.

In the present disclosure, it is defined that

N' as the length of the codeword for a LDPC code;

M' as the number of parity bits for a LDPC code;

K' as the number of information bits for a LDPC code

with K'=N'-M';

H as the M'xN' parity-check matrix for a LDPC code;

h,, as the element in the ith row and the jth column of

matrix H;
G as the generator matrix for a LDPC code with GH=0;

20

25

40

45

60

65

14
d=[d,, d,, . . ., dz] as the vector of the information bits;
P=[p:s Pss - - - » Pasl as the vector of the parity bits;

c=[dpl=[d;,ds, . .., gy P15 Pas - - - » Pagd @s the codeword
of a LDPC code;

partial sequence formed by consecutive amino acids as
tag;

order-independent composition of amino acids as amino
acid combination (AAC);

the number of amino acids used as K;

the set of the amino acids used as A={a,, a,, . . ., ag};

the mass set of the amino acid residues used as g={g,,
Bas -+ s B3

the length of the peptide sequence as N, which is the
number of the amino acids in a peptide;

the peptide sequence as P={P,, P,, . . ., Py};

the mass set of the amino acid residues in peptide P as
m={m,, m,, . .., my};

the mass of hydrogen or proton as m,;

the mass of hydroxyl group as m;

the ‘head amino acid’ is defined as the amino acid residue
next to the N-terminal of the peptide that is fixed
throughout all peptides;

the ‘tail amino acid’ is defined as the amino acid residue
next to the C-terminal of the peptide that is fixed
throughout all peptides;

the mass of the N-terminal functional group attached to
the head amino acid as myg,,,,, for peptides with
unprotected N-terminal, this is equal to m;

the mass of the C-terminal functional group attached to
the tail amino acid as m,,,,,,, for peptides with unpro-
tected C-terminal, this is equal to mz;

the masses of the head and the tail amino acid residues in
the sequence as m,,,,, and m,,,, respectively, they can
be zero if there are no fixed amino acids;

the mass of the whole sequence as M, which is given by
MZZAIJ'ZImj+mNgVoup+ngVoup;

the mass set of the b-ions in peptide P as m,={m, ,,
My - o« My 1, My o}, Where my, ,,=m, +m,, ie.,
my, y =(Mrgyo,=Mgr)y My 5=y~ - - -

mb,N:MH_ngroup_mtaib meV+1:M_mH_
mb,N+2:M;

the mass set of the y-ions (complementary ions of b-ions)
in peptide P as m,={m, ,, m,,, . .., m, ,,, m 5.},
where m,=M-m,, and m,,,,=m,,-m,, ie., m, ;=M-
(mNgroup_mH)> my,2:M (mNgroup_mH)_mheads core s
myJV:mH+MCgroup+mtail’ my,]V+l:mH+ngroups
m,, 5, =0;

the mass difference set between the theoretical spectrum
and the experimental spectrum as A={A, A,, ..., A},
where A, &[-9, +3],1=1, 2, ..., N, and 9 is the tolerance
value;

the theoretical spectrum generated by peptide P as T(P);

the MS/MS spectrum obtained by tandem mass spectrom-
etry as S;

the number of pairs of mass/charge ratio and intensity that
representing the spectrum S as L;

the set of the charges for spectrum S as z={z,, ., . .
usually z~=1, 2, or 3;

the set of the mass/charge ratios for spectrum S as
(m/z):{(mfz)l, (l’Il/Z)z, cet (m/Z)L}s

the number of subsets in the spectrum S as p, where in
each subset, all (m/z) ratios are isotopes of a particular
fragment, with a charge value equaling the inverse of
difference between consecutive (m/z) ratios;

the ith subset as G, i=1, 2, . . ., p;

the monoisotopic mass for subset G, as m',, i=1, 2, . . .,
p, which can be calculated by m',/=(n/z), o7, ,—m; 7',

ngroup s

" ZL}:
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where (m/z), , is the lowest value in subset G,, and 7', ,
is the corresponding charge for (m/z), ;

the mass set of putative b-ions for spectrum S as

m',={m', ;, m' 5, ..., m'; }, where m', ,~(m/z), z,—m,,
z,1=1,2,...,L;

the equivalent b-ion mass set of putative y- ions for

spectrum S as m' ={m', ,, . .., m', ; }, where m', ~M-
[(W/2), 7,-my 7,1, 51,3, . . ., L
the set of the intensities for spectrum S as I={1,,
L, ..., 1.}, where the intensity I, corresponds to the
mass/charge ratio (m/z), for each 1, i=1, 2, . . . , L;
the mass of the putative b-ion with the Jth highest
intensity for spectrum S as m's ;;
the equivalent b-ion mass of the putative y-ion with the
Jth highest intensity for spectrum S as m'y. ;

the number of candidate sequences as n;

the number of masses with higher ranking intensity used
for the tag-finding scheme as W;

the (N-2) symbols of the peptide (excluding the head and

tail) in the block as S,, S,, . . . Sy_,

the order-checking bit used to protect the order of symbols

S, and S, of a sequence as Q, ,, where {i, j}={1, 2}, {2,
3, {15, 16};

the number of information bit set asp;

the number of supplementary information bit set as v;

the number of information bits in LDPC code or RS code

as a;

the number of parity bits in LDPC code or RS code as f3;

the information bit set as b={b,, b,, . . ., b };

the supplementary information bit set as b={b',

by, ..., b )
the 1nformat10n bit set of the jth code as b¥={b,?,
b, ..., b, P}, j=1, 2 and 3 for LDPC code, and j= 1,
2 3 and 4 for RS code;

the parlty bit set of the jth code as p®@={p,?, p,?, . ..
pB(’)} j=1, 2 and 3 for LDPC code, and j= l 2 3 and
4 for RS code

the interleaved parity bit set of the jth code as P¥={P, ",
P9, .. P(’)} =1, 2and3forLDPCcode

the address pairs as {Al LA . A L} =2 0r 3, and

=1,2,...,8;

the overall code rate as R;

the code rate of the LDPC code as R; ¢

the code rate of the RS code as Ry..

Storing Digital Data into Peptide Sequences

Referring to FIG. 1, a schematic diagram of a system 100
configured to store digital data into peptide sequences is
depicted. The system 100 includes a synthesizer 112 con-
figured to synthesize peptide sequences, a processor 102 in
communication with the synthesizer 112, and a memory 104
including computer program code. The memory 104 is in
communication with the processor 102 such that the pro-
cessor 102 can read the computer program code stored in the
memory 104. The processor 102 can then execute the
computer program code to encode digital data into peptide
sequences. The processor 102 then transmits the peptide
sequences to the synthesizer 112, so that the synthesizer 112
can synthesize the transmitted peptide sequences. These
components can be integrated in one location or distributed
among different locations, and the communications can be
performed in real-time, in near-real-time, or in batches.

A synthesizer can be used to assemble amino acids into a
peptide in a desired sequence. The synthesizer 112 can
include, but not limited to, equipment/device for liquid-
phase peptide synthesis, solid-phase peptide synthesis or
microwave-assisted peptide synthesis. The synthesizer 112
can also be configured to include equipment/device for
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peptide purification methods, such as, but not limited to,
reverse-phase chromatography, size-exclusion chromatogra-
phy, ion exchange chromatography, partition chromatogra-
phy, high-performance liquid chromatography, or any com-
binations thereof. The synthesizer 112 may be a single
equipment/device or a series of equipment/devices in com-
bination configured to synthesize the peptide sequences
and/or form a mixture of peptides.

The system 100 can be used to implement method 400 for
storing digital data into peptide sequences as depicted in
FIG. 4. The processor 102 and the memory 104 including
computer program code in the system 100 can be parts of a
general purpose computing device as depicted in FIG. 3, in
which the processor 102 corresponds to processor 302, and
the memory 104 corresponds to memory 304. The method
400 broadly includes:
step 402: encoding digital data into a digital code;
step 404: translating the digital code into peptide sequences;
and
step 406: synthesizing the translated peptide sequences.

At step 402, digital data can be encoded into a digital code
by the processor 102. The digital data may be retrieved from
the memory 104 or received from an external device (e.g.,
an external hard drive, an optical disc, etc.). The digital data
may be in the form of video, image, audio, text, computer
program, and the like. The digital data is then encoded in a
digital code, for example, in a collection of bits (Os and 1s)
or symbols (e.g. numbers, letters). The collection of digital
code may be presented in, but not limited to, forms of
strings, arrays, vectors, matrices, data blocks, and the like. In
practical applications, the encoding schemes can be user-
defined, and additional codes can be added during the
encoding process for various purposes, such as labelling,
address indication, accuracy enhancement, redundancy, and
error correcting.

For data security purposes, the digital data can be
scrambled or encrypted or ciphered before being encoded in
a digital code, which at step 404 is translated to one or more
amino acids in one or more peptides. Examples of encryp-
tion systems include Rivest-Shamir-Adleman (RSA), Ellip-
tic Curve Cryptography (ECC), Advanced Encryption Stan-
dard (AES) and Data Encryption Standard (DES). The
digital data and/or the encrypted data and/or the encoded
digital code can be interleaved before being mapped to
amino acids in part of a peptide, or one or more peptides.

At step 404, the digital code obtained at step 402 is
translated into peptide sequences. In embodiments of the
present disclosure, one or more amino acids represent a bit
pattern or a symbol pattern in the digital code. For example,
the amino acid serine (“S”) may represent a bit pattern of
000, the amino acid threonine (“T””) may represent a bit
pattern of 001. A sequence of amino acids in a peptide
therefore corresponds to a part of the digital code and carries
part of the information of the digital data. Examples of
mapping methods between amino acid(s) and bit/symbol
patterns are listed below, with alanine (“A”), threonine
(“T”), leucine (“L”), valine (“V”), glutamic acid (“E”),
histidine (“H”), tyrosine (“Y”), phenylalanine (“F”), aspartic
acid (“D”), lysine (“K”), arginine (“R”), proline (“P”),
tryptophan (“W”), cysteine (“C”), glycine (“G”), serine
(“S™), asparagine (“N”), and glutamine (“Q”) as amino acid
example representations. FIGS. 11A-S shows examples of
the mapping between bit(s)/symbol(s) to amino acid(s).
Mapping method 1 Independent and fixed bit-to-amino-acid
mapping, for example, Bit “0” is mapped to “A”; Bit “1” is
mapped to “T” (FIG. 11A).
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Mapping method 2 Independent and fixed bits-to-amino-
acid mapping, for example, Bits “000” are mapped to “A”;
Bits “001” are mapped to “T”; Bits “010” are mapped to
“L”; Bits “011” are mapped to “V” (FIG. 11B).

Mapping method 3 Independent and fixed symbol-to-amino-
acid mapping, for example, Symbols “07, “17, <27, «“3”, “4”,
“5”, “6” and “7” are mapped to “A”, “T”, “L”, “V”, “E”,
“H”, “Y” and “F”, respectively (FIG. 11C).

Mapping method 4 Independent and fixed symbol-to-amino-
acids mapping, for example, Symbol “0” is mapped to
“AAA”; Symbol “1” is mapped to “AAT”; Symbol “7” is
mapped to “TTT” (FIG. 11D).

Mapping method 5 Independent and fixed symbols-to-
amino-acid mapping, for example, Symbols “00” are
mapped to “A”; Symbols “01” are mapped to “T””; Symbols
“22” are mapped to “D” (FIG. 11E).

Mapping method 6 Independent and fixed symbols-to-
amino-acids mapping, for example, Symbols “00” are
mapped to “AAA”; Symbols “01” are mapped to “AAT”;
Symbols “77” are mapped to “VVV” (FIG. 11F).
Mapping method 7 Dependent and fixed bit-to-amino-acid
mapping, where the current bit-to-amino-acid mapping
depends on the previous amino acid, for example, if the
previous amino acid is “A”, then Bit “0” is mapped to “T”
and Bit “1” is mapped to “A”. If the previous amino acid is
“T”, then Bit “0” is mapped to “A” and Bit “1” is mapped
to “T” (FIG. 11G) Other possible arrangements can also be
used for dependent and fixed bit-to-amino-acid mapping
(FIGS. 11H-J).

Mapping method 8 Dependent and fixed symbol-to-amino-
acid mapping, where the current symbol-to-amino-acid
mapping depends on the previous amino acid, for example,
in FIG. 11K(a), if the previous amino acid is “A”, then
Symbols “07, “17, “27, “37, “4”, “5”, “6” and “7” are
mapped to “T”, “L”, “V”, “E”, “H”, “Y”, “F” and “A”,
respectively; if the previous amino acid is “T”, then Symbols
“Q”, “17,“27,“37, 47, “5”, “6” and “7” are mapped to “L”,
“V7,“E”, “H”, “Y”, “F”, “A” and “T”, respectively. In FIG.
11K(b), if the previous amino acid is “A”, then the symbols
cannot be mapped to “A” (FIGS. 11K(a), 11K(b)).
Mapping method 9 Dependent and fixed symbol-to-amino-
acids mapping, where the current symbol-to-amino-acids
mapping depends on the previous amino acids, for example,
in FIG. 11L(a), if the previous amino acids are “AAA”, then
Symbols “07, “17, “27, “3”, “4”, “5”, “6” and “7” are
mapped to “AAT”, “ATA”, “ATT”, “TAA”, “TAT”, “TTA”,
“TTT” and “AAA”, respectively; if the previous amino acids
are “AAT”, then Symbols “07, “17, “27, “37, “4”, “5”, “6”
and “7” are mapped to “ATA”, “ATT”, “TAA”, “TAT”,
“TTA”, “TTT”, “AAA” and “AAT”, respectively. In FIG.
11L(b), if the previous amino acids are “AAA”, then the
symbols cannot be mapped to “AAA” (FIGS. 11L(a), 11L
(b))

Mapping method 10 Dependent and fixed symbols-to-
amino-acid mapping, where the current symbols-to-amino-
acid mapping depends on the previous amino acid, for
example, if the previous amino acid is “A”, then Symbols
“007, 017, “02”, “107, “117, 127, “20”, “21” and *“22” are
mapped to “T”, “L”, “V”, “E”, “H”, “Y”, “F”, “D” and “A”,
respectively; if the previous amino acid is ““T”, then Symbols
“007, <017, “02~, “107, “117, “12”, “20”, “21” and *“22” are
mapped to “L”, “V”, “E”, “H”, “Y”, “F”, “D”, “A” and “T”,
respectively (FIG. 11M).

Mapping method 11 Dependent and fixed symbols-to-
amino-acids mapping, where the current symbols-to-amino-
acids mapping depends on the previous amino acids, for
example, if the previous amino acids are “AAA”, then
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Symbols <007, <017, <027, “03”, . . ., “76” and “77” are
mapped to “AAT”, “AAL”, “AAV”, “ATA”, “VVV” and
“AAA”, respectively; if the previous amino acids are
“AAT”, then Symbols “00”, “01”, “02”, “03”, ..., “76” and
“77” are mapped to “AAL”, “AAV”, “ATA”, “ATT”, .. .,
“AAA” and “AAT”, respectively (FIG. 11N).
Mapping method 12 Independent and random bit-to-amino-
acid mapping, where the current bit-to-amino-acid mapping
is independent of the previous amino acids, for example, bit
“0” is mapped to “A” or “T” or “L” or “V”, where “A”, “T”,
“L” and “V” can be selected with equal or unequal prob-
abilities; bit “1” is mapped to “E” or “H” or “Y” or “F”,
where “E”, “H”, “Y” and “F” can be selected with equal or
unequal probabilities (FIG. 110).
Mapping method 13 Independent and random symbol-to-
amino-acid mapping, where the current symbol-to-amino-
acid mapping is independent of the previous amino acids, for
example, symbol “0” is mapped to “A” or “T”, where “A”
and “T” can be selected with equal or unequal probabilities;
symbol “3” is mapped to “Y” or “F”, where “Y” and “F” can
be selected with equal or unequal probabilities (FIG. 11P).
Mapping method 14 Independent and random symbol-to-
amino-acids mapping, where the current symbol-to-amino-
acids mapping is independent of the previous amino acids,
for example, symbol “0” is mapped to “AAA” or “AAT”,
where “AAA” and “AAT” can be selected with equal or
unequal probabilities; symbol “3” is mapped to “TTA” or
“ITT”, where “TTA” and “ITT” can be selected with equal
or unequal probabilities (FIG. 11Q).
Mapping method 15 Independent and random symbols-to-
amino-acid mapping, where the current symbols-to-amino-
acid mapping is independent of the previous amino acids, for
example, symbols “00” are mapped to “A” or “1”, where
“A” and “T” can be selected with equal or unequal prob-
abilities; symbols “22” are mapped to “N” or “0”, where “N”
and “0” can be selected with equal or unequal probabilities
(FIG. 11R).
Mapping method 16 Independent and random symbols-to-
amino-acids mapping, the current symbols-to-amino-acids
mapping is independent of the previous amino acids, for
example, symbols “00” are mapped to “AA” or “Al” or
“AL” or “AV”, where “AA”, “AT”, “AL” and “AT” can be
selected with equal or unequal probabilities; symbols “22”
are mapped to “DA” or “DT” or “DL” or “DV”, where
“DA”, “DT”, “DL” and “DT” can be selected with equal or
unequal probabilities (FIG. 118).

Tt is to be appreciated that there can be other variations for
the mapping methods, and a combination of mapping meth-
ods can be used for mapping the digital code to amino acids.
It is also to be appreciated that there can be other translation
methods, other than mapping, to translate the digital code to
peptide sequences.

At step 406, the translated peptide sequences are synthe-
sized into peptides. As the peptide sequences are translated
from the digital code, the synthesized peptides bear digital
data. In embodiments of the present disclosure, the digital
data bearing peptides can be mixed to form a mixture of
peptides as less space is required in comparison to storing
the discrete peptides. Peptides can be synthesized by meth-
ods including, but not limited to, liquid-phase peptide syn-
thesis, solid-phase peptide synthesis or microwave-assisted
peptide synthesis. Peptides can also undergo peptide puri-
fication such that the peptides obtained are not in a mixture,
wherein the peptide purification methods include, but are not
limited to, reverse-phase chromatography, size-exclusion
chromatography, ion exchange chromatography, partition
chromatography, high-performance liquid chromatography,
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or any combinations thereof. Alternatively, the translated
peptide sequences can be purchased commercially, isolated
from a natural source directly or semi-synthetically.

The synthesized peptides and mixtures of peptides can be
stored in different conditions. It would generally be under-
stood that storage conditions are dependent on the properties
of the peptides to be stored. In one example, the conditions
can comprise, but not limited to, temperature or phases. In
another example, peptides can be stored in the solid or liquid
phase. In another example, the mixture of peptides can be
kept in the dry room in a powder form or in a solution form
and stored between -80° C. and -20° C.

Error-Correction Method

When performing step 402 of method 400, the digital data
can be advantageously encoded to a digital code with
error-correction codes. In one arrangement, the digital data
is encoded in a digital code. Error-correction codes are then
added to the digital code. Therefore, the error-correction
codes are in addition to the digital code. Suitable error-
correction methods provide the capability of recovering the
original digital data when errors occur in the data storage
and retrieval processes. Hereinafter, the term “starting digi-
tal code” is used to refer to the digital code generated from
the original digital data. The starting digital code is a digital
code without any error-correction codes.

FIG. 10 shows an example of an error-correction method.
The example error-correction method adds two redundant
bits to each bit in the starting digital code. Therefore, the
error-correction method adds redundancy to the starting
digital code. For example, bit 0 in the starting digital code
is added with additional O bits, while bit 1 in the starting
digital code is added with addition 1 bits. The digital code
with the error-correction code in this example is transformed
as (0, 1)—(000, 111). As used herein, the term “redundancy”
refers to extra data that is generated for repetition of infor-
mation or inclusion of additional information during the data
storage/retrieval/transfer. By adding redundancy, error cor-
rection and detection can be advantageously achieved. In the
example in FIG. 10, the error-correction method allows an
error in any of the triplet of bits to be corrected by “majority
vote” as demonstrated in the decoding table. The error-
correction method also allows up to 2 bits of triplet omitted
(not presented in the figure). It is worth noting that, although
simple to implement, this triple modular redundancy is a
relatively ineflicient error-correction method. In the present
disclosure, a more efficient error-correction method based on
order-checking bits, and one or more LDPC codes or one or
more RS codes is designed to correct errors during the
synthesis, detection and sequencing of the peptides.

FIG. 6 shows a flowchart illustrating a method 600 of
encoding digital data in a digital code, the digital code
including order-checking bits and one or more LDPC codes.
The order-checking bits and the one or more LDPC codes
form an error-correction method. In one example, a digital
code representing information of the digital data is provided
as the starting digital code. At step 602, order-checking bits
are generated based on one or more orders of bits/symbols,
or segments of bits/symbols in the starting digital code.
Order-checking bits have the function of protecting the
correct order of bits/symbols in the starting digital code
when the digital code is being processed during the data
storage/retrieval/transfer.

In one arrangement, the order-checking bits are added into
the starting digital code as redundant bits, which can contain
information of the correct order of certain bits/symbols in
the starting digital code. The value of the order-checking bits
can be determined according to user-defined rules, for

20

25

40

45

60

65

20

example, the order-checking bit of “1” is added to a symbol
if the subsequent symbol has a lesser value. For example, a
starting digital code has symbols of 32. An order-checking
bit is then added according to the above example user-
defined rules. As the first symbol has a greater value (i.e.,
“3” representing 3 bits “011”’) than the second symbol (i.e.,
“2” representing 3 bits “010”), a redundant bit “1” is added
as an order-checking bit. The same process can be repeated
for the second symbol to add an order-checking bit. There-
fore, there can be one or more order-checking bits generated
from the starting digital code. In one example, the generated
order-checking bits can be added to the starting digital code
and become part of the digital code before performing step
604.

At step 604, one or more LDPC codes are generated based
on the digital code obtained from step 602. The digital code
of step 602 includes the starting digital code and the order-
checking bits. As such, the one or more LDPC codes are
capable of correcting the starting digital code and the
order-checking bits. LDPC code is a linear error-correction
code constructed using a sparse bipartite graph. The encod-
ing of LDPC codes into the digital code comprises: (1)
constructing a sparse parity-check matrix, and (2) generating
codewords with the matrix. A codeword contains informa-
tion bits and parity bits, in which the parity bits are the
redundant bits appended to the information bits. A parity bit
is set to either 0 or 1 depending on the total number of the
1-bits in some of the information bits either even or odd,
which can advantageously be used to detect and/or correct
errors in the information bits. In alternative embodiments,
error-correction codes can include any one or combination
of repetition code, convolutional code, turbo code, fountain
code, LDPC code, RS code, Hadamard code, and Hamming
code.

At step 606, a block of bits or symbols is built using the
information of the starting digital code (representing the
original digital data), the order-checking bits (generated at
step 602) and the one or more LDPC codes (generated at
step 604). Although it is described that the digital data is
encoded in a digital code having a block of bits or symbols,
it is to be appreciated that the encoded digital code can be
in any form determined by the user.

Example: Encoding Digital Data Using Order-Checking
Bits and One or More LDPC Codes

As an illustrative example of method 600, digital data is
encoded in a starting digital code with 850 information bits,
b={b,, b,, . . ., bgso}. The starting digital code is to be
processed using error-correction methods and then stored
into 40 16-mer peptide sequences. In other words, a starting
digital code of 850 information bits together with its error-
correction codes is to be translated to 40 peptide sequences,
each sequence having 16 amino acids. In one arrangement,
the starting digital code is encoded to 40 sequences of
symbols (i.e., Seq #1, Seq #2, . . ., Seq #40), each peptide
sequence having 16 symbols (i.e., S|, S,, . .., S;4) and each
symbol represents a 3-bit pattern. Each symbol corresponds
to an amino acid in the synthesized peptide sequence, and
each sequence of symbols corresponds to a peptide
sequence.

The starting digital code may be arranged in another
format before adding error-correction codes. In this
example, the starting digital code is reformatted into a
matrix of sequences before adding the error-correction
codes. Table 1 shows the sequences of symbols of this
example. As shown in Table 1, each sequence (i.e., Seq #1,
Seq #2, . . ., Seq #40) includes 16 symbols where 2 of the
16 symbols are used as an address pair (i.e., {;1. A5}, i=1,
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2, ...,40), where i is the sequence number. In Table 1, the
address pair occupies the first 2 symbols of each peptide
sequence. In another arrangement, the address pair may
occupy any 2 symbols of each peptide sequence.

The address pair of a peptide sequence (e.g., Seq #1) is

used to indicate the position of the peptide sequence (e.g.,
Seq #1) in the order of the peptide sequences (e.g., Seq #1,
Seq #2, etc.). For example, a peptide sequence Seq #j may
have an address pair value of A, | of 000 and A, , of 001,
which is combined to provide an address value of 000001.
Further, the peptide sequence Seq #k may have an address
pair value of A, , 0f 000 and A, , of 000, which is combined
to provide an address value of 000000. Therefore, based on
the address value, the peptide sequences of Table 1 com-
mence with Seq #k followed by Seq #j. As such, when
retrieving the data from the synthesized peptide by sequenc-
ing, the address pairs of the peptide sequences indicate the
correct order of the peptide sequences, and in turn allow the
digital code (inclusive of any error-correction codes) to be
reconstructed based on order indicated by the address pairs.
The addressing of the peptide sequences may also use more
or less than 2 symbols of a peptide sequence.
Due to the 2-symbol address pairs, 14 symbols in a
16-mer peptide sequence are available to represent the
information bits. Therefore, a total of 560 symbols are
available in the 40 peptide sequences to represent the 850
information bits. In one arrangement, the information bits b
are filled in the data block according to the following
arrangements:
Bits b,-b,q, are filled in the second and the third bits of
Symbols S;-S, of the peptide sequences Seq #1 to Seq
#40;

Bits b,q,-b,4, are filled in Symbols S ,-S, ; of the peptide
sequences Seq #1 to Seq #40;

Bits b,,-bgs, are filled in Symbol S,; of the peptide

sequences Seq #11 to Seq #40; and

Bits bgs;-by,, are filled in the first bit of Symbols S-S,

and are set to be zero. These bits are set to zero so that
there are at least three symbols in each sequence with
values 0, 1, 2, 3. In some embodiments, the amino acids
to be mapped to 3-bit symbols with values of 0, 1, 2,
and 3 are hydrophilic amino acids.
As can be seen in Table 1, there are also order-checking bits
Q and redundant bits P,%, i=1, 2, . . ., f, j=I, 2 and 3, of
LDPC codes in the peptide sequences. The order-checking
bits Q are added at step 602 and the redundant bits P,* of
LDPC codes are added at step 604.

Starting at step 602, order-checking bits are generated
based on the digital code arranged in Table 1. For each of the
40 peptide sequences, two order-checking bits are generated
to protect the order of (i) S, and S,, and (ii) S,5 and S,
respectively. The order of S, and S, is protected by symbol
S, and the order of S| 5 and S, 4 is protected by symbol S,. In
one arrangement, the first bit of symbol S; (Q, ) is an
order-checking bit that protects the order of S, and S,. The
order of S5 and S, 4 is protected by an order-checking bit in
the first bit of symbol S; (Q,5 ;). In other arrangements, the
second or third bit in the 3-bit symbol S; or S, may be used
as the order-checking bit.

20

25

35

40

45

60

65

22

Therefore, in this example, the first bit of S; (Q, ,) checks
the order of symbols S, and S,, and the first bit of S; (Q, 5 ;6)
checks the order of symbols S, 5 and S 4. In this example, the
user-defined rule which determines the value of an order-
checking bit is:

if the value of symbol S, is larger than or equal to the value

of symbol S,,,, the order-checking bit is assigned as
“1”; and
if the value of symbol S, is smaller than the value of
symbol S, ., the order-checking bit is assigned as “0”.
For example, if S,;=101 and S,,=001, the value of the
order-checking bit (Q, 5 ;) in symbol S is “1” according to
the rule. Also, if S;=110 and S,=111, the value of the
order-checking bit (Q, ,) in symbol S; is “0” according to
the rule. It is possible to generate the order-checking bits
based on other user-defined rules that are not presented here.
It is also possible to use different user-defined rules to
generate different order-checking bits in the same digital
code.

At step 604, one or more LDPC codes are generated based
on the starting digital code and the order-checking bits.
Three LDPC codes are used in the example shown in Table
1. In this example, symbols Sg to S, (in peptide sequences
Seq #1 to Seq #40) and symbol S, (in peptide sequences
Seq #1 to Seq #10) are filled with the parity bits generated
by the LDPC codes. The number of parity bits in the peptide
sequences of Table 1 is 630, and the total number of bits to
be encoded is 1050 (inclusive of 850 information bits b, 120
bits of zero bits, and 80 bits of order-checking bits). In this
embodiment, the address pairs are not included in the 1050
bits for LDPC encoding purpose, which allows more amino
acids to be used for storing digital data. In other words, the
number of information bits/symbols corresponding to the
digital data is increased in the 40x16 data block. During the
decoding process, the address pairs are assumed to be
correct, based on which the peptide sequences can be
arranged. In some other embodiments, the address pairs can
be included in the information bits and considered for LDPC
encoding, or other error-correction codes. In particular, if the
length of each peptide is much longer (e.g. 500-mer), it is
more eflicient to encode each peptide separately to protect its
address and the digital data stored in the peptide. For this
example with 1050 bits to be encoded by LDPC, if one
LDPC code is generated, the LDPC code should have a
codeword comprising 1680 bits, represented as (1680,
1050). Since there is a total of 850 information bits, the
overall code rate R is R=850/1680=0.5060. In a preferred
method, since there are 3 bits for each symbol, three (560,
350) LDPC codes are generated instead of one (1680, 1050)
LDPC code, and the code rate of the LDPC code R, 5 is
R; ppc=350/560=0.625. In an alternative embodiment, since
the bits of the 3-bit symbols can be divided into 3 sets, it is
possible to use 3 different error-correction codes which may
have dissimilar error-correcting capabilities, thereby in com-
bination providing a more robust and efficient error-correc-
tion performance. In other words, the jth (=1, 2 and 3) bits
of all the symbols after step 602 (all 40 sequences of
Symbols S;-S, and S, ,-S, ¢ and the last 30 sequences of S, ;)
are passed to the jth LDPC code as the information bits. The
three (560, 350) LDPC codes are generated based on the
encoding process below.
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TABLE 1

40 x 16 block of 3-bit symbols including 850 information bits, 80 order-checking bits and 3 LDPC codes.

Symbol S, S, 83 8, S5 S Sy Sg S Si3 S Si5 Sie

Seq#1 Ay, P,

PO

Py01® byor baga baos
P01 bags baos baos
PEOI( ) b407 b408 b409
P202 > b410 b411 b412
P20 a1 basa bass
P02 base bas7 bass
P203 ) b419 b420 b421
P203 > b422 b423 b424
P203® byas bazs baz7
P31o° bags bags baga
P210 ) b485 b486 b487
P210 ) b488 b489 b490
b7s1 bagy bags bags
bysy  bagy bags bags
b763 b497 b498 b499
b845 b743 b744 b745
bgss b7as b7a7 brag
bgs7 bag bysg bysy
b848 b752 b753 b754
b849 b755 b756 b757
bgso  bysg byso brso

AI.Z QI.Z b851 b852 b853 Q15.16
by by by by s
b6 b7 bS bQ blO

Ql,Z b854 b854 b856 Q15,16
bll blZ b13 b14 b15
blG b17 blS blg b20

Q1,2 b857 b858 b859 Q15,16
b21 b22 b23 b24 b25
b26 b27 b28 b29 b30

QI,Z b878 b879 b880 Ql5,16
91 b92 b93 b94 b95
b96 b97 b98 b99 b100

QI.Z b881 b882 b883 Q15.16

b101 b102 b103 b104 b105

b106 b107 b108 blOQ b110 P5 ® P 3 P ® P 3 P 3

Q1,2 b965 b966 b967 Q15,16 PlQl(l) P192(1) P193(1) P194(1) P195(1)

b381 b382 b383 b384 b385 2 2

b386 b387 b388 b389 b390

QI,Z b968 b959 b970 Q15,16 PIQG(U P197(1) PIQS(I) P199(1) P2OO(1)

b391 b392 b393 b394 b395 P196(2) P197(2) P198(2) Plgg(z) P200(2)

b396 b397 b398 b399 b400 P196(3) P197(3) P198(3) P199 » P200(3)

Seq #2 A271 AQ»2

Seq#3 Az, Asp

Seq #10 Ajo; Aoz

Seq #11 Ay Aqp

Seq #39 Azgr Asen

Seq #40 Aso;  Auop
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Given a M'xN' parity-check matrix H for the LDPC code
of length N'. In theory, the information bits (d) are encoded
by using

c=dG with GH™=0, 1)

where the superscript” is the transpose operator, c=[d p]=[d,,
dy, ..., dgs Pis Pas - - - » Pas] rEpresents a codeword, d=[d,,
d,, . . ., dg] is the vector of the information bits with
K'=N'-M, and p=[p,, Ps, - - - , Pas 18 the vector of the parity
bits. G is the generator matrix and O is the all-zero matrix.

Then the information bits can be decoded by
cHT=0. )
Based on Eq. (2), it can be obtained that
o v 3)

Shijdi+ Y hgapr=0mod 2,i=1,2, .. , M’
=1 =1

where h, ; represents the element in the ith row and the jth
column of matrix H.

Generally, the generator matrix G is difficult to be obtained
when the code length is long. Hence, the structured code is
used for easy encoding purpose. A simple example for the
code with the dual-diagonal structure is shown in Table 2,
the 6x16 parity-check matrix represents a LDPC code with
length of 16. Then there are 10 information bits (i.e., d,,
d,, ..., d;y) and 6 parity bits (i.e., py, Pss - - - » Pg)- The parity
bits can be evaluated by using the information bits as follows

p1=d+d +dg mod 2; 4)
pr=ds+dg+d+p, mod 2; ©)
p3=dy+ds+dg+p, mod 2; (6)
pa=d+dg+d o+p3 mod 2; )
Pps=do+ds+d+dg+p, mod 2; (8)
Pe=datdstdotd g+ps mod 2. 9
Thus the codeword is formed by a set of 16 bits {d,,

dy o ..

> les P P2 - - s Ps}
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The decoding is performed such that all information bits can
fulfill all of the above equations. Suppose that the informa-
tion bit d, is missing in the received sequence. Then d,; can
be estimated by applying Eq. (4) or (7)

d=d,+dg+p, mod 2; (10)

d=dg+d gtp3+p, mod 2. (11)

Usually, the LDPC code can be decoded by using the
iterative message-passing algorithms to find a codeword C
such that ¢H”=0 (T. Richardson and R. Urbanke, “The
capacity of low-density parity check codes under message-
passing decoding,” IEEE Trans. Inf. Theory, vol. 47, no. 2,
pp. 599-618, 2001).

TABLE 2

Example of a parity-check matrix H for the LDPC code.

by by by by bs bs b; bg by by Pi P> P3s Pa Ps Ps

[ N
(= e =]
=R ==l
O~ OO O~
—_ OO~ OO
OO = OO
O~ OO~ O
O~ OO O~
—_ OO~ OO
—_ o =0 00O
OO0 OO =
OO0 O~ — O
OO = OO
(= =R =]
_—_o o oo
OO0 0C

Proceeding to step 606, 630 parity bits of the three (560,
350) LDPC codes are filled in the available bits of the 40x16
data block. In a preferred embodiment, due to the dual-
diagonal structure of parity check matrix and the peptide
error pattern, a random interleaver can be added to the
output of each LDPC code to disturb the orders of the parity
bits before inputting the LDPC code into the peptide
sequences. Interleaving is a process of arranging data in a
non-contiguous manner. It is common that errors occur to a
number of bits/symbols in a digital code during the data
storage/retrieval/transfer. When interleaving is applied, the
errors affect bits/symbols that are not in fact next to one
another when the digital code was created. As a result, when
the data is de-interleaved, the errors are spread throughout
the digital code rather than being focused in a particular
spot, which makes it easier for error detection and correc-
tion. As an example, at step 706 of the method 700 (see FIG.
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7 and associated discussion below), if the orders of the
estimated symbols do not match with the first bits of the
estimated symbols S; and S, (the order-checking bits), the
corresponding symbol sequences in the data block are
erased. When this happens, the LDPC decoding process is
needed to retrieve these erased bits/symbols. By using an
interleaver, it can advantageously ensure that these erased
bits/symbols are not consecutive bits/symbols of an LDPC
code. Instead, the erased bits/symbols are uniformly or
randomly distributed in the LDPC code, which makes the
recovery process easier.

In this example, the output parity-bit set of the jth LDPC
code is defined as p¥={p, Pp,?, . . ., po1 P} (=1, 2 and 3),
and the interleaved parity-bit set for the jth LDPC code is
defined as PY={P,?, P9, .. ., P,,,?} (j=1, 2 and 3). The
set PO corresponds to set p?(j=1, 2 and 3). The set P¥(j=1,
2 and 3) is arranged in the jth bits of Symbols Sy, S, S,
S,; and S, for all sequences, and Symbol S, ; of the first 10
sequences. In the end, the output 40x16 data block has
40x16x3=1920 bit positions, with 850 information bits, 120
bits of zero bits, 240 bits of address pairs, 80 bits of
order-checking bits and 630 parity bits in the LDPC code.
Other Error-Correction Method: Reed-Soloman Code

Reed-Soloman (RS) code can alternatively be used for the
error-correction method for step 604. Assume that the
requirements for the coding scheme are:

(i) 10% of the 3-symbol sequences {SsSsS,} and {SgSsS, 0}
cannot be recovered correctly;

(i) 15% of the 3-symbol sequences {S;;S,,S,;} and
{8,4S,5S,6} cannot be recovered correctly; and

(iii) the order of symbols S; and S,, the order of symbols S,
and S;, and the order of symbols S, and S, ; in a sequence
may be exchanged.

The error-correction method includes: (i) three order-check-
ing bits for each peptide sequence with the first order-
checking bit to protect the order of the first two symbols, the
second order-checking bit to protect the order of the second
and the third symbols, and the third order-checking bit to
protect the order of the last two symbols in each sequence;
and (ii) four RS codes to recover the original data even when
any arbitrary 10% 3-symbol sequences {SsS4S,}, any arbi-
trary 10% 3-symbol sequences {SyS;S,,}, any arbitrary
15% 3-symbol sequences {S,;S;,S,5}, and any arbitrary
15% 3-symbol sequences {S,,S,5S,6}, cannot be recovered
correctly.

Assuming the digital code is stored into 511 peptide
sequences of length of 16 amino acids. Accordingly, a
511x16 block of symbols is constructed (Table 3), which
comprises 511x16x3=24528 bits. The 3-symbol sets {4, ,,
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A, ,, Al.,3}, i=1, 2, ..., 511 are used for addressing, with
Symbols S, to S, having the values of {0 0 0}, {001}, {0
02},...,{775},{77 6}. The three bits of Symbol S, are
the three order-checking bits used to protect the order of
Symbols S, and S,, the order of Symbols S, and S;, and the
order of Symbols S,5 and S, respectively. Then there are
511x12x3=18396 bit positions in Symbols S to S, of the
block to store the information and parity bits for the RS
codes.

Due to different protection requirements for partial
sequences {SsSS,5:S6S 10} and {S;1S155155148:5S 6}, two
(511, 409) RS codes are used for partial sequences {SsSS,}
and {S3S5S, 0}, another two (511, 357) RS codes are used for
partial sequences {S,,;S,,S,5} and {S,S,5S,4}. Each sym-
bol in RS code comprises 9 bits. The first 102 rows of
{S586S,5:5,S,,} and the first 154 rows of
{S115155,3S,48,5S, 6} are used to record the parity symbols
of'the (511, 409) and (511, 357) RS codes, respectively. For
example, the 9 bits p,, p,?, . . ., ps? (=1, 2, 3 and 4) of
Sequence 1 represent the first parity symbol in the jth RS
code. The remaining rows are used to store the information
bits. For example, the 9 bits b,, b,, . . . , by in {SsS4S,} of
Sequence 103, and the 9 bits b, by, - - ., byy in {S5S,S,}
of Sequence 104, are convert to two symbols of the first RS
code. Similarly, the 9 bits b,o, byy, . . ., bg in {SgSeS;0} of
Sequence 103, and the 9 bits b,g, bag, - . - , bsg in {SeSeS 0}
of Sequence 104, form two symbols of the second RS code.
The (511, 409) RS and (511, 357) RS codes can correct up
to 51 and 77 9-bit symbol errors, respectively. The code rates
Ry of the (511, 409) and (511, 357) RS codes are given by
Rrs=409/511=0.8004, and R,=357/511=0.6986, respec-
tively. Moreover, the numbers of total information bits and
total parity bits of all four RS codes are given by (409+
357)x2x9=13788 and (102+154)x2x9=4608, respectively.
Then the maximum overall code rate R of the block can be
calculated by R=13788/24528=0.5621.

Assuming that there are two sets of information data,
13656 information bits in Set b and 96 information bits in
Set b". Then the overall code rate R of the block is given by
R=13752/24528=0.5607. All 13752 information bits are
filled in Symbols {S5S¢S,SgSeS,0} of Sequences 103 to 511
and Symbols {S;,S,,5,55,,S,5S,4} of Sequences 155 to
511. The information set b' is arranged in the last 3
sequences. The remaining 13788-13752=36 information bit
positions in the block are set to zeros because no more
information needs to be sent. These zero-bit positions are
located at the first bits in S, of Sequences 485 to 508, the
first bits in S;5 of Sequences 509 to 511, and the 3 bits in
Symbol S, s of Sequences 509 to 511.

TABLE 3

511 x 16 block of 3-bit symbols including 13752 information bits, 1533 order-checking bits and 4 RS codes.

Symbol Sy S5 S3 S4 Ss Se S7 Sg Sy Sio S Sio Si3 Sia Sis Sie
Seq #1 Ay A12 A1,3 Qi Pl(l) P4(1) P7(1) plQ) P4(2) P7(2) P1(3) P4(3) P7(3) P1(4) P4(2) P7(4)
Qa3 Pz(l) Ps(l) Ps(l) Pz(z) Ps(z) Ps(z) Pz(S) P5(3) PS(S) P2(4) P5(4) P8(4)

Q15,16 P3(1) Pé(l) Pg(l) Ps(z) Ps(z) Pg(z) P3(3) P5(3) PQ(S) P3(4) P6(4) P9(4)

Seq #2 Az,l Az,z A2,3 ng Plo(l) Pls(l) plé(l) PloQ) }313(2> Plé(z) P10(3) P13(3) Pm(s) Plo(4> P13(4) P16<4)
Q2,3 Pu(l) P14(1) P17(1) Pu(z) P14(2> P17(Z) Pu(3) P14(3) P17(3) P11(4> P14(4) P17(4)

Q15,15 Plz(l) Pls(l) Pls(l) Plz(z) 1’15(2> Pls(z) p12(3) P15(3) p18(3) P12(4> P15(4) P18(4)
Seq #102 Aloz,l Aloz,z A102,3 QI,Z PDIO(I) P913(1) leG(l) Pglo(z) P913(2) P915(2> P910(3) P913(3) P915(3) P910(4) P913(4> P915(4)
Qz,s Pgu(l) P914(1) P917(1) Pgu(z) P914(2) P917(2> P9u(3) P914(3) P917(3) P9u<4) P914(4> 1’917(4)
Q15,16 Pglz(l) P915(1) Pgls(l) Pglz(z) P915(2) Pgls(z) P912(3) P915(3) P918(3) P912(4) P915(4) P91s(4)
Seq #103 A103,1 Aloz,z A103,3 Q1,2 by by by bio b3 big P919(3) P922(3) P925(3) P919(4) P922(4) P925(4)
Q2,3 b, bs bg by by b7 szo(s) P923(3) szs(a) P920(4) P923(4> P925(4)
Q15,16 by be bg by bys bygb P921(3) P924(3) P927(3) P921(4) P924(4) P927(4)
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TABLE 3-continued

28

511 x 16 block of 3-bit symbols including 13752 information bits, 1533 order-checking bits and 4 RS codes.

Symbol Sy S, S3 S4 S5 S S7 Sg So Sio Si Siz Si3 Sia Sis Sis
Seq #104 Ajos; Ajsaz Ataz Quz bio by, bys byg b3, bas Po2s™ Poar®® Poss Poas™ Po3t™ Poas™
0.3 bso bos bog bsg b3, bss P929(3) P932(3) P935(3) P929(4> P932(4) P935(4)
Q15,16 boy boy byy bso bis bss  Pozo P933(3) P936(3) P930(4) Po33 A P935(4)
Seq #154 Ajss; Arsap Aisaz Qi bgio  bgrs  bgas  bgrg  bgar  bgzs Pizzs p1381(3)p1384(3)p1378(4)p1381(4)131384(4)
Q23 boxo  boaz  bozs Doz boza  bozs Praze’Prasa Pisss P1a70 "P13s2 P P1ass”
Q15,16 bgs; beos  bgr;  bgzg  bozz  boss P1380(3)p1383(3)p1386(3)]31380(4)p1383 P1386(4)
Seq #155 A155,1 A156,2 A156,3 QI,Z b937 b940 b943 b946 b949 b952 b97309 b7312 b7315 b7318 b7321 b7324
2,3 b938 b941 b944 b947 b950 b953 b7310 b7313 b7316 b7319 b7322 b7325
Qis,i6 Dbozo  boss  boss  bosg  bosi  boss brair braia braiz braze brzas braze
Seq #156 Aysey Alss2 Aises Qia  boss  boss  bosi  boss  bos7  bozo  Dr3zz byaze brazz braze braze brasn
Q2,3 b956 b959 b962 b965 b968 b971 b7328 b7331 b7334 b7337 b7340 b7343
QlS,lG b957 bQGO b963 b966 bQGQ b972 b9729 b7332 b7335 b7338 b7341 b7344
Seq #485 Augs Aassy Aasss Qi Des77 Desso Desss Desss Desso beson Diazas Disasz biasss bisass biaser 0
b3 bes7s Dessi Dessa Dess7 Desoo besos Diazso Dizass biazss bizaso bizzer biazes
Q15,15 b6879 b6882 b6885 b6888 b6891 b6894 b13251 b13254 13257 13260 b13263 13265
Seq #508 ASOS,I A508,2 A508,3 Ql,2 b7291 b7294 b7297 b7300 b7303 b7306 13640 b13643 b13646 b13649 b13652 0
Qa3 b7202 brags bragg braor b73ca b73o7 bizsar bizeas brzsar bizeso bizsso bizess
Qis.6 b7203 brags braog b73c2 byaes brzos bizeas bizsas bizeas bizesi bizesa bisess
Seq #509 A509,1 Asogg A509,3 Q1,2 b’y by b'; b'io b'i3 b'is b'ss b'sg blsy b'es 0 0
2,3 b'2 b'5 bVS b'll b'14 b'17 bl56 b'59 b'62 b'65 b'67 0
Qis,i6 b3 b's by b bys by bls;  bgg by Dbes  blss 0
Seq #510 Asjo) Asioz Asioz Qa2 by by bas by by by bl by blys by 0 0
QZ,} by20 b‘23 b'26 by29 by32 b'35 b’70 I:"73 b'76 b'79 b'Sl 0
QlS,lG bv21 b‘24 b'27 b'30 b‘33 by36 b‘71 b'74 b'77 bl80 b'82 0
Seq #511 Asyi) Asiip Asis Qo blsz blyg blyz blg by bsy  blg3 blgg  bgg by 0 0
b3 by by by by, bsg blsy by by blgg by blys 0
Q15,16 b'39 b‘42 Ij'45 b'48 by5l b'54 b’85 bYSS b'Ql b'94 b'96 0
Example: Storing Texts into Peptide Sequences 30 As described above, by adopting error-correction methods

Referring to FIG. 8, an illustration 800 of storing digital
data into peptide sequences in accordance with embodi-
ments of the disclosure is depicted. Performing step 402 of
method 400, the 848 bits long text symbol for “The Hong
Kong Polytechnic University, 80th anniversary.” in both
Chinese and English and the motto of The Hong Kong
Polytechnic University (PolyU) in Chinese, in BIGS encod-
ing, is encoded in a digital code having 40 lines of 16 triplets
of bits. An error-correction method with LDPC code as
described in method 600 is used at the encoding step 402.
Performing step 602 of method 600, order-checking bits are
added. The order-checking bits are generated to protect the
order of the first and second symbols and the order of the
first and second last symbols in a peptide sequence. Per-
forming step 604 of method 600, 3 LDPC codes are used to
encode the 848 bits long text symbol and the order-checking
bits to 40 lines of data, each line with 16 triplets of bits. The
LDPC codes are designed with the aim to recover the raw
digital data when any arbitrary 10% of peptides cannot be
retrieved, in case of insufficient signals in MS/MS spectra.

Performing step 404 of method 400, the digital code are
then translated into 40 18-mer peptide sequences using an
independent and fixed bits-to-amino-acid mapping. As dis-
cussed in the present disclosure, amino acid in the peptide
sequence can be digital data bearing or non-digital data
bearing. The peptides in the example are of the format of
F-[16 residues]-R, in which: (i) there are 18 amino acids in
each peptide; (ii) the amino acids at the N-terminal and
C-terminal of each peptide are known (F and R) and do not
carry any information (non-digital data bearing), and only
16 amino acids are taken into account for each peptide in the
coding scheme; and (iii) 8 different amino acids (S, T, E, Y,
A, V, L, and F) are used for translating the digital code (000,
001, 010, 011, 100, 101, 110, and 111). Performing step 406
of method 400, the 40 translated peptide sequences are
synthesized into peptide sequences by the synthesizer 112,
mixed into a mixture of peptides, and stored in a suitable
condition.
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for encoding or by using non-digital data bearing amino
acids for synthesis purpose, the amount of amino acids in the
peptides that can carry digital data is reduced. It is desirable
to have eflicient error-correction methods that enable a
minimal amount of redundancy but still can protect the
integrity of the digital data stored in the peptide sequences.
One or more amino acids in a peptide sequence can be used
to represent the identity (e.g. the address and version) of the
peptide, and one or more amino acids in a peptide sequence
can be used for identifying errors and/or checking the
integrity of the peptide.

In consideration of the various factors such as cost of
synthesis, the amino acids are selected and length of the
peptides is optimized to minimize the sequencing error
while maximizing data storage. Shorter peptides are cheaper
to synthesize and easier to be sequenced with reduced
missed cleavage, but longer peptides can store more data per
peptide, reduce the number of peptides required for analysis,
and reduce the address and error correction overhead. In an
embodiment, 8 natural amino acids are selected, and the
length of peptide is 18 amino acids long. In alternative
embodiments, the length of the peptide can be varied, the set
of amino acids can be expanded by incorporating unnatural
amino acids, and distinct functional groups, or affinity
labels, together with enrichment strategy or selection strat-
egy during MS/MS (such as precursor ion scan or neutral
loss scan), can be incorporated to allow selective retrieval of
specific peptides to increase signal-to-noise ratios.

For detection and identification purposes, peptides can be
labelled. In one example, the label can be at the N- or
C-terminal of the peptide. In yet another example, the label
can be, but is not limited to, amino acids, affinity labels,
solubilisation labels, chromatography labels, epitope labels,
fluorescence labels, radioisotope labels, or combinations
thereof. In yet another example, the label can be bromine or
chlorine labelled amino acids attached to either N-terminal
or C-terminal of peptides such that the digital data bearing
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peptides can be identified in MS spectra and the direction of
peptides can be identified in MS/MS spectra. The bromine or
chlorine may also be labelled to an unnatural amino acid. In
yet another example, the label can be an isotope labelled
molecule bound to the N-terminal or side-chain of the
peptide, such that when the digital data bearing peptides are
fragmented, the appearance of the specific peaks related to
the labelled molecule on MS/MS spectra indicates the
presence of digital data bearing peptides. In yet another
example, the label can be non-digital data bearing amino
acids.

In the present disclosure, the peptide sequence determines
the physicochemical properties of the peptide, which can be
critical to achieve optimal peptide structures to store digital
data and to retrieve digital data by sequencing. In one
example, the physicochemical property can be, but is not
limited to, physical, chemical and molecular properties. In
another example, the physicochemical property comprises,
but is not limited to, hydrophobicity, solubility, charge,
stability, 3-dimensional peptide structure, signal strength,
mass, polarizability, freezing point, boiling point, melting
point, infrared spectrum, viscosity, density or combinations
thereof.

The physicochemical properties of the peptide can be
influenced by a multitude of properties such as, but not
limited to, peptide length, amino acid charge, amino acid
stability, amino acid polarity, amino acid pKa, amino acid
hydrophilicity, amino acid hydrophobicity, amino acid
order/position, or any combinations thereof, which can be
modified to achieve an optimal peptide structure having
improved properties, such as improved water solubility,
peptide stability and digital data retrieval.

Retrieving Digital Data from Peptide Sequences

Referring to FIG. 2, a schematic diagram of a system 200
configured to retrieve digital data from peptide sequences is
depicted. The system 200 includes a sequencer 212 config-
ured to sequence and determine an order of the peptide
sequences, a processor 202 in communication with the
sequencer 212, and a memory 204 including computer
program code. The memory 204 is in communication with
the processor 202 such that the processor 202 can read the
computer program code stored in the memory 204. The
processor 202 can then execute the computer program code
to decode peptide sequences received from the sequencer
212 to digital data. The processor 202 receives the peptide
sequences from the sequencer 212, which determines stored
peptide sequences. These components can be integrated in
one location or distributed among different locations, and the
communications can be performed in real-time, in near-real-
time, or in batches.

The sequencer 212 can include equipment/device such as,
but not limited to, gel electrophoresis apparatus, high per-
formance liquid chromatography (HPLC) machine, capil-
lary electrophoresis apparatus, ionizer, and mass spectrom-
eter. The sequencer 212 may be single equipment/device or
a series of equipment/devices in combination configured to
sequence and determine an order of the peptide sequences
and/or separate peptide sequences from a mixture of pep-
tides. Peptide sequencing is expected to be continuously
performed for research purposes, as peptides are important
for all living organisms. Consequently, equipment/devices
and methods to retrieve digital data from digital data bearing
peptides will be available. This can be advantageous over
storage devices such as optical disks, in which case, once
they became obsolete, it is very difficult to find the drives to
retrieve data from these media, similar to the fate of obsolete
Iomega Zip and floppy disks.
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The system 200 can be used to implement method 500 for
retrieving digital data from peptide sequences as depicted in
FIG. 5. The processor 202 and the memory 204 including
computer program code in the system 200 can be parts of a
general purpose computing device as depicted in FIG. 3, in
which the processor 202 corresponds to processor 302, and
the memory 204 corresponds to memory 304. The processor
202 and the memory 204 in the system 200 can be the same
as or different from the processor 102 and the memory 104
used in the system 100. The method 500 broadly includes:
step 502: sequencing and determining an order of the
peptide sequences;
step 504: converting the peptide sequences with the deter-
mined order into a digital code; and
step 506: decoding the digital data from the digital code.

At step 502, the digital data bearing peptides are
sequenced and an order of the peptide sequences is deter-
mined by the sequencer 212. The sequencing can be based
on enzymatic digestion, mass spectrometry (MS), Edman
Degradation, nanopore sequencing, or any combinations
thereof. Sequencing comprises multiple steps including, but
are not limited to, peptide separation, ionization, ion selec-
tion, fragmentation, sequencing, or any combinations
thereof. In one example, individual peptides can be sepa-
rated from a mixture of peptides using methods such as, but
are not limited to, electrophoresis, liquid chromatography
(LC), ion mobility, cationic exchange (SCX), high perfor-
mance liquid chromatography (HPLC), ultrahigh pressure
liquid chromatography (UPLC), nano-liquid chromatogra-
phy or any combinations thereof. In yet another example,
peptides can be sequenced using a mass spectrometry meth-
ods such as, but not limited to, mass spectrometry (MS),
tandem mass spectrometry (MS/MS), matrix-assisted laser
desorption/ionization (MALDI) spectrometry, Matrix-As-
sisted Laser Desorption/lonization Time-of-Flight (MALDI-
TOF) spectrometry, or any combinations thereof. In another
example, peptides are converted to charged ions using
ionization methods such as, but not limited to, electrospray
ionization, matrix-assisted laser desorption/ionization, sur-
face-assisted laser desorption/ionization, atmospheric-pres-
sure ionization, direct ionization, or any combinations
thereof for mass spectrometry analysis. In yet another
example, peptides that are ionized can undergo ion selection
using methods such as, but are not limited to, data-indepen-
dent-acquisition (DIA), data-dependent-acquisition (DDA),
non-targeted, targeted, or any combinations thereof, for
MS/MS analysis. In another example, peptides that are
ionized can be fragmented based on methods such as, but are
not limited to, collision-induced dissociation (CID), high-
energy collisional dissociation (HCD), electron-capture dis-
sociation (ECD), electron-transfer dissociation (ETD), or
any combinations thereof to elucidate the amino acid
sequences. In certain embodiments, mass spectrometry
method is selected from the group consisting of LC-MS/MS
and MALDI-MS. The conditions of the sequencer 212 can
optimized for separation, detection and sequencing of pep-
tides in the mixtures. In an embodiment of the present
disclosure, a LC-MS/MS protocol has been developed and
successfully applied to analysis of a mixture containing 40
data-bearing 18-mer peptides, each with two fixed amino
acids at the two ends.

By appropriate design of the peptides, the performance of
the systems and methods described can be enhanced. For
example, peptide length, peptide stability, peptide water
solubility, and other parameters can be improved in accor-
dance with the methods described herein, which can result
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in an increase data storage, increased storage stability,
reduced processing and analysis time and the peptide
sequencing costs.

In instances in which the step of sequencing and deter-
mining an order of the one or more peptide sequences
comprises a mass spectroscopy method, the ionization and
fragmentation properties of the peptides can be critical to
successful peptide sequencing. It has been discovered, that
the placement and number of basic amino acids in the
peptides can be determine, in part, whether the peptide
sequence can be successfully sequenced using a mass spec-
trometry method. The signal of the MS1 parent ion and MS2
fragment ions can be increased by careful design of the
peptide. If a basic amino acid is placed at the C-terminal of
the peptide it is very likely to sequester a proton at that site.
Therefore after fragmentation, the charge is likely to be
found in the C-terminal fragment, thus the y-ions would be
much more intense than b-ions. With only clear y-ions
present in the spectra, the spectra can be more straightfor-
ward to analyze resulting an increase in sequencing success
rates and accuracy.

FIG. 16 summarizes the results of peptide optimization
experiments, wherein one, two, three, or four basic amino
acids are positioned at the C-terminal of the polypeptide. As
expected, the water solubility of the peptides increases as the
number of arginine residues placed at the C-terminal
increases. When subjected to tandem MS analysis, peptides
with one arginine at the C-terminal (SEQ ID NO: 1 and 5)
produce sufficient MS1 and MS2 fragment ions to sequence
the peptide using the methods described herein. However,
while peptides having more than one arginine at the C-ter-
minal generate intense MS1 parent ions, they produce an
insufficient amount of MS2 fragment ions to successfully
sequence the peptide (See, e.g., SEQ ID NO: 2-4 and 6-8).
FIG. 17 shows the MS2 mass spectrum of SEQ ID NO: 2 at
different HCD energy levels, which includes two arginine
residues at the C-terminal. At all HCD levels tested, the
collected MS2 fragment ion data was insufficient to
sequence the peptide sequence of SEQ ID NO: 2.

In certain embodiments, each of the peptides have no
more than one basic amino acid comprising a side chain
having a basic residue with a pKb less than 8, less than 7,
less than 6, less than 5, less than 4, less than 3, less than 2,
less than 1, or less than 0.5. In certain embodiments, each of
the peptides have no more than one basic amino acid
comprising a side chain having a basic residue with a pKb
less than 4; and the basic amino acid comprises a side chain
having a basic residue with a pKb 0.5 t0 3.4, 0.5 to 3, or 0.5
to 2. In certain embodiments, each of the peptides have no
more than one basic amino acid comprising a side chain
having a basic residue with a pKb less than 4; the basic
amino acid comprises a side chain having a basic residue
with a pKb of 0.5 to 2; and the basic amino acid is located
at the C-terminal of the peptide.

In certain embodiments, each of the peptides have no
more than one basic amino acid located at the C-terminal of
each peptide, wherein the basic amino located at the C-ter-
minal comprises a side chain having a basic residue with a
pKb less than 8, less than 7, less than 6, less than 5, less than
4, less than 3, less than 2, less than 1, or less than 0.5. In
certain embodiments, the basic residue located at the C-ter-
minal has a pKb of 0.5 to 3.4, 0.5 to 3, or 0.5 to 2. In certain
embodiments, the basic residue located at the C-terminal
amino acid has a pKb of 0.5 to 3.4, 0.5 to 3, or 0.5 to 2.

The basic amino acid can be any naturally occurring basic
amino acid, unnatural basic amino acid, or basic amino acid
analog. Exemplary basic amino acids include, but are not
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limited to arginine, lysine, histidine, homoarginine, norargi-
nine, homolysine, norlysine, aminoalanine, aminoproline,
guanidinoproline, amino-phenylalanine (e.g., 2-aminom-
ethyl-phenylalanine, 3-aminomethyl-phenylalanine, 4-ami-
nomethyl-phenylalanine, and 4-amino-phenylalanine),
6-aminohexanoic acid, aminoalkyl-phenylalanine, guani-
dine-phenylalanine, aminomethyl-N-alkyl-phenylalanine,
pyridyl alanine (e.g., 2-pyridylalanine, 3-pyridylalanine,
4-pyridylalanine), aminomethylcyclohexyl-alanine, pip-
eridinyl-alanine, quinolyl-alanine, 2,3-diaminopropionic
acid, 2,4-diaminobutyric acid, 2,3-diaminobutyric acid,
ornithine, 1,3-diaminopropane, 1,2-diaminopropane, 1,2-di-
aminoethane, a-(2-pyridinylmethyl)-proline, o-(3-pyridi-
nylmethyl)-proline, a-(4-pyridinylmethyl)-proline, y-(2-
pyridinylmethyl)-proline,  y-(3-pyridinylmethyl)-proline,
y-(4-pyridinylmethyl)-proline, and analogs thereof; or a
basic amino acid analog having the formula: (R'),N(CR?,),,
N(R?),, wherein m is a whole number selected from 2-6,
2-5, 2-4, or 2-3; R for each occurrence is independently
hydrogen or alkyl; R? for each occurrence is independently
hydrogen or alkyl; and R? for each occurrence is indepen-
dently hydrogen or alkyl. Exemplary basic amino acid
analogs include, but are not limited to 1,3-diaminopropane,
1,2-diaminopropane and 1,2-diaminoethane. In certain
embodiments, each of the peptides can have no more than
one basic amino acid at the C-terminal selected from the
group consisting of arginine, 1,2-diaminopropane and 1,3-
diaminopropane.

Advantageously, if a basic amino acid, such as arginine,
is positioned at the C-terminal of the peptide, the peptide can
also be successfully sequenced using MALDI-MS instead of
LC-MS/MS. FIGS. 21A and 21B depict the mass spectra of
SEQ ID NO: 12 and 13, which permits direct solid state
sequencing the peptides described herein. Solid state
sequencing of the peptides reduces processing and analysis
time and the cost of sequencing the peptides.

In instances in which 1,3-diaminopropane is positioned at
the C-terminal of the peptide, lower HCD energy can be
used to sequence the peptide using a mass spectrometry
method. FIG. 20 shows ion fragments that were produced
from mass spectrometry analysis of SEQ ID NO: 11 at
different HCD levels. The number of ion fragments were
sufficient to correctly sequence SEQ ID NO: 11.

Placement of a basic amino acid in the internal amino acid
sequence may result in poor MS2 ion fragmentation, which
can cause peptide sequencing failure and a loss in data
retrieval. Accordingly, in certain embodiments, each of the
peptides do not contain a basic amino acid in the internal
amino acid sequence. In certain embodiments, each of the
peptides do not contain a basic amino acid having a side
chain comprising a basic residue having a pKb less than 8,
less than 7, less than 6, less than 5, less than 4, less than 3
in the internal amino acid sequence. In certain embodiments,
each of the peptides do not contain a basic amino acid
having a side chain comprising a basic residue having a pKb
less than 8, less than 7, or less than 6.

FIG. 18 depicts the MS2 spectrum of exemplary peptide
SEQ ID NO: 9 having arginine at both the C-terminal and
the N-terminal. As shown in FIG. 18, placement of strongly
basic amino acids, such as arginine, at both the N-terminal
of the peptide may also result in poor MS2 ion fragmenta-
tion, which may result in peptide sequencing failure.
Accordingly, in certain embodiments, each of the peptides
do not contain a strongly basic amino acid having a side
chain comprising a basic residue having a pKb less than 3,
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less than 2, less than 1, or less than 0.5 at the N-terminal. In
certain embodiments, each of the peptides do not contain an
arginine at the N-terminal.

The water solubility of the peptides can be improved by
the incorporation of one or more hydrophilic amino acids.
Preferably, the peptides are at least partially soluble in water,
as water is less toxic than organic solvents, and organic
solvents (e.g., DMSO or acetonitrile) may cause peak broad-
ening in liquid chromatography (LC), which can result in
poor peptide separation during LC and consequently the
potential for poorer separation of similar peptides.

Hydrophilic amino acids that can be placed in the internal
amino acid sequence include those amino acids that include
hydrophilic side chains. Hydrophilic amino acids may
include amino acids having Wimley-White whole-residue
hydrophobicity interface scale AG (water to octanol)
between -2 to 0.6 kcal/mol. Exemplary hydrophilic amino
acids include, but are not limited to aspartic acid, serine,
homoserine, threonine, homothreonine, f-homothreonine,
glutamic acid, hydroxyproline, hydroxyleucine, hydroxyi-
soleucine, hydroxyalanine, and the like. In order to enhance
water solubility, hydrophilic amino acids may be in placed
in the internal amino acid sequence together with other
amino acids, such as alanine, glycine, leucine, isoleucine,
valine, and the like.

Water solubility of the peptides can be further improved
by excluding or limiting the proportion of highly hydropho-
bic amino acids, such as phenylalanine, tryptophan, and
optionally tyrosine, from the internal sequence. Accordingly,
in certain embodiments, the internal amino acid sequence of
each of the peptides include no more than 2, no more than
1, or zero highly hydrophobic peptides selected from the
group consisting of phenylalanine, tryptophan, and option-
ally tyrosine.

Hydrophilic amino acids, such as serine, threonine, aspar-
tic acid, glutamic, and weakly basic amino acids, such as
histidine and lysine, may also be placed at the N-terminal (in
place of the N-terminal phenylalanine) to improve the
solubility of the peptide.

The water solubility of the peptides can be further
improved by conjugation of polyethylene glycol (PEG) or
Me-PEG to the peptide. The PEG may be attached using
conventional synthetic methods at the N-terminal amine,
C-terminal carboxylic acid, or on a side chain containing the
appropriate functionality.

The inclusion of certain amino acids in the peptides may
result in increased decomposition of the peptides during
storage. For example, the incorporation of amino acids that
are prone to oxidation during storage may decrease the
stability of the peptides of storage. The formation of impu-
rities can result in the loss of data stored in the peptides
and/or increase complications during peptide sequencing.
For example, cysteine, tryptophan, and methionine are
known to be prone to oxidative decomposition e.g., by
reaction with oxygen to form e.g., disulfide, quinone, and
RSO, oxidation products. Accordingly, in certain embodi-
ments, the peptides do not include one or more amino acids
selected from the group consisting of cysteine, tryptophan,
and methionine.

Certain amino acids may lead to complications during
peptide sequencing using a mass spectrometry method due,
e.g., highly favored fragmentation patterns that may result in
additional MS1 parent and/or MS2 fragment ion peaks that
interfere mass spectra analysis and sequencing. For
example, glutamine and asparagine are known to readily
lose amine during fragmentation, which results in a -17 Da
peak, which can lead to mass spectra analysis complications.
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Accordingly, in certain embodiments, the peptides do not
include one or more amino acids selected from the group
consisting of glutamine and asparagine.

The improvements to the design of the peptides described
herein enable the use of longer peptides and even mixtures
of different peptide lengths. In certain embodiments, the
peptides can range from 16-30, 16-28, 16-24, and combi-
nations thereof. FIGS. 19A and 19B show the MS1 and MS2
spectra of an exemplary 24 mer peptide (SEQ ID NO: 10) in
accordance with certain embodiments described herein,
which provides sufficient ion fragmentation information to
successfully sequence the peptide. Longer peptides can hold
more information and can reduce the addressing and error-
correction overhead.

Analysis of the peptide sequence can be accomplished by
methods including, but not limited to, database search or de
novo sequencing. “Database search” refers to a simple
version wherein the mass spectral data of the unknown
peptide is submitted and checked against the mass spectral
data in the database to find a match with a known peptide
sequence, with the drawback that database searching cannot
identify novel proteins and modified proteins which are not
contained in the database. For digital data storage, the
peptides are used to carry random information bits with “0”’s
and “1” s. The peptides are therefore unnatural peptides and
no database is available for searching and identifying these
peptides. In contrast to database search method, de novo
sequencing method expands the search space to all combi-
nations of the amino acids.

“De novo sequencing” refers to the process of assigning
fragment ions directly from a mass spectrum, wherein
different parameters and algorithms can be selected and used
for interpretation, without referring to established databases.
As such, the determination of the peptide sequence requires
a computational method that is able to utilize the readout
generated by the sequencing step, for example from a mass
spectrum, and to identify the order of the amino acids based
on the sequencing method disclosed herein. A number of
algorithms have been developed by use of the graph theory
model together with the dynamic programming algorithms,
including, but are not limited to, Lutefisk, Sherenga algo-
rithm, PepNovo, MSNovo, pNovo, UniNovo, NovoHCD,
and Novor.

A constraint for the dynamic algorithm is that no training
spectra are provided for the sequencing of the digital data
bearing peptides. Accordingly, de novo sequencing based on
the graph model is utilized for determining the peptide
sequences. In the graph model, the MS/MS spectrum is
represented by a directed acyclic graph (DAG), called
spectrum graph. The peaks of the spectrum can be taken as
vertices, while an edge is added between two vertices when
the mass gap between two peaks is equal to the mass of an
amino acid. The objective of the dynamic programming is to
find the longest path (or best path) in the graph starting from
the head vertex to the tail vertex. An alternative approach to
identify the sequence is to start with the middle part of the
MS/MS spectrum. For example, the sequence tagging
method first infers a partial sequence called tag, and then
finds the whole sequence that can match the tag. In the
tag-based method, the tags are first found from the MS/MS
spectrum based on some scoring schemes. The inference of
the sequence then relies on peptide comparison using the
database search method or on extending the valid path of the
tag in the middle position of the path using the de novo
sequencing.

The peptide sequencing problem is outlined in Table 4,
with knowledge of the information of the amino acids used,
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the spectrum S, the mass of the whole sequence, and the
head and tail amino acids. The sequencing problem is to find
the peptide P, whose theoretical spectrum T(P) best matches
the experimental spectrum S. In some embodiments, it is
assumed that the length N of the peptide sequence is fixed
and known. Thus, the candidate peptides without length N
are discarded. Two sequencing methods, namely two-stage
sequencing method and highest-intensity-tag based sequenc-
ing method, are proposed. For both methods, the sequences
are estimated in a manner that first infers a partial sequence
with a small amount of reliable information and then finds
the missing part of the sequence with less reliable data or the
raw data. The purpose is to improve the speed of sequencing
by generating fewer candidates. Moreover, due to the intro-
duction of the tag, the highest-intensity-tag based sequenc-
ing method is more effective in rejecting the unlikely can-
didates.

TABLE 4

Description of the peptide sequencing problem.

Peptide sequencing problem

Input: set A of amino acids;

mass set g for the amino acids in set A;
experimental spectrum S;

set (m/z) of mass/charge ratio of spectrum S;
set I of intensity of spectrum S;

length N of the peptide sequence;

head and tail amino acids used for the peptide;
mass M of the whole sequence.

Peptide P of length N.

find peptide P, which most likely generates the
experimental spectrum S.

Output:
Problem:

Peptide Sequencing: Two-Stage Sequencing Method

FIG. 12 shows a flowchart illustrating a method 1200 of
two-stage sequencing. Four steps are involved in the two-
stage sequencing method 1200: (1) preprocessing, (2) can-
didate sequence generation, (3) sequence selection, and (4)
candidate refining. As shown in FIG. 12, Steps 1-3 belong to
the first stage (Stage 1), while Step 4 is processed in the
second stage (Stage 2). In Stage 1 of the two-stage sequenc-
ing method 1200, partial sequence is inferred using the
preprocessed data after Step 1. In Stage 2, the remaining part
of the sequence is determined using the raw data.

At Step 1, preprocessing is performed. The goal of the
preprocessing is twofold. Firstly, the goal is to remove some
uninterpretable masses caused by noise and uncertainty.
Secondly, the goal is to convert the mass/charge ratio set
(m/z) to the corresponding mass sets m', and m',.. Given a set
of mass/charge (m/z) ratios, these ratios are grouped into p
subsets G,, G, . . ., G,, where in each subset G,, i=1,
2, ..., p, all (m/z) ratios are isotopes of a particular
fragment, with a charge of value 1, 2, or 3 equaling the
inverse of difference between consecutive (m/z) ratios in this
subset. For each subset G,, a monoisotopic mass m', is
calculated by m',~(m/z), , z', ,--my 7, ,1=1, 2, . . ., p, where
(m/z), , is the lowest value in this subset, and z',, is the
corresponding charge for (m/z), ;. These m', values are then
distributed among the mass sets m', and m',. In some
embodiments, one of the criteria of distribution is based on
the intensities corresponding to the m';, values. In some
embodiments, one of the criteria of distribution is the
isotopic pattern of the (m/z) ratios in G. In some embodi-
ments, one of the criteria of distribution is based on the fact
thatif m'; is inm', , then there is a corresponding m"; inm',,
where m'=M-m'";. In some embodiments, the distribution 1s
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determined real-time in Step 2 as described later in para-
graphs [0114]-[0115]. In some embodiments of the prepro-
cessing, only those with typical property of charges are
reserved as the preprocessed data such that the preprocessed
data may be more reliable than the raw data. However, in the
event of the incomplete or ambiguous data (e.g., data lacking
charge property), some useful mass values may be discarded
in the preprocessing based on the abovementioned criteria.
Hence, in the case when missing/uncertain elements of the
sequence exist in Stage 1, the raw data may be considered
in Stage 2.

At Step 2, the preprocessed data from step 1 is used to find
the valid paths (sequences), and the number n of candidate
sequences is counted. In FIG. 13, suppose that my,,,,, =M,
and Mc,,,,,,”Mog- The graph theory model is used to find
the candidate paths (valid paths) which start with head mass
my,,.,; and end with mass M-mz~m,,,,~M,,; in a directed
acyclic graph (DAG). Since the masses obtained by mass/
charge ratio set (m/z) are likely created by b-ion, y-ion, or
both b-ion and y-ion. The mass set m', ,, m',,,, or both sets
m',; and m', ; can be considered in the path finding algo-
rithm. In the : graph model, the mass of the fragment ion can
be represented by a vertex. If the mass gap between two
fragment ions equals the mass of any amino acid, then an
edge is added between these two vertices. As shown in FIG.
13, the tree can be expanded edge by edge. If the set of
vertices is complete for the correct path, the sequencing
problem can be reduced to finding the longest path in the
graph. The path should include both the head and the tail
vertices. Moreover, only those paths ending with mass M are
taken as the candidates. For the example shown in FIG. 13,
only Path 1 and Path 2 are the candidate paths.

Due to the imperfect fragmentation in MS/MS character-
izations, two and three missing ions are often observed in a
sequence. In the model disclosed herein, in order to ensure
that the paths from the head can be extended to the tail, the
number of missing amino acids is considered to be up to 4
in Stage 1. Starting from the mass with m, ,=0, firstly,
attempt is made to find the mass of the head amino acid,
m,, ,=m,,,,+A,. Next, the mass m, ,,, is found by using the
preprocessed data such that the mass gap between the
current and the next vertices is approximate to mass s; or
mass summation

i+-1

Z s(l<d

v=i

of up to 4 amino acids with mass s €g (v=1,2, ..., N), i.e,
my,,,,=m, +(s+A,) for two consecutive vertices i and (i+1),
or

il-1
Mp g = Myp; + Z Sy + Ay

v=i

(where A, ,,,E€[-13, +19] for a length-I tag from Vertex i to
Vertex (i+l). As shown in FIG. 13, suppose that Path 2 is the
correct path but with experimental masses, m, =0,
my,,,,=m, +(m+A,) for two consecutive

i1
Mp i = Mpj + Z (m;+A;)

J=i
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for a length-1 tag. If Path 1 is the correct path with theoretical
masses, then m,, ,=m, +m, with m, ,=(My,,,,,~Mz),
mb,Zz(mNgroup_mH)+mheads coee s mb,N:M_mH_ngroup_
M5 My ey =M= =M 5,0 M, 3, =M. Referring to FIG.
13, if the mass gap between two vertices equals the mass of
an amino acid, then a solid edge is added. On the other hand,
if the mass gap equals the mass summation of two or more
amino acids, then the dashed edges are added with hollow
circles representing the missing vertices.

At Step 3, the effects of the following five factors are
jointly considered when arriving at the score of a sequence
candidate from Step 3.1 to Step 3.5: length of consecutive
amino acids retrieved, number of amino acids retrieved,
match error, average intensity of amino acids retrieved, and
number of occurrences for different ion types with different
offsets. The sequences with the longest length of consecutive
amino acids retrieved are first selected (Step 3.1). Among
the selected sequences, the sequences with the largest num-
ber of amino acids retrieved are then selected (Step 3.2). For
the sequences with equal length of consecutive amino acids
retrieved together with equal number of amino acids
retrieved, the match error is evaluated, which is the mean
square error between the observed mass values for the amino
acids retrieved from the experimental spectrum and the
actual mass values of the amino acids (Step 3.3). If there is
more than one sequence with identical match errors, the
average intensity of amino acids retrieved is further calcu-
lated and a higher score is given to a sequence with a larger
average intensity value (Step 3.4). In addition, multiple ion
types are usually considered as the important factors in
inferring an amino acid, which means that a mass value may
correspond to different types of ions in the spectrum. Gen-
erally, the more the number of occurrences for different
ion-types of an amino acid is, the more likely the amino acid
is correct. Therefore, for the sequences with equal score after
the aforementioned evaluations of Steps 3.1-3.4, the number
of occurrences for different ion-types is counted to deter-
mine the sequence (Step 3.5). The mass offset sets for the
N-terminal a-ion, b-ion and c-ion type sets, i.e., {a, a-H,O,
a-NH,, a-NH,—H,0}, {b, b-H,O, b-H,0—H,O, b-NH,,
b-NH,;+H,0}, and {c, c-H,O, c-H,O0—H,0, c-NH;,
¢-NH,—H,O} are {-27, -45, -44, -62}, {+1, -17, -35,
-16, =34}, and {+18, 0, -18, +1, -17}, respectively. The
mass offset sets for the C-terminal x-ion and y-ion type sets
can be calculated by shifting the masses of the c-ion and
b-ion type sets by +27 and +18, respectively. According to
the fragmentation method and the property of the data, all or
some of the above ion types can be used flexibly.

Since the candidate sequences obtained at Step 2 are
found by using the preprocessed data, which aim to provide
more reliable information to generate the partial sequence,
amino acid combinations (AACs) may present in the
sequence due to insufficient data provided by preprocessing.
At Step 4, if selected sequences with missing mass values
exist, which means that the corresponding mass gaps are
equal to the summation of at least two amino acids, the raw
data may be used to find as many vertices as possible for the
path in Stage 2. For the raw data, suppose that all (m/z) ratios
have opportunity to be created by the singly, doubly or triply
charged ions. Then the set with q mass/charge ratios (m/z),
(=1, 2, . . ., q) can be converted to the mass set m', of
putative b-ion and the equivalent b-ion mass set m', of
putative y-ion, each of sets m', and m', has 3q elements.
Although the number of mass values increases, only the
range between the head mass and the tail mass of the AAC
is considered, which is relatively smaller when compared to
that for the whole sequence. As shown in FIG. 13, a gap
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being the mass summation of 4 amino acids is shown in Path
1. With more information provided by the raw data, the
following cases can be found for the gap: (a) composition of
amino acid and AAC, (b) composition of two AACs, (c)
composition of tag and AAC, and (d) one tag. Note that a gap
being the mass summation of more amino acids is effective
to ensure that the valid paths can be formed. However, more
candidate sequences may be generated and thus longer time
is required for the sequencing.

As shown in FIG. 12, after finding the missing amino
acids of AACs at Step 4.1, the sequences with the longest
length of consecutive amino acids retrieved in AACs are
selected as candidate sequences (Step 4.2). If there still
remain at least two candidate sequences after selection, a
final decision is made based on the match error of the amino
acids retrieved in AACs for each sequence (Step 4.3).
Peptide Sequencing: Highest-Intensity-Tag Based Sequenc-
ing Method

The mass/charge (m/z) ratio corresponding to the first or
second highest intensity is first recognized to further infer
the tag or the path. In highest-intensity-tag based sequencing
method, short tags with three amino acids are used in the
tag-based methods, such as GutenTag, DirecTag, and
NovoHCD. Although tags with shorter length can avoid
introducing the wrong amino acids, the number of candidate
tags is relatively larger and sometimes it is hard to infer the
sequences due to insufficient information provided by the
tag. As disclosed herein, the length of the tag is not fixed and
can be up to the length of the peptide if the data is complete,
which helps to reduce the search space. When a tag contains
wrong amino acids, usually, it cannot be extended with valid
prefix and suffix parts. In this case, the length of the tag is
shortened by adaptively reducing the number of the higher-
intensity data points used for the tag-finding algorithm. In
addition, the vertex with the highest intensity may not
definitely present in the correct path due to the uncertainty
of the data. When valid paths cannot be found, it may be
possible to infer the tag with the second highest intensity.

FIG. 14 shows a flowchart illustrating a method 1400 of
highest-intensity-tag based sequencing. The method 1400
commences at step 1402 for preprocessing of the raw data.
Step 1402 is the same as step 1 of the two-stage sequencing
method 1200. The method 1400 then proceeds from step
1402 to steps 1404, 1406, and 1408.

At steps 1404, 1406 and 1408, the intensities of the
preprocessed data are sorted from the largest to the smallest
and values with J denoting the ranking of intensity. The
mass/charge ratio with the highest intensity is then identified
and the mass/charge ratio is converted to the corresponding
mass of a b-ion. As a start, it is set as J=1 and i=1, and using
only W=w,; (N=2w,>w,> . . . >w}) masses with the higher
ranking in the tag-finding processing.

The method 1400 then proceeds to step 1410 to find the
highest-intensity-based tag. Starting from the mass m'; , of
the b-ion or m'y, , of the y-ion with the highest intensity, the
highest-intensity-based tag is found by simultaneously con-
necting the vertices in the forward direction pointing to the
tail vertex of the path, and connecting the vertices in the
backward direction pointing to the head vertex of the path,
where the vertices have mass gap being the mass g, (k=1,
2, ..., K) of any amino acid and preferably the length of
the tag is as long as possible (see FIG. 15). The tags
containing the amino acid with the highest intensity are
obtained subsequently, which are called highest-intensity-
based tags. With knowledge of the masses of the head and
the tail amino acids of a highest-intensity-based tag, the
method proceeds to step 1412 to find the prefixes that can
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connect the head of the path to the head of the tags in the
forward direction by using the method described at Step 2 of
the two-stage sequencing method 1200. For the tags with
valid prefixes, at step 1414, the suffix parts of the sequences
can be further found by linking the tail of the tags to the tail
of the path in the forward direction using the similar method.

At step 1416, the candidate paths can be constructed by
combining the three parts: prefix, tag, and suffix. At step
1418, one can follow Steps 3 and 4 of the two-stage
sequencing method 1200 to select and refine the sequences.
Note that a larger value for W sometimes introduces one or
more wrong amino acids in the head and/or tail parts of a tag,
while a smaller value for W may give more reliable tag but
the length of the tag may be limited. Therefore, at steps 1422
and 1424, if no valid candidate can be found, one may
attempt to reduce the value of W with W=w, by increasing
i by 1, ie., i=i+l, and repeat the tag-prefix-suffix finding
procedure until the candidate sequence can be found or i=V.

At steps 1432 and 1434, for the special case when the
experimental mass with the highest intensity gives an unre-
liable message due to noise and uncertainty, a highest-
intensity-based tag or a valid path with the highest-intensity-
based tag cannot be found. In this case, the mass with the
second highest intensity is used by setting J=2 and i=1 to
find the second highest-intensity-based tag and the candi-
dates.

The computational method for the rapid and correct
assignment of peptide sequences from the large number of
MS/MS spectra presented in this disclosure has the follow-
ing features: (i) assigning the peptide sequences based on the
length, amino acids and sequence format that are determined
at step 502; (ii) following the general rules of fragmentation
of peptide ions for the sequence assignment; (iii) distin-
guishing isotope labels, so that if such labels, e.g. chlorine
or bromine, are incorporated in the peptides, the method
could identify the isotopic pattern and assign the correct ion
type; and (iv) assigning the gaps when some of the b or y ion
peaks in the MS/MS spectra are of low abundances or
missing. In an embodiment, the method implemented in a
software is developed. The method gives scores to sequence
candidates based on the following five factors: the length of
consecutive amino acids retrieved, the number of amino
acids retrieved, match error, intensity, and the number of
occurrences for different ion types with difference offsets.
The higher the score is, the more likely that the sequence is
correct. The computational method implemented in the
software can be further optimized for better and faster
sequence assignment.

Sequence Grouping

Referring to the example in FIG. 8, a mixture of peptides
are synthesized from 40 peptide sequences. In one embodi-
ment, a set of 90 spectra is obtained for the 40 peptide
sequences after MS/MS analysis, each with different mass M
of the whole sequences. If the data is sufficient for estimating
the peptide sequences, one or more candidate sequences for
each spectrum can be obtained using the peptide sequencing
methods 1200 and/or 1400. Moreover, there are about 2
spectra per peptide sequence on average after ignoring the
failed spectra, which means that two or more candidate
sequences may correspond to one address pair. Thus, it is
necessary to further select only one sequence for each
address pair, which can involve the steps of: (1) finding and
selecting the sequences based on Steps 1-3, 4.1-4.3 of the
two-stage sequencing method 1200; (2) checking the length
of the candidate sequences and discarding those without
length of (N-2); (3) for the remaining candidate sequences,
checking the order of Symbols S; and S,, and the order of
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Symbols S, 5 and S, according to the first bits of Symbols
S; and S,, respectively; and (4) removing the duplicate
candidate sequences in each spectrum.

As a result, a set of candidate sequences regardless of the
generating spectra can be obtained. The candidate sequences
are then grouped according to 40 address pairs {A, ;, A, ,},
i=1, 2, . . ., 40. For each group, there are following cases
possible:

Case 1: There is only one sequence.

Case 2: There are two or more sequences, some of which are
the same, where:

2a. there is only one result with two or more sequences; or
2b. there are at least two different results, each with two or
more sequences.

Case 3: All sequences in the group are different, where:
3a. different sequences belong to the same spectrum; or
3b. different sequences belong to two spectra; or

3c. different sequences belong to more than two spectra.

For Case 1, the only sequence can be assigned for the
group. For Case 2a, the result with two or more sequences
is selected. For Case 2b, the results with two or more
sequences can be selected as candidate sequences. Among
the candidate sequences, the sequence with the highest score
according to Steps 3.1-3.5, 4.2, and 4.3 of method 1200 can
be further selected. For Case 3a, the sequence with the
highest score according to Steps 4.2 and 4.3 of method 1200
can be selected. For Case 3b, the sequences obtained by
Steps 3.1, 3.2, and 4.1 of method 1200 are examined for
duplicate sequences. If there are duplicate sequences, the
output is the result with duplicate sequences. If not, the
sequence with the highest score according to Steps 3.1-3.5,
4.2, and 4.3 of method 1200 is selected. For Case 3¢, the
sequence with the highest score according to Steps 3.1-3.5,
4.2, and 4.3 of method 1200 is selected. To reduce the
number of candidates more efliciently, it is possible to first
find the groups belonging to Cases 1 and 2 and record the
spectra of sequences in these groups. Subsequently, find the
sequences created by these spectra but presented in other
groups, and mark them as the presented sequences. For Case
3, the presented sequences in the grouping can be discarded.

Upon performing peptide sequencing and/or sequence
grouping using the computational methods described above,
at step 504 of the method 500, the obtained peptide
sequences with the determined order can be converted into
a digital code by the processor 202. The peptide sequences
with the determined order are obtained by sequencing the
peptides or the mixture of peptides at step 502. The methods
for converting the peptide sequences into the digital code
should correspond to the methods for translating the digital
code into peptide sequences in the data storage process (step
404 of method 400). In embodiments of the present disclo-
sure, each peptide sequence is formed by amino acids. One
or more amino acids are used to represent a bit pattern or
symbol pattern in the data storage process. Therefore, in
order to convert the peptide sequence into a digital code, one
or more amino acids in the peptide sequence are represented
by the corresponding bit pattern or symbol pattern. For
example, when one symbol in a digital code is mapped to
three amino acids to form a peptide sequence at step 404,
three amino acids in the peptide sequence shall be reversely
mapped to the one symbol to convert the peptide sequences
into the digital code at step 504.

At step 506, the digital data can be decoded from the
digital code by the processor 202. When error-correction
method is used for encoding the digital data, one or more
error-correction technique(s) is/are applied to recover the
starting digital code. In an example, when a LDPC code is
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used for encoding the digital data into a digital code, the
converted digital code obtained from step 504 is decoded
based on LDPC code. The converted digital code contains
estimated information bits and estimated parity bits. The
estimated parity bits are used to detect and correct errors in
the estimated information bits. The correct information bits
can therefore be retrieved from the converted digital code. In
another example, when order-checking bits are used for
encoding the digital data into a digital code, the converted
digital code obtained from step 504 is decoded based on the
pre-defined rules of generating the order-checking bits. The
converted digital code contains redundancy of order-check-
ing bits. The order-checking bits are used to check if certain
bit(s)/symbol(s) are in the right order, therefore correcting
the wrong orders of bit(s)/symbol(s) to retrieve the correct
digital data from the converted digital code. Decoding the
digital data from the digital code can use algorithms such as
belief-propagation algorithm, message-passing algorithm,
sum-product algorithm and bit-flipping algorithm.

In the case when the digital data is encrypted or ciphered
before being stored, one or more decryption technique(s)
is/are applied to the reverse-mapped bits/symbols to recover
the original digital data. In the case when the digital data
and/or the encrypted data and/or the encoded digital code are
interleaved before being stored, one or more deinterleaved
technique(s) is/are applied to the reverse-mapped bits/sym-
bols to recover the original digital data.

FIG. 7 shows a flowchart illustrating a method 700 for
decoding digital data from a digital code used at step 506.
The digital code includes order-checking bits and one or
more LDPC codes. After performing step 502 and 504, the
system 200 obtains a digital code converted from an order of
estimated peptide sequences. At step 702, the system 200
creates a nx16 block of symbols based on the estimated
sequences. In some embodiments, the converted digital code
contains bit(s)/symbol(s) that indicate the addresses or posi-
tions of the estimated peptide sequences in the block of
symbols. The information relating to the addresses or posi-
tions of the estimated peptide sequences is used to arrange
the estimated peptide sequences in a right order in the block
of symbols. The 16 symbols in each sequence are denoted as
S, S5, ..., S At step 704, according to the orders of the
estimated symbol pairs {S;, S,} and {S,s, S}, the order-
checking bits are generated based on pre-defined rules. At
step 706, the order-checking bits are compared against the
corresponding first bits of the estimated symbols S; and S,
to see if they are identical. As an example, if there is no error
in the orders of S, and S, the generated order-checking bit
for {S,, S,} should match the first bit of the estimated
symbol S;. If the generated order-checking bits do not match
the first bit of S; and/or S; in an estimated sequence, the
estimated sequence in the block should be erased.

On the condition that the generated order-checking bits
match the first bits of the estimated symbols S; and S,
method 700 proceeds from step 706 to step 708. At step 708,
the bits in the estimated symbols S;-S, of the block are
passed to the decoders of the LDPC codes to perform
decoding of LDPC code. At step 710, the system 200 outputs
a 40x16 block of symbols using the decoded bits of the
LDPC codes. Similarly to step 704, order-checking bits are
generated based on pre-defined rules at step 712 according
to the decoded symbols pairs {S,, S,} and {S,s, S;¢}. At
step 714, the order-checking bits are compared against the
corresponding first bits of the decoded symbol S; and S, to
see if they are identical. If not, the system 200 reports a
detected error and indicates that the decoding fails. If yes,
the system 200 outputs the decoded sequences.
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Example: Retrieving Digital Data from Peptide Sequences

Referring to FIGS. 9A and 9B, illustrations 900 and 950
of retrieving digital data from peptide sequences in accor-
dance with embodiments of the disclosure is depicted.
Performing step 502 of method 500, the stored mixture is
first analyzed by LC-MS/MS. A 15 cm C18 column is used
for ultrahigh pressure liquid chromatography (UPLC) sepa-
ration, with the elution gradient changed from 95% solution
A (0.2% formic acid in water) to 99% solution B (0.2%
formic acid in acetonitrile). The MS analysis is performed
on an orbitrap mass spectrometer coupled with the UPLC. A
non-target strategy with m/z limits of 700-1500 and peptide
isotopic pattern recognition are used to select ions for
MS/MS analysis. High-energy collisional dissociation
(HCD) and electron-capture dissociation (ECD) are per-
formed in parallel to produce MS/MS spectra. A total of 90
spectra are produced.

In one embodiment (FIG. 9A), when two-stage sequenc-
ing method 1200 is used, among 90 spectra, there are 6
spectra without output sequences and another 6 spectra
without length of 16, which are discarded in the sequence
grouping. The sequences have length of 16 because the head
and tail amino acids are excluded for simplicity. Excluding
duplicate sequences, there are 43 distinct sequences with
length of 16. After grouping based on the scores, 40
sequences are obtained corresponding to 40 groups with
address pairs of {000 000}, {000 001}, {000 010}, ..., {100
110}, {100 111}. Performing step 504 of method 500, these
peptide sequences are converted into a digital code or
equivalent symbols. The reverse-mapping method used is
amino-acid-to-bits reverse mapping, in which an amino acid
is reversely mapped to a triplet of bits. Because the amino
acid F at the N-terminal and the amino acid R at the
C-terminal do not carry any information, only the 16 amino
acids in the 18-mer peptide sequences are converted to
digital code or equivalent symbols. The digital code is
decoded by performing step 506 of method 500 and method
700. In method 700, the order of the first two amino acids
and the order of the last two amino acids are checked using
the first bits of S; and S, respectively, in accordance with
the encoding rules of the order-checking bits. If the bits
generated according to the order-checking rules using the
first two amino acids and the last two amino acids do not
match the first bits of S; or S, respectively, then the corre-
sponding sequence will be erased. Finally, a 40x16 block of
symbols can be constructed. The error-correction method
confirms the correct sequence assignment of 38 peptides,
corrected 2 peptides, and excluded 3 impurity peptides.
These corrected codes are further decoded to original data,
with 100% retrieval. The data density of peptides for data
storage in this preliminary study is ~10"° bits/g, estimated
from the injection volume of 3 L and peptide concentration
of about 1 M.

In another embodiment (FIG. 9B), the highest-intensity-
tag based sequencing method 1400 is used. Among the 90
spectra, 9 spectra cannot produce any valid sequence, 4
spectra produce valid sequences of length not equal to 16,
and the remaining 77 spectra produce a total of 89 valid
sequences. Thus, some of the groups have multiple
sequences generated by the same or different spectra.
Excluding duplicate sequences, there are 49 distinct
sequences with length of 16. The sequence grouping method
described in paragraphs [0126]-[0128] is used to obtain 40
groups, each with only one sequence. Step 506 of method
500 is performed to decode. Performing method 700 or step
702 of method 700, the correctness of all 40 sequences are
confirmed, showing that all sequences in the group are
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correct even without performing order-checking and error-
correction processes of steps 704-714, leading to 100%
retrieval of the original data.

The data density may be further improved significantly
since MS/MS sequencing of peptides with much smaller
amounts, e.g., sub-attomole, could be achieved. At this
detection limit, it is estimated at least 10'° bits/g could be
achieved with the same setup.

FIG. 3 depicts an exemplary computing device 300,
hereinafter interchangeably referred to as a computer system
300, where one or more such computing devices 300 may be
used to execute the methods 400, 500, 600 and 700 of FIGS.
4,5, 6 and 7. One or more components of the exemplary
computing device 300 can also be used to implement the
systems 100, 200 as well as the synthesizer 112 and the
sequencer 212. The following description of the computing
device 300 is provided by way of example only and is not
intended to be limiting.

As shown in FIG. 3, the example computing device 300
includes a processor 302 for executing software routines.
Although a single processor is shown for the sake of clarity,
the computing device 300 may also include a multi-proces-
sor system. The processor 302 is connected to a communi-
cation infrastructure 306 for communication with other
components of the computing device 300. The communica-
tion infrastructure 306 may include, for example, a commu-
nications bus, cross-bar, or network.

The computing device 300 further includes a main
memory 304, such as a random access memory (RAM), and
a secondary memory 310. The secondary memory 310 may
include, for example, a storage drive 312, which may be a
hard disk drive, a solid state drive or a hybrid drive and/or
a removable storage drive 314, which may include a mag-
netic tape drive, an optical disk drive, a solid state storage
drive (such as a USB flash drive, a flash memory device, a
solid state drive or a memory card), or the like. The
removable storage drive 314 reads from and/or writes to a
removable storage medium 318 in a well-known manner.
The removable storage medium 318 may include magnetic
tape, optical disk, non-volatile memory storage medium, or
the like, which is read by and written to by removable
storage drive 314. As will be appreciated by persons skilled
in the relevant art(s), the removable storage medium 318
includes a computer readable storage medium having stored
therein computer executable program code instructions and/
or data.

In an alternative implementation, the secondary memory
310 may additionally or alternatively include other similar
means for allowing computer programs or other instructions
to be loaded into the computing device 300. Such means can
include, for example, a removable storage unit 322 and an
interface 320. Examples of a removable storage unit 322 and
interface 320 include a program cartridge and cartridge
interface (such as that found in video game console devices),
a removable memory chip (such as an EPROM or PROM)
and associated socket, a removable solid state storage drive
(such as a USB flash drive, a flash memory device, a solid
state drive or a memory card), and other removable storage
units 322 and interfaces 320 which allow software and data
to be transferred from the removable storage unit 322 to the
computer system 300.

The computing device 300 also includes at least one
communication interface 324. The communication interface
324 allows software and data to be transferred between
computing device 300 and external devices via a commu-
nication path 326. In various embodiments of the disclosure,
the communication interface 324 permits data to be trans-
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ferred between the computing device 300 and a data com-
munication network, such as a public data or private data
communication network. The communication interface 324
may be used to exchange data between different computing
devices 300 which such computing devices 300 form part an
interconnected computer network. Examples of a commu-
nication interface 324 can include a modem, a network
interface (such as an Ethernet card), a communication port
(such as a serial, parallel, printer, GPIB, IEEE 1394, RJ45,
USB), an antenna with associated circuitry and the like. The
communication interface 324 may be wired or may be
wireless. Software and data transferred via the communica-
tion interface 324 are in the form of signals which can be
electronic, electromagnetic, optical or other signals capable
of being received by communication interface 324. These
signals are provided to the communication interface via the
communication path 326.

As used herein, the term “computer program product”
may refer, in part, to removable storage medium 318,
removable storage unit 322, a hard disk installed in storage
drive 312, or a carrier wave carrying software over com-
munication path 326 (wireless link or cable) to communi-
cation interface 324. Computer readable storage media
refers to any non-transitory, non-volatile tangible storage
medium that provides recorded instructions and/or data to
the computing device 300 for execution and/or processing.
Examples of such storage media include magnetic tape,
CD-ROM, DVD, Blu-ray™ Disc, a hard disk drive, a ROM
or integrated circuit, a solid state storage drive (such as a
USB flash drive, a flash memory device, a solid state drive
or a memory card), a hybrid drive, a magneto-optical disk,
or a computer readable card such as a PCMCIA card and the
like, whether or not such devices are internal or external of
the computing device 300. Examples of transitory or non-
tangible computer readable transmission media that may
also participate in the provision of software, application
programs, instructions and/or data to the computing device
300 include radio or infra-red transmission channels as well
as a network connection to another computer or networked
device, and the Internet or Intranets including e-mail trans-
missions and information recorded on Websites and the like.

The computer programs (also called computer program
code) are stored in main memory 304 and/or secondary
memory 310. Computer programs can also be received via
the communication interface 324. Such computer programs,
when executed, enable the computing device 300 to perform
one or more features of embodiments discussed herein. In
various embodiments, the computer programs, when
executed, enable the processor 302 to perform features of the
above-described embodiments. Accordingly, such computer
programs represent controllers of the computer system 300.

Software may be stored in a computer program product
and loaded into the computing device 300 using the remov-
able storage drive 314, the storage drive 312, or the interface
320. The computer program product may be a non-transitory
computer readable medium. Alternatively, the computer
program product may be downloaded to the computer sys-
tem 300 over the communication path 326. The software,
when executed by the processor 302, causes the computing
device 300 to perform the necessary operations to execute
the methods 400, 500, 600, and 700 as shown in FIGS. 4, 5,
6 and 7.

It is to be understood that the embodiment of FIG. 3 is
presented merely by way of example to explain the opera-
tion and structure of the system 300. Therefore, in some
embodiments one or more features of the computing device
300 may be omitted. Also, in some embodiments, one or
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more features of the computing device 300 may be com-
bined together. Additionally, in some embodiments, one or
more features of the computing device 300 may be split into
one or more component parts.

It will be appreciated that the elements illustrated in FIG.
3 function to provide means for performing the various
functions and operations of the system as described in the
above embodiments.

When the computing device 300 is configured to realize
the system 100 to store digital data into peptide sequences,
the system 100 will have a non-transitory computer readable
medium having stored thereon an application which when
executed causes the system 100 to perform steps compris-
ing: (i) encoding digital data into a digital code; (ii) trans-
lating the digital code into peptide sequences; and (iii)
synthesizing the translated peptide sequences. When the

46

computing device 300 is configured to realize the system
200 to retrieve digital data from peptide sequences, the
system 200 will have a non-transitory computer readable
medium having stored thereon an application which when
executed causes the system 200 to perform steps compris-
ing: (i) sequencing and determining an order of the peptide
sequences; (ii) converting the peptide sequences with the
determined order into a digital code; and (iii) decoding the
digital data from the digital code.

It will be appreciated by a person skilled in the art that
numerous variations and/or modifications may be made to
the present disclosure as shown in the specific embodiments
without departing from the spirit or scope of the disclosure
as broadly described. The present embodiments are, there-
fore, to be considered in all respects to be illustrative and not
restrictive.

SEQUENCE LISTING

<160> NUMBER OF SEQ ID NOS: 12
<210>
<211>
<212>
<213>
<220>
<223>

SEQ ID NO 1

LENGTH: 18

TYPE: PRT

ORGANISM: Artificial Sequence
FEATURE:

OTHER INFORMATION: Synthetic peptide.

<400> SEQUENCE: 1

Prepared in the lab.

Phe Tyr Glu Val Thr Val Phe Ala Glu Val Leu Tyr Phe Glu Tyr Glu

1 5 10

Thr Arg

<210> SEQ ID NO 2

<211> LENGTH: 19

<212> TYPE: PRT

<213> ORGANISM: Artificial Sequence

<220> FEATURE:

<223> OTHER INFORMATION: Synthetic peptide.
<400> SEQUENCE: 2

15

Prepared in the lab.

Phe Tyr Glu Val Thr Val Phe Ala Glu Val Leu Tyr Phe Glu Tyr Glu

1 5 10

Thr Arg Arg

<210>
<211>
<212>
<213>
<220>
<223>

SEQ ID NO 3

LENGTH: 20

TYPE: PRT

ORGANISM: Artificial Sequence
FEATURE :

OTHER INFORMATION: Synthetic peptide.

<400> SEQUENCE: 3

15

Prepared in the lab.

Phe Tyr Glu Val Thr Val Phe Ala Glu Val Leu Tyr Phe Glu Tyr Glu

1 5 10
Thr Arg Arg Arg
20

<210>
<211>
<212>
<213>
<220>
<223>

SEQ ID NO 4

LENGTH: 21

TYPE: PRT

ORGANISM: Artificial Sequence
FEATURE :

OTHER INFORMATION: Synthetic peptide.

<400> SEQUENCE: 4

15

Prepared in the lab.
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-continued

Phe Tyr Glu Val Thr Val Phe Ala Glu Val Leu Tyr Phe Glu Tyr Glu
1 5 10 15

Thr Arg Arg Arg Arg
20

<210> SEQ ID NO 5

<211> LENGTH: 18

<212> TYPE: PRT

<213> ORGANISM: Artificial Sequence

<220> FEATURE:

<223> OTHER INFORMATION: Synthetic peptide. Prepared in the lab.

<400> SEQUENCE: 5

Phe Tyr Phe Leu Val Ala Leu Ser Glu Ala Thr Ser Val Ala Glu Leu
1 5 10 15

Ala Arg

<210> SEQ ID NO 6

<211> LENGTH: 19

<212> TYPE: PRT

<213> ORGANISM: Artificial Sequence

<220> FEATURE:

<223> OTHER INFORMATION: Synthetic peptide. Prepared in the lab.

<400> SEQUENCE: 6

Phe Tyr Phe Leu Val Ala Leu Ser Glu Ala Thr Ser Val Ala Glu Leu
1 5 10 15

Ala Arg Arg

<210> SEQ ID NO 7

<211> LENGTH: 20

<212> TYPE: PRT

<213> ORGANISM: Artificial Sequence

<220> FEATURE:

<223> OTHER INFORMATION: Synthetic peptide. Prepared in the lab.

<400> SEQUENCE: 7

Phe Tyr Phe Leu Val Ala Leu Ser Glu Ala Thr Ser Val Ala Glu Leu
1 5 10 15

Ala Arg Arg Arg
20

<210> SEQ ID NO 8

<211> LENGTH: 21

<212> TYPE: PRT

<213> ORGANISM: Artificial Sequence

<220> FEATURE:

<223> OTHER INFORMATION: Synthetic peptide. Prepared in the lab.

<400> SEQUENCE: 8

Phe Tyr Phe Leu Val Ala Leu Ser Glu Ala Thr Ser Val Ala Glu Leu
1 5 10 15

Ala Arg Arg Arg Arg
20

<210> SEQ ID NO 9

<211> LENGTH: 18

<212> TYPE: PRT

<213> ORGANISM: Artificial Sequence

<220> FEATURE:

<223> OTHER INFORMATION: Synthetic peptide. Prepared in the lab.

<400> SEQUENCE: 9

Arg Tyr Glu Val Thr Val Phe Ala Glu Val Leu Tyr Phe Glu Tyr Glu
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50

-continued

1 5 10

Thr Arg

<210>
<211>
<212>
<213>
<220>
<223>

SEQ ID NO 10

LENGTH: 24

TYPE: PRT

ORGANISM: Artificial Sequence
FEATURE:

OTHER INFORMATION: Synthetic peptide.

<400> SEQUENCE: 10

15

Prepared in the lab.

Phe Tyr Phe Leu Val Ala Leu Ser Glu Ala Thr Ser Val Ala Val Thr

1 5 10
Leu Phe Glu Ala Glu Leu Ala Arg
20

<210>
<211>
<212>
<213>
<220>
<223>
<220>
<221>
<222>
<223>

SEQ ID NO 11

LENGTH: 17

TYPE: PRT

ORGANISM: Artificial Sequence
FEATURE:

OTHER INFORMATION: Synthetic peptide.
FEATURE:

NAME /KEY: MISC_FEATURE

LOCATION: (17)..(17)

<400> SEQUENCE: 11

OTHER INFORMATION: Xaa at position 17 is N- (3-aminopropyl)

15

Prepared in the lab.

alanine

Phe Tyr Phe Leu Val Ala Leu Ser Glu Ala Thr Ser Val Ala Glu Leu

1 5 10

Xaa

<210>
<211>
<212>
<213>
<220>
<223>

SEQ ID NO 12

LENGTH: 18

TYPE: PRT

ORGANISM: Artificial Sequence
FEATURE:

OTHER INFORMATION: Synthetic peptide.

<400> SEQUENCE: 12

15

Prepared in the lab.

Phe Ser Thr Tyr Tyr Glu Thr Phe Ser Ser Leu Val Tyr Val Leu Ala

1 5 10

Thr Arg

15

What is claimed:
1. A method of storing digital data into one or more
peptide sequences, the method comprising:

encoding the digital data into a digital code;

translating the digital code into the one or more peptide
sequences, wherein translating the digital code com-
prises mapping a bit pattern or a symbol pattern into
one or more amino acids such that the digital code is
represented by a sequence of amino acids in the one or
more peptide sequences; and wherein each of the one or
more peptide sequences independently comprises a
N-terminal amino acid covalently bonded via an inter-
nal amino acid sequence to a C-terminal amino acid,
wherein the C-terminal amino acid is a basic amino
acid; and

providing the one or more translated peptide sequences,
with the proviso that if the one or more peptide
sequences comprise two or more amino acids with
identical molecular weights, then the two or more
amino acids have the same mapped bit pattern or
symbol pattern.
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2. The method of claim 1, wherein the N-terminal amino
acid of each of the one or more translated peptide sequences
is the same; and the C-terminal amino acid of each of the one
or more translated peptide sequences is the same.

3. The method of claim 1, wherein each of the one or more
translated peptide sequences independently consists of 8-30
amino acids.

4. The method of claim 1, wherein each of the one or more
translated peptide sequences contains no more than one
basic amino acid.

5. The method of claim 1, wherein each of the one or more
translated peptide sequences contains no more than one
basic amino acid independently selected from the group
consisting of lysine, arginine, histidine, 1,2-diaminoethane,
and 1,3-diaminopropane (DAP).

6. The method of claim 1, wherein the N-terminal of each
of the one or more translated peptide sequences is selected
from the group consisting of serine, threonine, histidine,
lysine, aspartic acid, and glutamic acid.
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7. The method of claim 1, wherein the C-terminus of each
of the one or more translated peptide sequences is selected
from the group consisting of lysine, arginine, histidine,
1,2-diaminoethane, and DAP.

8. The method of claim 1, wherein each of the internal
amino acid sequences do not comprise histidine, lysine,
arginine, or aspartic acid.

9. The method of claim 1, wherein each of the one or more
translated peptide sequences do not comprises cysteine,
tryptophan, methionine, asparagine, or glutamine.

10. The method of claim 1, wherein the step of providing
the translated peptide sequences comprises synthesizing the
translated peptide sequences.

11. The method of claim 1, wherein the translating of the
digital code into peptide sequences comprises:

mapping a bit pattern or a symbol pattern into one or more

amino acids such that the digital code is represented by
a sequence of amino acids in the one or more peptide
sequences.

12. The method of claim 1 further comprising adding one
or more order-checking bits into the digital code, wherein
the one or more order-checking bits are related to the order
of the bits or symbols in the digital code.

13. The method of claim 12, wherein the translating of the
digital code into peptide sequences comprises: mapping a bit
pattern or a symbol pattern into one or more amino acids
such that the digital code is represented by a sequence of
amino acids in the one or more peptide sequences; each of
the one or more peptide sequences independently consists of
17-24 amino acids; each of the one or more peptide
sequences contains one basic amino acid located at the
C-terminus of each of the one or more peptide sequences
selected from the group consisting of DAP and arginine; the
N-terminal of each of the one or more peptide sequences is
selected from the group consisting of serine, threonine,
aspartic acid, and glutamic acid; each of the internal amino
acid sequences do not comprise histidine, lysine, arginine, or
aspartic acid; and each of the one or more peptide sequences
do not comprises cysteine, tryptophan, methionine, aspara-
gine, or glutamine.

14. A method of retrieving digital data from one or more
peptide sequences, wherein the retrieving digital data from
the one or more peptide sequences comprises:

sequencing and determining an order of the one or more
peptide sequences, wherein each of the one or more peptide
sequences independently comprises a N-terminal amino acid
covalently bonded via an internal amino acid sequence to a
C-terminal amino acid, wherein the C-terminal amino acid
is a basic amino acid; and wherein the step of sequencing
and determining an order of the one or more peptide
sequences comprises a mass spectroscopy method;

converting the one or more peptide sequences with the
determined order into a digital code wherein the converting
of the peptide sequences with the determined order into the
digital code comprises mapping one or more amino acids in
the peptide sequences into a bit pattern or a symbol pattern
such that the digital code is obtained from a sequence of
amino acids in the peptide sequences with the determined
order; and

decoding the digital data from the digital code, with the
proviso that if the one or more peptide sequences comprise
two or more amino acids with identical molecular weights,
then the two or more amino acids have the same mapped bit
pattern or symbol pattern.

15. The method of claim 14, wherein the step of sequenc-
ing the one or more peptide sequences comprises a sequenc-
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ing method selected from the group consisting of a graph
theory model and a highest-intensity tag based model.

16. The method of claim 14, wherein the mass spectros-
copy method comprises matrix assisted laser desorption
ionization mass spectrometry or liquid chromatograph-mass
spectrometry/mass spectrometry.

17. The method of claim 14, wherein the N-terminal
amino acid of each of the one or more translated peptide
sequences is the same; and the C-terminal amino acid of
each of the one or more translated peptide sequences is the
same.

18. The method of claim 14, wherein each of the one or
more translated peptide sequences independently consists of
8-30 amino acids.

19. The method of claim 14, wherein each of the one or
more translated peptide sequences contains no more than
one basic amino acid.

20. The method of claim 14, wherein each of the one or
more translated peptide sequences contains no more than
one basic amino acid independently selected from the group
consisting of lysine, arginine, histidine, 1,2-diaminoethane,
and DAP.

21. The method of claim 14, wherein the N-terminal of
each of the one or more translated peptide sequences is
selected from the group consisting of serine, threonine,
histidine, lysine, aspartic acid, and glutamic acid.

22. The method of claim 14, wherein the C-terminus of
each of the one or more translated peptide sequences is
selected from the group consisting of lysine, arginine, his-
tidine, 1,2-diaminoethane, and DAP.

23. The method of claim 14, wherein each of the internal
amino acid sequences do not comprise histidine, lysine,
arginine, or aspartic acid.

24. The method of claim 14, wherein each of the one or
more translated peptide sequences do not comprises cyste-
ine, tryptophan, methionine, asparagine, or glutamine.

25. The method of claim 14, wherein the digital code
comprises one or more order-checking bits, wherein the one
or more order-checking bits are related to the order of the
bits or symbols in the digital code.

26. The method of claim 25, wherein the step of sequenc-
ing the one or more peptide sequences comprises a sequenc-
ing method selected from the group consisting of a graph
theory model and a highest-intensity tag based model; the
mass spectroscopy method comprises matrix assisted laser
desorption ionization mass spectrometry or liquid chromato-
graph-mass spectrometry/mass spectrometry; each of the
one or more peptide sequences independently consists of
17-24 amino acids; each of the one or more peptide
sequences contains one basic amino acid located at the
C-terminus of each of the one or more peptide sequences
selected from the group consisting of DAP and arginine; the
N-terminal of each of the one or more peptide sequences is
selected from the group consisting of serine, threonine,
aspartic acid, and glutamic acid; each of the internal amino
acid sequences do not comprise histidine, lysine, arginine, or
aspartic acid; and each of the one or more peptide sequences
do not comprises cysteine, tryptophan, methionine, aspara-
gine, or glutamine.

27. A system for storing digital data into one or more
peptide sequences, the system comprising:

a synthesizer configured to synthesize the one or more

peptide sequences;

at least one processor in communication with the synthe-

sizer; and

at least one memory including computer program code,

the at least one memory and the computer program
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code configured to, with the at least one processor,

cause the system at least to:

encode the digital data into a digital code;

translate the digital code into one or more peptide
sequences, wherein translating the digital code com-
prises mapping a bit pattern or a symbol pattern into
one or more amino acids such that the digital code is
represented by a sequence of amino acids in the one
or more peptide sequences, with the proviso that if
the one or more peptide sequences comprise two or
more amino acids with identical molecular weights,
then the two or more amino acids have the same
mapped bit pattern or symbol pattern; wherein each
of the one or more translated peptide sequences
independently comprises a N-terminal amino acid
covalently bonded via an internal amino acid
sequence to a C-terminal amino acid, and wherein
the C-terminal amino acid is a basic amino acid; and

synthesize the one or more translated peptide sequences
using the synthesizer.

28. A system for retrieving digital data from one or more

peptide sequences, the system comprising:

a mass spectrometer configured to sequence and deter-
mine an order of the one or more peptide sequences,
wherein the mass spectrometer is selected from the
group consisting of matrix assisted laser desorption
ionization mass spectrometry and liquid chromatogra-
phy-mass spectrometry/mass spectrometry;

at least one processor in communication with the
sequencer; and
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at least one memory including computer program code,
the at least one memory and the computer program
code configured to, with the at least one processor,
cause the system at least to:

sequence and determine the order of the peptide
sequences using the mass spectrometer, wherein the
step of sequencing and determining the order of the one
or more peptide sequences comprises a sequencing
method selected from the group consisting of a graph
theory model and a highest-intensity tag based model;

convert the one or more peptide sequences with the
determined order into a digital code, wherein convert-
ing the one or more peptide sequences with the deter-
mined order into the digital code comprises mapping
one or more amino acids in the peptide sequences into
a bit pattern or a symbol pattern such that the digital
code is obtained from a sequence of amino acids in the
peptide sequences with the determined order, wherein
each of the one or more peptide sequences indepen-
dently comprises a N-terminal amino acid covalently
bonded via an internal amino acid sequence to a
C-terminal amino acid, and wherein the C-terminal
amino acid is a basic amino acid, with the proviso that
if the one or more peptide sequences comprise two or
more amino acids with identical molecular weights,
then the two or more amino acids have the same
mapped bit pattern or symbol pattern; and

decode the digital data from the digital code.
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