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Abstract— A Screen Content Coding (SCC) extension to High 

Efficiency Video Coding (HEVC) has been developed to 

incorporate many new coding tools in order to achieve better 

coding efficiency for videos mixed with camera-captured content 

and graphics/text/animation. For instance, Intra Block Copy 

(IntraBC) mode helps to encode repeating patterns within the 

same frame while Palette mode aims at encoding screen content 

with few major colors. However, IntraBC mode brings along high 

computational complexity due to the exhaustive block matching 

within the same frame though there are already some constraints 

and fast approaches applied to IntraBC mode to reduce its 

complexity. Thus, we propose a fast intra coding scheme to reduce 

the complexity of using IntraBC mode in SCC. Screen content 

always contains no sensor noise resulting in the characteristics 

with pixel exactness along both horizontal and vertical directions. 

These characteristics pave the way for mode skipping and early 

Coding Unit (CU) splitting. Besides, early CU pruning and early 

termination are proposed based on the Rate Distortion (RD) cost 

to further reduce the encoder complexity. Moreover, we also 

propose to reduce the complexity of IntraBC mode by checking 

the hash value of each block candidate and the current block 

during block matching. With our proposed scheme, the encoding 

time is reduced compared with the SCC while the coding 

efficiency can still be maintained with minor increase in 

Bjontegaard Delta Bitrate (BDBR). 

Index Terms—hash search, HEVC, intra block copy, screen 

content coding, video coding. 

I. INTRODUCTION

ith the rapid development of network bandwidth and

widespread usage of thin-client devices, computer screen 

sharing has become much popular today. Applications include 

remote desktops, video conferencing with documents or 

PowerPoint slides sharing, and even cloud computing which 

provides cloud services by screen sharing technology [1]. 

Screen Content Coding (SCC) is highly demanded for limited 

network bandwidth and has emerged as one of the hot research 

topics in the aspect of video coding. Thus, there was a Call for 
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Proposal (CfP) of SCC as the extension of High Efficiency 

Video Coding (HEVC) [2] by the Joint Collaborative Team on 

Video Coding (JCT-VC) in January 2014 [3]. As a result, SCC 

has been introduced as the extension of HEVC [4-6] for coding 

screen content. 

Screen content videos are typically computer-generated 

content such as text, computer graphics and graphic user 

interface, or the compound of camera-captured content and 

computer-generated content. The camera-captured content can 

be efficiently encoded by the conventional HEVC. However, 

the computer-generated content has discontinuous-tone 

characteristics, such as complex structure with sharp edges 

[7-11], which are different from those of camera-captured 

content. As usual, computer-generated content is also 

composed of only a limited number of colors and sometimes 

contains high contrast between colors. Thereby, the 

conventional HEVC intra prediction [12-13], which uses the 

neighboring boundary pixels for prediction, cannot handle well 

these kinds of content. Another characteristic of screen content 

is that repeating patterns, with a variety of shapes and sizes 

such as texts, icons, control buttons, menus, slider bars, 

window frames, and graphs, frequently occur within the same 

frame. There is also a noiseless characteristic that all pixels 

within a block can be exactly equal along the horizontal or 

vertical directions. In some cases, all pixels within the block are 

even exactly the same. Therefore, numerous research works 

based on these characteristics have been suggested for SCC.  

A. Sharp Edges

Screen content with a complex structure, a limited number of

colors and sharp edges are well encoded by Palette mode 

[14-17], which separates the screen content into two parts of 

information: color information and structural information. The 

color information is represented by a few base colors while the 

structural information is represented by a palette index map 

where each palette index specifies the color of each pixel. Base 

colors are predicted using a palette table. If the color cannot be 

predicted by the palette table, it is encoded as an escape color. 

For palette index coding, run-length based techniques, 

copy-left mode and copy-above mode, are used. 

B. Noiseless Areas

Unlike camera-captured content, screen content does not

contain any camera noise because it is not captured by a camera 
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but generated by computer software. Thus, there are plentiful 

noiseless areas and only one single color appears within the 

area. Zhang et. al [18] suggested to have a new Independent 

Uniform Prediction (IUP) mode in which a set of colors is 

stored in the slice header. For the whole block with only one 

single color, an index is coded for the IUP mode to choose the 

color from the set of colors. The decoder then fills that color 

into the block based on the index. But it is not HEVC 

compliant. The work in [19] proposed to decide whether the 

block needs to be further split based on estimated entropy and 

coding rate. If the entropy or the coding rate of the block is 

smaller than pre-defined thresholds, no further split is decided 

for the block in order to speed up the encoding process. On the 

other hand, our previous work [20] proposed to handle the 

noiseless area by Simple Intra Prediction (SIP) which is a 

simplified version of the conventional intra prediction [12]. By 

using SIP, Rough Mode Decision (RMD) [13] and Rate 

Distortion Optimization (RDO), which include checking of 

numerous intra prediction candidates, are skipped for reducing 

the complexity of Intra mode. However, the above approaches 

[18-20] do not consider the case of all pixels within a block 

being exactly equal along the horizontal or vertical directions. 

C. Repeating Patterns

For repeating patterns in screen content, intra Motion

Estimation (ME) and Motion Compensation (MC) were 

developed in many research works [7-8,21-39]. In [7-8,21-25], 

arbitrary string matching in 1D and 2D forms with variable 

lengths and shapes was suggested. In [26-28], intra line copy 

was proposed to use fixed-length line matching during intra ME 

and MC for better tradeoff between coding efficiency and 

complexity. In addition, Intra Block Copy (IntraBC) mode was 

proposed in [29-38] to perform rectangular block matching 

within the same frame. It is proven that intra ME and MC can 

significantly improve the coding efficiency for SCC [29-30]. 

Recently, IntraBC mode has been adopted in the SCC extension 

[6]. It is considered as an additional mode besides Intra mode 

and Palette mode in intra coding. Exhaustive block matching is 

done for IntraBC wherein the Sum of Absolute Difference 

(SAD) is estimated between every block candidate and the 

current block. This is a very time consuming task compared 

with Intra mode and Palette mode. Thereby, Budagavi et. al 

[29-30] proposed to apply some constraints and a fast encoding 

technique to reduce the complexity of IntraBC. Full-frame hash 

search was also proposed in [31-34] where block matching is 

only done for those block candidates which have the same hash 

value as the current block being encoded. Zhu et al. [32-33] 

suggested to estimate the hash value based on the DC value of a 

CU as well as the number of color transitions along the row and 

column, while Li et al. [34] proposed to estimate the hash value 

based on the Cyclic Redundancy Check (CRC) value of an CU 

to find the identical repeating patterns in hash search. Other 

research works [35-38] also proposed four non-compliant 

modes to further improve the coding efficiency: flipping, 

symmetric, masking, and rotational modes respectively. 

D. Previous Work and Our Contributions

However, Palette mode and IntraBC mode induce huge

complexity in SCC, which is demonstrated in Table I. The 

YUV 4:4:4 scene content sequences shown in this table were 

encoded using the reference software HEVC Test Model 

Version 16.7 Screen Content Model Version 6.0, hereafter 

called SCM-6.0 for the sake of simplicity. Table I tabulates the 

Bjontegaard Delta Bitrate (BDBR) and encoding time against 

HEVC in percentage for various sequences, where 

HEVC+SCC (Palette Only) denotes the conventional HEVC 

SCC extension with the use of Palette mode only, and 

HEVC+SCC denotes the conventional HEVC SCC extension 

with the use of both Palette and IntraBC modes. For 

HEVC+SCC (Palette Only), there is 28.92% of BDBR 

reduction with the average encoding time increased by 33.57% 

compared with HEVC. For HEVC+SCC, 43.58% of BDBR 

reduction is obtained with the average encoding time increased 

substantially by 94.03% compared with HEVC. It can be seen 

that Palette mode provides a better RD improvement with less 

complexity surge compared with IntraBC mode. The high 

complexity of IntraBC mode is mainly due to the exhaustive 

block matching.  

To reduce the SCC encoder complexity, the work in [40] 

suggests to exploit the CU depth and mode from the collocated 

CUs of the previous frame for stationary CUs. In addition, an 

adaptive step-size search was proposed for speeding up 

IntraBC block matching. This scheme mainly handles the 

stationary CUs. A machine learning scheme with three 

classifiers using decision trees was proposed in [41]. The first 

classifier divides CUs into camera-captured content CUs 

(CCCUs) for skipping IntraBC and Palette modes, and screen 

content CUs (SCCU) for skipping the conventional Intra mode. 

The second classifier then splits CCCUs into partitioned CUs 

and non-partitioned CUs for fast CU partitioning. 

Non-partitioned CUs are further classified as directional CUs 

or non-directional CUs. Based on the classification result, 

different types of CUs then go through reduced set of intra 

prediction directions. Similarly, the algorithm in [42] proposed 

to classify CUs into CCCUs and SCCUs and then utilize 

content property analysis, bits per pixel information as well as 

neighboring and collocated CUs’ depth information to perform 

mode elimination and fast CU partitioning. 

In this paper, we focus on the complexity reduction in SCC 

TABLE I 

BDBR (%) AND ENCODING TIME (%) OF HEVC+SCC (PALETTE ONLY) AND 

HEVC+SCC AGAINST HEVC 

Sequences
HEVC+SCC (Palette Only) HEVC+SCC

BDBR (%) Time (%) BDBR (%) Time (%)

 Basketball_Screen -29.48 +42.02 -50.55 +100.92

 MissionControlClip2 -21.34 +47.17 -46.63 +106.14

 MissionControlClip3 -37.02 +37.78 -65.33 +96.43

 ChineseEditing -49.22 +34.92 -58.95 +117.39

 sc_flyingGraphics -34.94 +30.81 -61.21 +93.60

 sc_desktop -60.70 +23.06 -83.16 +74.63

 sc_console -56.95 +18.19 -68.76 +56.96

 sc_web_browsing -54.14 +26.82 -79.19 +71.74

 sc_map -14.83 +46.97 -20.78 +160.95

 sc_programming -32.27 +39.07 -52.11 +83.77

 sc_SlideShow -14.36 +26.57 -22.17 +58.83

 sc_robot +0.29 +47.01 -1.33 +120.06

 EBURainFruits +0.05 +25.07 -0.06 +97.71

 Kimono1 +0.03 +24.47 +0.05 +77.34

Average -28.92 +33.57 -43.58 +94.03
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by expediting IntraBC block matching, early splitting and 

pruning the SCC tools based on the screen content 

characteristics or information. The differences between our 

contributions and the recent schemes [40-42] can be 

summarized as: 1) Our work is different from [40] which 

heavily relies on stationary region detection in the current 

frame and reuses the CU depth information from the stationary 

regions in the previous frame. This makes [40] only efficient in 

stationary CUs while our proposed algorithm can work for both 

stationary CUs and non-stationary CUs; 2) Unlike [41] and [42], 

which firstly classify CUs into CCCUs and SCCUs, our work 

only focus on SCCUs. The techniques for SCCUs proposed in 

this paper could be easily incorporated into the framework in 

[41] and [42] for handling CCCUs; and 3) Different from [40] 

and [41], our proposed algorithm is self-contained and does not 

need information from other frames. When it is feasible to use 

the modes and CU depth information from the previous frame, 

the proposed algorithm can also work with the CU depth 

prediction to further speed up the SCC encoder. 

The remainder of this paper is organized as follows. We 

firstly start by introducing the intra coding of SCC extension. 

Then, we proceed to describe our proposed reduced-complexity 

scheme based on the image characteristics of the block. Section 

III discusses how the number of IntraBC mode checking can be 

reduced, and how the decision on the block splitting and 

pruning can be made, as well as the number of search points 

within the IntraBC block matching can be lessened. Finally, 

experimental results for our proposed scheme and its 

integrations with other recent schemes are shown in Section IV 

followed by conclusions in Section V. 

II. HEVC SCC EXTENSION INTRA CODING 

In this section, we describe the related part of intra coding in 

the SCC extension that has been developed in the reference 

software SCM-6.0 [43-44].  

In general, each video frame is divided into Coding Tree Units 

(CTUs) with the size of L×L where L can be chosen as 64, 32, 

16 or 8. CTUs in a frame are encoded in raster scan order. A 

recursive quad-tree coding structure is applied to each CTU 

[45]. Each CTU can be split into four smaller Coding Units 

(CUs) of equal size, namely sub-CUs or child sub-CUs. Each 

sub-CU can be further split into four smaller CUs of equal size 

in which this CU splitting is processed recursively (The 

supported CU size is from 64×64, 32×32, 16×16, down to 8×8). 

The encoder then chooses the optimum CU size by comparing 

the Rate Distortion (RD) cost obtained by the current CU and 

the sum of RD costs obtained by the four sub-CUs. In SCC intra 

coding, the mode that obtains the least RD cost among the Intra, 

Palette and IntraBC modes, is selected as the best mode. The 

encoder decides to split the CU if the sum of the costs of the 

four sub-CUs, 𝐽𝑙(𝑡), is smaller than the cost of the current CU, 

𝐽2𝑙: 

 

∑ 𝐽𝑙(𝑡)
3

𝑡=0
< 𝐽2𝑙 

 

where l and t are the sub-CU size and the index for each sub-CU, 

respectively. To compute the RD cost, the distortion between 

the original CU and the reconstructed CU, and the coding rate 

are required to be estimated. 

For each 2N×2N CU, where 2N is the size of that particular 

CU (i.e. N can be 32, 16, 8 or 4), it can be further partitioned 

into different sizes of Prediction Unit (PU) of 2N×N, N×2N and 

N×N. The encoder attempts to search for the best PU size within 

that particular CU in which the least RD cost is obtained. As a 

result, the encoding complexity of a CTU is large because there 

is additional Palette mode and IntraBC mode for each CU 

candidate in SCC intra coding. 

A. Intra Mode and Palette Mode 

For Intra mode in SCM-6.0, boundary pixels are used for 

predicting a CU with 33 directional predictions plus planar and 

DC predictions [12]. RMD [13] is performed to select a subset 

of intra prediction candidates first. Then the optimal one is 

chosen by RDO where the full RD cost for every candidate in 

the subset is estimated. In SCM-6.0, only 2N×2N and N×N are 

supported for Intra mode. For Palette mode [14-17], base colors 

and the corresponding index map are estimated and encoded 

using the palette table and run-length coding, respectively, as 

mentioned in the previous section. It is noted that only 2N×2N 

are used for Palette mode. A detailed technical overview of 

Palette mode is provided in [17]. 

B. Intra Block Copy (IntraBC) Mode 

For IntraBC mode, block matching using intra ME and MC is 

carried out within the same frame. If IntraBC is used by one 

particular CU, each PU within the CU is encoded with a Block 

Vector (BV) as well as the residual signal of that CU [39]. To 

perform block matching for one search point, SAD between the 

CU candidate and the current CU, 𝑆𝐴𝐷(𝑥, 𝑦), as well as the 

cost of BV, 𝐵𝑉𝐶𝑜𝑠𝑡(𝑥, 𝑦), are estimated to be the IntraBC cost, 

𝐼𝐵𝐶𝐶𝑜𝑠𝑡(𝑥, 𝑦), as a total cost in the following: 
 

𝐼𝐵𝐶𝐶𝑜𝑠𝑡(𝑥, 𝑦) = 𝑆𝐴𝐷(𝑥, 𝑦) + 𝐵𝑉𝐶𝑜𝑠𝑡(𝑥, 𝑦) 
 

where (𝑥, 𝑦) is the position of the CU candidate. From (2), the 

SAD and BV costs are estimated once for every search point, 

and the one with the minimum 𝐼𝐵𝐶𝐶𝑜𝑠𝑡(𝑥, 𝑦) is selected as the 

optimal candidate. For BV cost estimation, it occupies very 

small amount of time compared with SAD calculation as it is 

just simply estimated by a look-up table plus few operations. 

The complexity of block matching mainly comes from the SAD 

calculation. It should be noted that the computational 

complexity of IntraBC mode is much higher than those of Intra 

and Palette modes due to the exhaustive block matching. 

Several constraints for balancing the coding efficiency and 

computational complexity were thus suggested in [29], which 

has been implemented in SCM-6.0. First, BVs are limited to be 

integer-pel accurate instead of fractional-pel accurate. With this 

restriction, interpolation process can be skipped. Second, 

pre-defined area search is recommended such that full-frame 

search is not required. Last, IntraBC mode is only applied for 

small CU sizes of 16×16 and 8×8, since repeating patterns 

usually appear for small CU sizes rather than large CU sizes. To 

find the matched block, there are pre-defined area search and 

hash search. 

 

 

(2) 

(1) 
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(a)             (b)            (c) 

Fig. 1   Illustrations of (a) full vertical and horizontal searches, (b) vertical and 
horizontal pre-defined area searches, and (c) 2D pre-defined area search. 

 

1) Pre-defined Area Search for IntraBC  

Different CU and PU sizes have different searching 

strategies in IntraBC. Fig. 1 illustrates the search areas for 

various searching strategies including the full vertical and 

horizontal searches, vertical and horizontal pre-defined area 

searches, and 2D pre-defined area search. For 16×16 CUs, only 

2N×2N PUs with full vertical and horizontal searches are 

performed, as depicted in Fig. 1(a). It is due to the fact that large 

CU size tends to have fewer repeating patterns found within the 

same frame. 

For 8×8 CUs, if it is a N×2N PU, only full vertical and full 

horizontal searches are performed. If it is 2N×2N or 2N×N, 

vertical, horizontal and 2D pre-defined area searches within the 

left and current CTUs are carried out, as shown in Fig. 1(b) and 

Fig. 1(c). In SCM-6.0, the 2D search for 2N×2N is skipped if 

the CU activity, 𝐴𝑐𝑡, is smaller than a pre-defined threshold 

𝑇𝐻1 [30]. 𝐴𝑐𝑡 is estimated as follows:  
 

𝐴𝑐𝑡 = 𝑚𝑖𝑛(𝐴𝑐𝑡𝐻 , 𝐴𝑐𝑡𝑉) 

𝐴𝑐𝑡𝐻 = ∑ ∑|𝑝(𝑖, 𝑗) − 𝑝(𝑖 − 1, 𝑗)|

7

𝑖=1

7

𝑗=0

 

𝐴𝑐𝑡𝑉 = ∑ ∑|𝑝(𝑖, 𝑗) − 𝑝(𝑖, 𝑗 − 1)|

7

𝑖=0

7

𝑗=1

 

 

where 𝑚𝑖𝑛(𝑎, 𝑏) is the operation to choose the minimum value 

of a and b, and 𝑝(𝑖, 𝑗) is the luminance component of the pixel 

at the position (𝑖, 𝑗) in the CU. 

Similarly, the 2D search for 2N×N is not performed if the CU 

activity is smaller than 𝑇𝐻1  and the best RD cost so far is 

smaller than the pre-defined threshold 𝑇𝐻2 . 𝑇𝐻1  and 𝑇𝐻2  in 

SCM6.0 are set as: 
 

𝑇𝐻1 = 168 × (1 ≪ 𝐵𝑖𝑡𝐷𝑒𝑝𝑡ℎ − 8) 

𝑇𝐻2 = 𝑚𝑎𝑥(66 × 𝜆, 800) 
 

where ≪ represents the left shift operation, 𝐵𝑖𝑡𝐷𝑒𝑝𝑡ℎ is the bit 

depth of the pixel, 𝑚𝑎𝑥(𝑎, 𝑏) is the operation to choose the 

maximum value of a and b, and 𝜆 is the Lagrange multiplier 

depending on the Quantization Parameter (QP). Prior to doing 

the above searches, the CU candidates with positions pointed 

by a set of BVs are checked by (2) for CU sizes smaller or equal 

to 32×32 where the set of BVs includes two last coded BVs as 

well as neighboring coded BVs. In addition, the candidates are 

also checked by (2) using the BV predictors of skip and merge 

modes for all CU sizes before the IntraBC block matching. 

These two steps are not time consuming because no exhaustive 

block matching is required. 

2) Full-frame Hash Search for IntraBC  

For hash search, block matching is only done for those CU 

candidates which have the same hash value as the current CU to 

be encoded. By taking the tradeoff between the computational 

complexity and coding performance into consideration, hash 

search is only performed on 8×8 CUs with 2N×2N PU. The 

hash value is a 16-bit value calculated based on the DC of four 

sub-partitions of the CU, DCk with k=0,1,2,3, and gradient of 

the whole CU, Grad, as follows: 
 

𝐷𝐶𝑘 =
1

4 × 4
∑ ∑ 𝑝(𝑖 + (𝑘%2) × 4, 𝑗 + 𝐹𝑙𝑜𝑜𝑟(𝑘/2) × 4)

3

𝑖=0

3

𝑗=0

 

𝐺𝑟𝑎𝑑 = ∑ ∑
|𝑝(𝑖, 𝑗) − 𝑝(𝑖 − 1, 𝑗)| + |𝑝(𝑖, 𝑗) − 𝑝(𝑖, 𝑗 − 1)|

2

7

𝑖=1

7

𝑗=1

 

 

where % is the modulo operator and Floor(a) is the floor 

function to give the largest integer less than or equal to a. The 

hash value is then formed by concatenating DCk with k=0,1,2,3, 

and Grad as follows: 
 

𝐻𝑎𝑠ℎ = (𝑀𝑆𝐵3(𝐷𝐶0) ≪ 13) + (𝑀𝑆𝐵3(𝐷𝐶1) ≪ 10) 

+(𝑀𝑆𝐵3(𝐷𝐶2) ≪ 7) + (𝑀𝑆𝐵3(𝐷𝐶3) ≪ 4) 

+𝑀𝑆𝐵4(𝐺𝑟𝑎𝑑) 
 

where MSBm(X) means that the m Most Significant Bits (MSB) 

of X are extracted. By (5) and (6), the hash value is formed for 

each 8×8 CU candidate with 2N×2N PU. Thus, after the 

pre-defined area search, full-frame hash search is performed 

where block matching is only done for those search points with 

the same hash value as the current CU. After that, hash values 

of all the newly search points within the reconstructed area are 

estimated and can be re-used for the coming CUs. This means 

that CU candidates within the same frame but with different 

hash values from the current CU are filtered out. In other words, 

full-frame search can be carried out with less computational 

complexity by adopting the hash search. 

C. Mode Decision Process for Intra Coding 

To encode a CU, firstly if the CU size is 32×32 or smaller, as 

aforementioned, the CU candidates of IntraBC mode are 

checked by the set of BVs including two last coded BVs as well 

as neighboring coded BVs. If there is distortion, 2N×2N and 

N×N Intra modes are checked. Next, the candidates are checked 

using the BV predictors of skip and merge modes. If skip mode 

is chosen as the best mode so far, the encoding process of a CU 

is finished. Otherwise, for the case of 64×64 CU, the encoding 

process is finished. For 32×32 CU, only palette mode is 

checked. For 16×16 CU, 2N×2N IntraBC mode and Palette 

mode are checked and the encoding process of a CU is finished. 

For 8×8 CU, 2N×2N IntraBC mode is checked first. If the best 

RD cost so far is larger than or equal to a pre-defined threshold 

TH3 estimated in SCM-6.0 as (7), N×2N IntraBC mode is 

checked. If the best RD cost so far is still larger than or equal to 

TH3, 2N×N IntraBC mode is checked. Finally, Palette mode is 

checked and the encoding process of a CU is finished. 
 

𝑇𝐻3 = 𝑚𝑎𝑥(60 × 𝜆, 56) 
 

Fig. 2 shows the simplified intra coding in SCC. After 

finished encoding a CU, the encoder splits the CU into four 

smaller sub-CUs for encoding, or encoding the next CU. 

(5) 

(6) 

(3) 

(4) 

(7) 
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Fig. 2   Mode decision process in HEVC SCC extension intra coding. 

III. PROPOSED FAST HEVC SCC INTRA CODING SCHEME 

In this section, our fast intra coding scheme in SCC based on 

the local image characteristics and the RD cost of the current 

CU is proposed. Our previous work in [46] has initially 

designed an efficient hash based local search for IntraBC. In 

this paper, we further extend our work in [46] by skipping the 

checking of IntraBC mode and early CU splitting based on the 

pixel exactness of the CU. Early CU pruning and skipping 

IntraBC checking based on the RD cost is also suggested in 

order to reduce the complexity induced by IntraBC. Finally, 

based on the work in [46], detailed analysis on hash based 

pre-defined area search is investigated.  

A. Skipping IntraBC and Palette Modes with Early CU 

Pruning Based on Pixel Exactness 

Screen content (e.g., graphics, graphical user interface, text, 

etc.) has noiseless characteristics without camera noise. For 

some areas of screen content, it can be perfectly predicted by 

the conventional Intra mode without any distortion. If so, the 

IntraBC mode can be skipped to reduce the coding complexity. 

Fig. 3 illustrates an example of the screen content sequence 

sc_programming with areas highlighted by red color. In these 

areas, pixels in the same row or column are exactly the same, or 

all pixels within the CU are exactly the same. This kind of CU 

actually can be perfectly predicted by either DC, horizontal or 

vertical intra prediction in the conventional Intra mode. The CU 

is then defined to have the property of horizontal pixel 

exactness if the following condition is satisfied: 
  

𝑝(𝑖, 𝑗) = 𝑝(0, 𝑗) ∀𝑝(𝑖, 𝑗) ∈ {𝑃 | 𝑖 ≥ 1} 
 

where P is the set of pixels within the CU. Similarly, CU is 

defined to have the property of vertical pixel exactness if the 

following condition is satisfied: 
 

𝑝(𝑖, 𝑗) = 𝑝(𝑖, 0) ∀𝑝(𝑖, 𝑗) ∈ {𝑃 | 𝑗 ≥ 1} 
 

 
Fig. 3   Illustration of sc_programming screen content sequence where areas 
highlighted by red color can be perfectly reconstructed by either DC, horizontal 

or vertical intra predictions in conventional Intra mode. 

 
TABLE II 

NUMBER OF CUS (%) THAT HAS PROPERTY OF HORIZONTAL, VERTICAL OR 2D 

PIXEL EXACTNESS 

Sequences Type 
CU Size 

64×64 32×32 16×16 8×8 

 Basketball_Screen M 15.34 25.87 38.83 51.12 

 MissionControlClip2 M   9.08 15.42 25.29 35.83 

 MissionControlClip3 M   5.39 11.24 20.88 33.96 

 ChineseEditing TGM   3.52 10.11 22.50 38.70 

 sc_flyingGraphics TGM   1.83 14.61 35.09 57.22 

 sc_desktop TGM   4.37 17.43 36.86 58.11 

 sc_console TGM   1.66 15.94 44.30 69.42 

 sc_web_browsing TGM 12.22 31.10 47.63 63.96 

 sc_map TGM   9.71 13.40 16.43 23.82 

 sc_programming TGM 10.09 20.27 32.56 45.59 

 sc_SlideShow TGM 45.19 57.72 62.50 66.49 

 sc_robot A   0.00   0.00   0.00   0.14 

 EBURainFruits CC   0.00   0.00   0.00   0.00 

 Kimono1 CC   0.00   0.00   0.00   0.00 

Average (M+TGM) 10.76 21.19 34.81 49.47 

Average (A+CC)   0.00   0.00   0.00   0.05 

 

In addition, the CU is defined to have the property of 2D 

pixel exactness if both (8) and (9) are satisfied. Table II 

tabulates the statistics about the percentage of CUs which has 

the property of horizontal, vertical or 2D pixel exactness using 

the YUV 4:4:4 sequences recommended in the Common Test 

Conditions (CTC) for SCC [47]. It can be seen that the 

percentages of horizontal, vertical or 2D pixel exactness of 

various CU sizes for Animation (A) and Camera Captured (CC) 

sequences are equal to or near to 0% due to camera noise and 

complex texture. In contrast, there are significant number of 

CUs in different sizes that have horizontal, vertical or 2D pixel 

exactness for screen content sequences with Text and Graphics 

with Motion (TGM), and Mixed (M) content. The percentages 

of 16×16 and 8×8 CU sizes that fulfill the property of 

horizontal, vertical or 2D pixel exactness increases to 34.81% 

and 49.47%, respectively. A CU fulfilling one of the above 

properties can be well predicted by both the conventional Intra 

mode and IntraBC mode with zero residual error. With zero 

residual error, the luminance and chrominance prediction 

directions are required to encode the CU in the conventional 

Intra mode while only the skip mode index for the skip mode, 

or the BV difference for the non-skip mode is required in 

IntraBC mode. The IntraBC mode requires fewer bits than the  

(9) 

(8) 
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TABLE III 
BDBR (%) AND ENCODING TIME (%) WHEN INTRABC MODE IS SKIPPED IF CU 

HAS THE PROPERTY OF HORIZONTAL, VERTICAL OR 2D PIXEL EXACTNESS 

AGAINST HEVC+SCC 

Sequences Type BDBR (%) 
Encoding  

Time (%) 

 Basketball_Screen M +0.28   -7.22 

 MissionControlClip2 M +0.08   -4.27 

 MissionControlClip3 M +0.06   -3.43 

 ChineseEditing TGM +0.00   -5.40 

 sc_flyingGraphics TGM +0.28   -3.80 

 sc_desktop TGM +0.35   -8.46 

 sc_console TGM +0.38   -7.50 

 sc_web_browsing TGM  -0.12   -4.41 

 sc_map TGM +0.11   -5.61 

 sc_programming TGM +0.21   -6.50 

 sc_SlideShow TGM +0.32 -31.95 

 sc_robot A +0.02   -0.48 

 EBURainFruits CC +0.00  +0.26 

 Kimono1 CC +0.00  +0.02 

Average (M+TGM) +0.18   -8.05 

Average (A+CC) +0.01   -0.07 

Average (All) +0.14   -6.34 

 

conventional Intra mode. An analysis shown in Table III has 

been conducted to show the average BDBR increase for various 

sequences when the conventional Intra mode replaces the 

IntraBC mode in the case of the CU with the property of 

horizontal, vertical or 2D pixel exactness. In Table III, only 

negligible BDBR increase of 0.14% is incurred with time 

reduction of 6.34%. Based on this analysis, we can conclude 

that the bit consumptions using the conventional Intra and 

IntraBC modes are very close, but the computational 

demanding IntraBC mode can be avoided. Hence, we propose 

that if the CU has the property of either horizontal, vertical or 

2D pixel exactness, the checking of IntraBC and Palette modes 

can be skipped, and CU splitting can be terminated.  

Besides, as the horizontal, vertical or DC modes can perfectly 

predict the CUs with the properties of pixel exactness, 

exhaustive calculations of RDO for all intra prediction 

candidates in the conventional RMD become unnecessary, 

since zero residual error has already been obtained by either 

horizontal, vertical or DC mode. Therefore, most candidates in 

RMD can also be skipped to reduce the complexity of the 

conventional Intra mode. In the proposed algorithm, for the 

case of 2D pixel exactness, only the first Most Probable Modes 

(MPM) prediction is checked. For the cases of horizontal and 

vertical pixel exactness, MPMs are not included, only 

horizontal and vertical predictions are checked, respectively, in 

the conventional Intra mode. 

B. Early CU Splitting Based on Partial 2D Pixel Exactness 

Normally, as in (1), the RD cost of the current CU (parent 

CU) and the RD costs of the four sub-CUs (child sub-CUs) are 

estimated recursively to determine the best combination for 

each CTU. This recursive quad-tree encoding approach is 

extremely time consuming since it involves determining the 

best mode of every CU with various sizes, especially in the 

checking of the most time consuming IntraBC mode for every 

CU that involves a large amount of SAD estimation, as  

TABLE IV 
NUMBER OF CUS (%) THAT HAS PROPERTY OF PARTIAL 2D PIXEL EXACTNESS 

 CU_SIZE 

XCU_SIZE 

Average (M+TGM) Average (A+CC) 

64×64 32×32 16×16 64×64 32×32 16×16 

1 21.77 32.92 50.78 0.00 0.00 0.14 

2 18.72 27.32 42.71 0.00 0.00 0.03 

3   9.73 15.59 24.54 0.00 0.00 0.00 

 

mentioned in (2). Therefore, it is desired to have early CU 

splitting by taking the CU size of the parent CU and the 2D 

pixel exactness of its child sub-CUs into consideration. When a 

child sub-CU has the property of 2D pixel exactness, its 

residual error becomes zero, resulting in a very small RD cost, 

𝐽𝑙(𝑡) in (1). The more the child sub-CU in the current CU 

fulfills the property of 2D pixel exactness, the higher the 

probability of the current CU to be split, since ∑ 𝐽𝑙(𝑡)3
𝑡=0  in (1) 

gets smaller. Therefore, we propose to have early CU splitting 

when there are XCU_SIZE sub-CUs with the property of 2D pixel 

exactness, and the current CU is defined to have partial 2D 

pixel exactness. XCU_SIZE can be 1, 2, or 3 where CU_SIZE is 

64×64, 32×32 or 16×16.  

In Table IV, the percentage of CUs with the property of 

partial 2D pixel exactness for different values of XCU_SIZE is 

shown. Again, for (A+CC) sequences, the percentages of 

partial 2D pixel exactness are nearly 0% no matter when 

XCU_SIZE=1, 2, or 3 for all CU sizes. For (M+TGM) sequences, 

those percentages of XCU_SIZE=3 for all CU sizes are 

comparatively higher, from 9.73% to 24.54%. When XCU_SIZE 

decreases, those percentages are even higher, from 21.77% to 

50.78%. It is worth performing early CU splitting for CU based 

on the property partial 2D pixel exactness such that the 

corresponding RD cost estimation and the mode decision 

process of the current CU can be skipped. In this case, the 

number of checking IntraBC mode can also be reduced 

resulting in lessening the encoder complexity. 

Instead of having a fixed value of XCU_SIZE for all CU sizes, 

different XCU_SIZE for each CU size is adopted in the proposed 

early CU splitting decision. This is because the decision also 

depends on the size of the current CU, since SCC mode 

decision for different CU sizes undergoes different processes, 

as described in Section II.C. In Fig. 2, IntraBC block matching 

is only applied to 16×16 and 8×8 CUs while only a simple 

pre-defined set of BVs and skip/merge modes of IntraBC is 

used in 32×32 and 64×64 CUs. Skipping the IntraBC block 

matching for 32×32/64×64 CUs is due to the reason that the 

repeating patterns rarely appear in these large CUs. It means 

that 𝐽2𝑙 in (1) gets larger. Consequently, for 32×32/64×64 CUs, 

a smaller value of XCU_SIZE might be sufficient to trigger the 

decision in (1) for early CU skipping. In comparison with 

32×32/64×64 CUs, the chance of a parent CU with the size of 

16×16 to find a perfect match or good match in the pre-defined 

area search via the efficient IntraBC block matching process is 

larger, 𝐽2𝑙 in (1) gets smaller. A larger value of XCU_SIZE might 

be needed for 16×16 CU. Detailed analysis for selecting values 

of XCU_SIZE in the early CU skipping decision is discussed in 

Section IV.A.  
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C. Early CU Pruning and Skipping IntraBC Checking Based 

on RD Cost 

In addition, early CU pruning is also proposed. If the RD cost 

estimated for one particular CU is smaller than a pre-defined 

threshold, further CU splitting is not processed. Consequently, 

the complexity induced by (1) and (2) can be reduced. To 

facilitate this pruning process, we propose to swap the coding 

order of Palette mode and IntraBC block matching process, as 

shown in Fig. 2. This is because the time consumed by 

checking the Palette mode is shorter than by checking the 

IntraBC mode. If the best RD cost so far before the IntraBC 

mode block matching is smaller than a pre-defined threshold 

TH4, the exhaustive IntraBC mode block matching can be 

avoided. TH4 is a tradeoff parameter to control the balance 

between the computational complexity and the coding 

efficiency, and it is defined as: 
 

𝑇𝐻4 = 𝑚𝑎𝑥(𝑛 × 𝜆, 1.5 × 𝑛) 
 

where n is the control factor to adjust TH4. When the value of 

TH4 is small, the probability of early CU pruning gets smaller, 

and the computational complexity is less reduced. In the case of 

a large TH4, the probability of early CU pruning becomes 

larger, and the computational complexity is much reduced at 

the expense of coding efficiency. Therefore, the maximum 

operation is to ensure TH4 is not too large to preserve the coding 

efficiency, and the concept is very similar to the case of TH2 in 

(4) and TH3 in (7) implemented in SCM-6.0. We empirically 

tested the values of TH4 by varying the values of control factor, 

n, as described in Section IV.A.  

D. Hash Based Pre-Defined Area Search for IntraBC mode 

The complexity of pre-defined area search and hash search is 

analyzed by coding the testing sequences using SCM-6.0 

[43-44] with All Intra (AI) configuration and QP={22, 27, 32, 

37}, as recommended in the CTC for SCC [47]. We collected 

the statistics of the number of search points on the testing 

sequences with the same settings. Table V tabulates the number 

of search points for pre-defined area search and hash search in 

percentage for all sequences. It can be observed that the 

pre-defined area search occupies about 87.95% in average in 

IntraBC mode, while the hash search only contributes 

about12.05% for the complexity. Hence, it is highly motivated 

to reduce the complexity for the pre-defined area search. 

To reduce the computational complexity for the pre-defined 

area search, we propose to reduce the number of search points 

to speed up the pre-defined area search by calculating the hash 

value in PU. Fig. 4 illustrates the idea of our proposed hash 

based fast pre-defined area search using the sc_programming 

sequence. In this figure, the black rectangle is the current PU 

being encoded while the red and green regions are the 

corresponding search areas if full vertical and horizontal 

searches are used. However, the possible relevant search points, 

indicated by the green region, are very few while there are a lot 

of irrelevant search points indicated by the red region. A hash 

value of a PU is computed before the pre-defined area search is 

carried out. IntraBC block matching is only carried out for 

those PU candidates with the same hash value as the current PU. 

In other words, if the hash values of the PU candidate and the 

TABLE V 
NUMBER OF SEARCH POINTS (%) OF PRE-DEFINED AREA SEARCH AND HASH 

SEARCH 

Sequences Type 
Pre-defined 
Area Search 

Hash Search 

 Basketball_Screen M 84.26 15.74 

 MissionControlClip2 M 86.64 13.36 

 MissionControlClip3 M 90.40   9.60 

 ChineseEditing TGM 86.14 13.86 

 sc_flyingGraphics TGM 78.14 21.86 

 sc_desktop TGM 82.78 17.22 

 sc_console TGM 75.73 24.27 

 sc_web_browsing TGM 92.42   7.58 

 sc_map TGM 75.16 24.84 

 sc_programming TGM 91.69   8.31 

 sc_SlideShow TGM 97.77   2.23 

 sc_robot A 95.65   4.35 

 EBURainFruits CC 99.86   0.14 

 Kimono1 CC 94.71   5.29 

Average (M+TGM) 85.56 14.44 

Average (A+CC) 96.74   3.26 

Average (All) 87.95 12.05 

  

 
Fig. 4   Illustration of idea for hash based pre-defined area search. 

 

current PU are the same, it is more likely that this PU candidate 

has similar color and structure of the current PU, and it belongs 

to the green region of Fig. 4. On the contrary, if their hash 

values are not the same, those PU candidates most likely 

exhibits different colors and structure of the current PU, and it 

is in the red region of Fig. 4. Thus, the SAD calculation of this 

PU candidate can be skipped to speed up the pre-defined area 

search. As a result, irrelevant search area is not searched and the 

encoding time can be reduced. By doing so, a large amount of 

search points can be skipped if the hash values of PU candidates 

and the current PU are checked first.  

Yet, we cannot directly apply the hash value estimated by (5) 

and (6) into the pre-defined area search for checking whether 

the hash values of the PU candidates and the current PU are the 

same. One of the reasons is that the conventional full-frame 

hash search is used for 8×8 CU with 2N×2N PU only. On the 

other hand, the pre-defined area search can be used for 16×16 

CU with 2N×2N PU as well as 8×8 CU with 2N×2N, 2N×N and 

N×2N PUs. The second reason is due to different coverage of 

the search areas used by the full-frame hash search and 

pre-defined area search. For the full-frame hash search, all 

search points within the reconstructed area in the frame are 

estimated, which supports long-distance repeated patterns [31]. 

This large search area requires a 16-bit hash value to filter out 

more search points. On the other hand, the search points in  

(10) 
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Fig. 5   An example of hash based pre-defined area search, (a) the conventional 
search window, (b) candidates with the same hash value as the CU to be 

searched (green), and (c) the corresponding SAD error surface. 

 

Fig. 1 used by pre-defined area search are fewer in which the 

resulted BV is always shorter. It is noted that the shorter the 

distance between the PU candidate and the current PU, the 

higher the tolerance of the distortion can be accepted. In other 

words, we can have larger SAD when the BV cost is low, as 

shown in (2). Hence, new formats of the hash values for 

different PU sizes with relaxed constraint is desired to include 

more search points with larger SAD. Although the hash value 

with relaxed constraint induces fewer reduction in search points, 

it increases the chance to find the best IntraBC cost when both 

SAD and BV cost are taken into account. Our proposed hash 

value used for speeding up the pre-defined area search for 8×8 

CU with 2N×2N PU is: 
 

𝐻𝑎𝑠ℎ2𝑁×2𝑁 = (𝑀𝑆𝐵𝑚(𝐷𝐶0) ≪ 3𝑚) + (𝑀𝑆𝐵𝑚(𝐷𝐶1) ≪ 2𝑚) 

+(𝑀𝑆𝐵𝑚(𝐷𝐶2) ≪ 𝑚) + 𝑀𝑆𝐵𝑚(𝐷𝐶3) 
 

For 8×8 CU with 2N×N PU, the hash value is: 
 

𝐻𝑎𝑠ℎ2𝑁×𝑁 = (𝑀𝑆𝐵𝑚(𝐷𝐶𝑘) ≪ 𝑚) + 𝑀𝑆𝐵𝑚(𝐷𝐶𝑘+2) 
 

where k can be 0 or 1. Similarly, for 8×8 CU with N×2N PU, the 

hash value is: 
 

𝐻𝑎𝑠ℎ𝑁×2𝑁 = (𝑀𝑆𝐵𝑚(𝐷𝐶𝑘) ≪ 𝑚) + 𝑀𝑆𝐵𝑚(𝐷𝐶𝑘+1) 
 

where k can be 0 or 2. The intermediate values DCk estimated in 

(6) are reused for estimating our proposed hash values in (11) to 

(13). With (11) to (13), the new hash values are adopted to the 

pre-defined area search by checking the hash values of PU 

candidates with different PU sizes. It is noted that there is no 

hash based fast pre-defined area search for 16×16 CU as only 

2N×2N PU is supported, which occupies much less encoding 

time compared with 8×8 CU that supports various PU sizes. To 

relax the constraint of the hash value as discussed above, 

gradient is not included in (11) to (13) so that more PU 

candidates can be included for the IntraBC cost estimated by 

(2). It is important especially when the PU candidates have a 

low BV Cost. Fig. 5 shows an example of our proposed hash 

based pre-defined area search. Conventionally, all search points 

in Fig. 5(a) are necessary to be searched within the search 

window. With the proposed approach, only the candidates 

(green) in Fig. 5(b) with the same hash value as the current CU 

are searched. As can be seen in Fig. 5(c), the candidates usually 

are at the points with small values of SAD. Detailed analysis for 

selecting the values of m is discussed in Section IV.A.  

IV. EXPERIMENTAL RESULTS 

To evaluate the performance of the proposed techniques, we 

have performed simulations using the HEVC reference 

software SCM-6.0 [43-44]. YUV 4:4:4 sequences, 

Basketball_Screen, MissionControlClip2, MissionControl- 

Clip3, ChineseEditing, sc_flyingGraphics, sc_desktop, 

sc_console, sc_web_browsing, sc_map, sc_programming, 

sc_SlideShow, sc_robot, EBURainFruits and Kimono1, which 

are recommended by the JCT-VC [47], were encoded. The 

coding conditions followed the Common Test Conditions 

(CTC) for SCC specified in [47]. The experiments were 

conducted on the Dell Precision T1700 computer with an Intel 

i7-4770 3.40GHz processor and 16GB memory. 

Comprehensive comparison has been done with the 

combination of various approaches listed in the following: 

 HEVC: Conventional HEVC SCC extension but with 

both Palette and IntraBC modes disabled. 

 HEVC+SCC: Conventional HEVC SCC extension 

with both Palette and IntraBC modes. 

 HEVC+SCC (Palette Only): Conventional HEVC 

SCC extension with the use of Palette mode only. 

 HEVC+SCC+(A): HEVC+SCC plus skipping 

IntraBC and Palette modes with early CU pruning 

based on pixel exactness (Section III A). 

 HEVC+SCC+(A)+(B): HEVC+SCC+(A) plus early 

CU splitting based on partial 2D pixel exactness 

(Section III B). 

 HEVC+SCC+(A)+(B)+(C): HEVC+SCC+(A)+(B) 

plus early CU pruning and early termination based on 

RD cost (Section III C). 

 HEVC+SCC+(A)+(B)+(C)+(D): HEVC+SCC+(A) 

+(B)+(C) plus hash based pre-defined area search for 

IntraBC mode (Section III D). 

It is noted that the fast approaches in [29-30] and the hash 

search in [31] have been adopted in HEVC+SCC, which are 

already mentioned in Section II. Hence, the HEVC+SCC used 

for comparison is already a fast SCC encoding scheme with the 

use of fast approaches in [29-31]. 

A. Determination of Parameters 

For HEVC+SCC+(A)+(B), early CU splitting is decided if 

there are XCU_SIZE sub-CUs in the current CU with the property 

of 2D pixel exactness, i.e. partial 2D pixel exactness. As 

discussed in Section III.B, XCU_SIZE depends on the size of the 

current CU, CU_SIZE, since SCC mode decision for different 

CU_SIZEs goes through different processes, as shown in Fig. 2.  

(11) 

(12) 

(13) 
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TABLE VI 
BDBR (%) AND ENCODING TIME (%) FOR HEVC+SCC+(A)+(B) USING 

DIFFERENT VALUES OF XCU_SIZE AGAINST HEVC+SCC [29-31] 

Average (All) X64×64 = 3 X64×64 = 2 X64×64 = 1 

BDBR  +0.14 +0.15 +0.14  

Encoding Time   -6.36  -6.84  -7.10  

Average (All) X32×32 = 3 X32×32 = 2 X32×32 = 1 

BDBR +0.16 +0.34 +0.45 

Encoding Time  -6.03  -7.08  -8.65 

Average (All) X16×16 = 3 X16×16 = 2 X16×16 = 1 

BDBR   +0.53  +0.90  +1.19 

Encoding Time   -9.06 -10.80 -12.64 

 

TABLE VII 
BDBR (%) AND ENCODING TIME (%) FOR HEVC+SCC+(A)+(B)+(C) USING 

DIFFERENT VALUES OF N AGAINST HEVC+SCC [29-31] 

Average (All) n = 16 n = 32 n = 48 n = 64 

BDBR  +0.78  +0.86  +1.43  +2.79 

Encoding Time -11.95 -14.47 -15.58 -18.39 

 
TABLE VIII 

BDBR (%) AND ENCODING TIME (%), AND SEARCH POINT REDUCTION (%) FOR 

HEVC+SCC+(A)+(B)+(C)+(D) USING DIFFERENT VALUES OF M AGAINST 

HEVC+SCC [29-31] 

Average (All) m = 0 m = 1 m = 2 m = 3 

BDBR  +0.86  +1.26  +1.52  +1.88 

Encoding Time -14.47 -15.56 -17.07 -17.44 

Number of Search Points -15.24 -47.10 -64.24 -75.35 

 

Table VI tabulates the average Bjontegaard Delta Bitrate 

(BDBR) [48] and encoding time reduction against HEVC+SCC 

in percentage for HEVC+SCC+(A)+(B) using different values 

of XCU_SIZE to define the properties of partial 2D pixel exactness 

for 64×64, 32×32 and 16×16 CUs.  

From Table VI, when early CU splitting is enabled only at 

64×64 CU, the largest encoding time reduction of 7.10% can be 

achieved at X64×64=1, while BDBR increases for both cases are 

very similar. Thus, X64×64 is set to 1. A similar situation happens 

when early CU splitting is also enabled at 32×32 CU with 

X32×32=1. Consequently, X32×32 is also set to 1. On the contrary, 

for 16×16 CU, a significant BDBR increases of 0.90% and 

1.19% when X16×16 is set to 1 and 2, respectively. But there is a 

limited BDBR increase of 0.53% while still having the 

encoding time reduction of 9.06% when X16×16 is set to 1. As a 

result, the choice of {X64×64=1, X32×32=1, X16×16=3} is selected in 

the early CU splitting decision and it also verifies the 

justification explained in Section III.B that a 64×64 or 32×32 

CU uses a smaller value of XCU_SIZE, while an 16×16 CU 

employs a larger value of XCU_SIZE for defining the property of 

partial 2D pixel exactness. 

For HEVC+SCC+(A)+(B)+(C), i.e. the approach of early 

CU pruning and early termination based on RD cost, different 

values of n for computing the threshold TH4 as in (10) were 

tested. Results are tabulated in Table VII. With n = 48 and 64, 

the BDBR increases largely though there is larger encoding 

time reduction. Thus, we select n = 32 for estimating TH4, 

which has a limited BDBR impact of only 0.86% bitrate 

increase with 14.47% encoding time reduction against 

HEVC+SCC. 

 Finally, Table VIII tabulates the average BDBR, encoding 

time, and search point reduction in percentage (%) for 

HEVC+SCC+(A)+(B)+(C)+(D) using different values of m in 

(11) to (13). m = 0 actually means HEVC+SCC+(A)+(B)+(C). 

The value of m indicates the degree of constraint being relaxed 

as discussed in Section III.C. The smaller the value of m, the 

more the search points to be tested since the hash value 

becomes less tight. The value of m can be considered a tradeoff 

to find the best IBC cost and the number of search points being 

tested. From Table VIII, it can be seen that even with m = 3, our 

proposed scheme still can obtain less than 2% increase in 

BDBR. We chose the case of m = 2 as optimum since it can 

have better BDBR while still having similar encoding time 

reduction compared with the case of m = 3. Keeping m=2 has 

additional benefit by restricting the hash value in (11) to one 

byte that can save the memory requirement. 

Table VII and Table VIII also shows that our early CU 

pruning and early termination based on RD cost and hash based 

pre-defined area search are computational scalable by choosing 

different values of n and m. After massive experimental testing, 

it achieves the best operation point when n and m are set to 32 

and 3, respectively, which are adopted in the following 

simulations.  

B. Comparison with HEVC+SCC 

Table IX and Table X tabulate the BDBR and encoding time 

against HEVC+SCC in percentage for each testing sequence, 

respectively. As can be seen in these tables, only about 0.14% 

increase in BDBR on average for HEVC+SCC+(A) compared 

with HEVC+SCC, while the encoding time is reduced by about 

6.34%. The reason for increased bitrate is that if both the SAD 

and BV cost in (2) tends to zero for IntraBC mode, as 

mentioned in Section III.A, the overhead of the Intra mode, i.e. 

the luminance and chrominance prediction directions, is a bit 

larger than that of the IntraBC mode, i.e. the skip mode index or 

the BV difference. 

For HEVC+SCC+(A)+(B), it sacrifices about 0.53% BDBR 

on average compared with HEVC+SCC, but the encoding time 

is remarkably reduced by about 9.06% since early CU splitting 

is done, which can skip a substantial number of RD cost 

estimation in (1). Besides, the complexity induced by IntraBC 

in (2) can also be reduced though the exhaustive block 

matching for IntraBC mode is only done for 16×16 and 8×8 

CUs. The increase in bitrate is due to more CU overheads are 

required to be encoded as the number of CU partition increases. 

Furthermore, about 0.86% increase in BDBR on average for 

HEVC+SCC+(A)+(B)+(C) with 14.47% time reduction 

compared with HEVC+SCC. The proposed CU pruning 

technique reduces the number of CU candidates, which implies 

that the complexities induced by the RD cost estimation in (1) 

and IntraBC mode in (2) can be reduced significantly. 

Lastly, the encoding reduction of 17.07% for HEVC+SCC 

+(A)+(B)+(C)+(D) compared with HEVC+SCC trade off 

against 1.52% increase in the BDBR on average. By checking 

the hash values of PU candidates and the current PU with the 

removal of the gradient term, Grad, in (6), which becomes our 

hash functions from (11) to (13), irrelevant searching areas, as 

shown in Fig. 4, can still be skipped such that the complexity 

induced by (2) can be reduced as resulted in Table XI. With the 

gradient term, BDBR is increased to 1.95% with 18.01% 

average time reduction which is only about 1% further time 

reduction. It is because the time saved in block matching has 

been penalized by the time for estimating the gradient term.  
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TABLE IX 
BDBR (%) OF VARIOUS TECHNIQUES AGAINST HEVC+SCC [29-31] 

Sequences 

HEVC 

+SCC 

(Palette 
Only) 

HEVC 
+SCC 

+(A) 

HEVC 
+SCC 

+(A)+(B) 

HEVC 

+SCC 

+(A)+(B) 
+(C) 

HEVC 

+SCC 

+(A)+(B) 
+(C)+(D) 

 Basketball_Screen   +42.36 +0.28 +0.64 +0.71 +1.38 

 MissionControlClip2   +46.86 +0.08 +0.25 +0.33 +1.00 

 MissionControlClip3   +81.10 +0.06 +0.75 +1.05 +2.20 

 ChineseEditing   +24.32 +0.00 +0.31 +0.47 +0.89 

 sc_flyingGraphics   +67.83 +0.28 +0.60 +1.14 +3.41 

 sc_desktop +131.28 +0.35 +0.70 +1.66 +2.74 

 sc_console   +35.94 +0.38 +1.08 +2.73 +3.40 

 sc_web_browsing +116.11  -0.12 +0.89 +1.30 +1.82 

 sc_map     +7.17 +0.11 +0.36 +0.25 +0.78 

 sc_programming   +41.10 +0.21 +0.47 +0.72 +1.43 

 sc_SlideShow     +9.73 +0.32 +1.31 +1.61 +2.01 

 sc_robot     +1.64 +0.02 +0.02 +0.01 +0.17 

 EBURainFruits     +0.11 +0.00 +0.00 +0.00 +0.07 

 Kimono1     +0.00 +0.00 +0.00 +0.00 +0.03 

Average (M+TGM)   +54.89 +0.18 +0.67 +1.09 +1.91 

Average (A+CC)     +0.59 +0.01 +0.01 +0.01 +0.09 

Average (All)   +43.25 +0.14 +0.53 +0.86 +1.52 

 

TABLE X 

ENCODING TIME (%) OF VARIOUS TECHNIQUES AGAINST HEVC+SCC [29-31] 

Sequences 

HEVC 
+SCC 

(Palette 

Only) 

HEVC 

+SCC 
+(A) 

HEVC 

+SCC 
+(A)+(B) 

HEVC 
+SCC 

+(A)+(B) 

+(C) 

HEVC 
+SCC 

+(A)+(B) 

+(C)+(D) 

 Basketball_Screen -29.31   -7.22   -9.36 -14.82 -17.94 

 MissionControlClip2 -28.61   -4.27   -5.65 -13.72 -16.35 

 MissionControlClip3 -29.86   -3.43   -5.65 -11.55 -14.89 

 ChineseEditing -37.93   -5.40   -7.85 -12.23 -16.28 

 sc_flyingGraphics -32.43   -3.80   -7.52 -10.67 -13.52 

 sc_desktop -29.53   -8.46 -14.95 -19.10 -20.58 

 sc_console -24.70   -7.50 -10.53 -15.52 -16.39 

 sc_web_browsing -26.15   -4.41 -15.88 -19.38 -20.86 

 sc_map -43.68   -5.61   -6.11 -10.11 -13.19 

 sc_programming -24.32   -6.50   -9.02 -13.37 -16.11 

 sc_SlideShow -20.31 -31.95 -34.86 -41.96 -43.45 

 sc_robot -33.20   -0.48   -0.21   -5.99   -9.49 

 EBURainFruits -36.74  +0.26  +0.48   -9.54 -13.32 

 Kimono1 -29.81  +0.02  +0.33   -4.56   -6.57 

Average (M+TGM) -29.71   -8.05 -11.58 -16.58 -19.05 

Average (A+CC) -33.25   -0.07  +0.20   -6.70   -9.80 

Average (All) -30.47   -6.34   -9.06 -14.47 -17.07 

 
TABLE XI 

BDBR (%) AND ENCODING TIME (%) FOR HEVC+SCC+(A)+(B)+(C)+(D) 

WITH AND WITHOUT GRADIENT AGAINST HEVC+SCC [29-31] 

Average (All) Hash value without gradient Hash value with gradient 

BDBR  +1.52  +1.95 

Encoding Time -17.07 -18.01 

 

Regarding the better BDBR of the new hash values, the search 

points filtered by hash functions with the gradient term are the 

subset of those without the gradient term. The new hash values 

with relaxed constraint in (11) to (13) can include more search 

points resulting in high possibility of getting better IntraBC cost 

in (2), as mentioned in Section III.D. Thereby, the proposed 

algorithm adopts the hash functions without the gradient term 

as in (11) to (13). 

 Subjective quality for the sc_flyingGraphics sequence,  

                                      
                          (a)                                                               (b) 

Fig. 6 Subjective quality of sc_flyingGraphics with QP 27 using (a) 
HEVC+SCC (45.09dB), and (b) HEVC+SCC+(A)+(B)+(C)+(D) (45.08dB). 

 

TABLE XII 
NUMBER OF CUS (%) THAT CHECKED THE INTRA MODE, PALETTE MODE, AND 

INTRABC MODE, AS WELL AS SEARCH POINT VARIATION (%) FOR PROPOSED 

TECHNIQUES AGAINST HEVC+SCC [29-31] 

Sequences 
HEVC 
+SCC 
+(A) 

HEVC 
+SCC 

+(A)+(B) 
HEVC 

+SCC+(A) 
+(B)+(C) 

HEVC 
+SCC+(A) 

+(B)+(C)+(D) 
Number of CUs (%) that checked the Intra mode 

Average (M+TGM) -14.61 -16.96 -21.17 -21.05 
Average (A+CC)   -0.01   -0.01   -4.53   -4.53 

Average (All) -11.48 -13.33 -17.60 -17.51 
Number of CUs (%) that checked the Palette mode 

Average (M+TGM) -24.02 -25.73 -29.46 -29.40 
Average (A+CC)   -0.03   -0.03   -4.59   -4.58 

Average (All) -18.88 -20.23 -24.13 -24.08 
Number of CUs (%) that checked the IntraBC mode 

Average (M+TGM) -25.01 -25.61 -42.65 -42.62 
Average (A+CC)   -0.03   -0.03 -28.80 -28.80 

Average (All) -19.66 -20.13 -39.68 -39.66 
Search point variation (%) 

Average (M+TGM)   -4.23   -4.26 -14.54 -65.18 
Average (A+CC)   +0.01   +0.01 -17.81 -60.77 

Average (All)   -3.32   -3.35 -15.24 -64.24 
 

which has diverse screen content and the largest BDBR  

increase, as shown in Table IX, is also illustrated in Fig. 6. We 

can see that there is no obvious subjective quality impact 

between HEVC+SCC and HEVC+SCC+(A)+(B)+(C)+(D). 

C. Complexity Analysis of Proposed Techniques 

Table XII tabulates the number of CUs in percentage that 

perform the checking of Intra, Palette and IntraBC modes 

during the mode decision process, as well as the search point 

variation in percentage for IntraBC of various techniques 

against HEVC+SCC. A decrease in number of mode checking 

implies time saving for searching and RD cost estimation 

within that mode. A decrease in number of search points 

indicates the time saving for IntraBC cost estimation in (2). 

Our proposed HEVC+SCC+(A) is effective in the sense that 

the numbers of CUs that check the Intra, Palette and IntraBC 

modes are reduced by 11.48%, 18.88% and 19.66%, 

respectively, and the number of search points is reduced by 

3.32% compared with HEVC+SCC. 

For HEVC+SCC+(A)+(B), the reduction in search points is 

still maintained at around 3.35%, since IntraBC block matching 

is only done for 16×16 and 8×8 CUs while early CU splitting is 

usually performed for large CU sizes of 64×64 and 32×32. But 

the numbers of CUs that check the Intra, Palette and IntraBC 

modes are reduced by 13.33%, 20.23% and 20.13%, 

respectively. 
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For HEVC+SCC+(A)+(B)+(C), the numbers of CUs that 

check the Intra, Palette and IntraBC modes are reduced by 

17.60%, 24.13% and 39.68%, respectively, and the number of 

search points is also reduced by 15.24%. It is due to the reason 

that our proposed early CU pruning can skip the mode decision 

process and the number of search points within IntraBC mode 

for smaller CUs. And our proposed early termination can skip 

IntraBC mode checking when the RD cost for either Intra mode 

or Palette mode is small. 

Likewise, for HEVC+SCC+(A)+(B)+(C)+(D), the numbers 

of CUs that check Intra, Palette and IntraBC modes achieve 

similar reduction as HEVC+SCC+(A)+(B)+(C), since the 

proposed hash based pre-defined area search mainly focuses on 

reducing the complexity induced by (2) within IntraBC mode 

only. It is expected that the number of search points is reduced 

significantly by 64.24%. This means that indeed there are many 

redundant search points for IntraBC in HEVC+SCC that make 

the encoder complexity impractically high. 

D. Integration with State-of-the-art SCC algorithms 

We also evaluated the performances of our proposed 

algorithm incorporated with the state-of-the-art approaches 

[40-42]. It is noted that one-to-one comparison between our 

proposed algorithm and the algorithms in [40-42] is not 

straightforward, since different algorithms contribute to 

different aspects of SCC. Our proposed algorithm mainly 

handles the screen content CUs (SCCUs) and is self-contained, 

while the algorithms in [40-42] might use CU depth prediction 

that requires other frame or a classifier for handling SCCUs and 

camera-captured content CUs (CCCUs) separately. In this 

section, we will show that the proposed algorithm is an 

excellent complement of the approaches in [40-42] to form a 

very efficient SCC encoder. 

In this section, our proposed HEVC+SCC+(A)+(B)+(C) 

+(D) is denoted as OURS for simplicity. Table XIII shows the 

performances of OURS incorporated with the algorithms in 

[40-42]. For the sake of completeness and discussion, the 

performances of OURS, Zhang [40], Duanmu [41] and Lei [42] 

are also listed. Notice that the SCM versions used in [40-42] are 

from 2.0 to 4.0 while ours is 6.0. There are numerous 

enhancements, speed-up techniques and codes clean-up related 

to IntraBC mode in SCM-6.0 compared with the older versions. 

In the older versions, the BV signal in IntraBC mode was not 

unified with the inter mode, which only has left and above BVs 

as predictors with no skip and merge modes. Consequently, 

there was also no condition checking whether skip mode is the 

best mode before going into the time-consuming IntraBC block 

matching, as shown in Fig. 2. Moreover, N×N IntraBC search 

was done after 2N×N search. We then implemented the 

approaches in [40-42] in SCM-6.0 for fair comparison. 

1) Integration with [40] and its Performance Comparison  

Both of OURS and Zhang [40] are specifically designed for 

complexity reduction on SCCUs. The evidence can be seen in 

Table XIII in which the BDBR and average time reduction of 

OURS for (A+CC) sequences, which mainly consists of 

CCCUs or almost all CUs are encoded by the conventional 

Intra mode, are only 0.09% and 9.80%, respectively. The same 

observation can be found in Zhang [40], since it also focuses on 

the same thing as OURS but mainly for stationary CUs.  

 

TABLE XIII 
BDBR (%) AND ENCODING TIME (%) FOR DIFFERENT APPROACHES AGAINST 

HEVC+SCC [29-31] 

Approaches 
(SCM-6.0) 

Average 

(M+TGM) 

Average 

(A+CC) 

Average 

(All) 

BDBR Time BDBR Time BDBR Time 

 OURS +1.91 -19.05 +0.09   -9.80 +1.52 -17.07 

 Zhang [40] +1.43 -39.47 +0.58   -9.52 +1.25 -33.05 

 Duanmu [41] +1.50 -26.60 +0.90 -27.79 +1.37 -26.86 

 Lei [42] +2.05 -27.32 +2.83 -55.96 +2.22 -33.45 

 OURS + Zhang’s [40] +3.96 -49.27 +0.71 -16.49 +3.26 -42.24 

 OURS + Duanmu [41] +4.03 -39.51 +1.04 -37.10 +3.39 -39.00 

 OURS + Lei [42] +3.91 -35.72 +2.97 -59.52 +3.71 -40.82 

 
TABLE XIV 

BDBR (%) AND ENCODING TIME (%) FOR OURS, ZHANG[40], AND THEIR 

INTEGRATION AGAINST HEVC+SCC [29-31] FOR ORIGINAL AND FRAME- 
SKIPPED SEQUENCES. NOTED THAT ONLY SOME TGM SEQUENCES ARE SHOWN. 

Sequences 
Zhang [40] OURS 

OURS 
+ Zhang [40] 

BDBR Time BDBR Time BDBR Time 

Non-Frame-Skipped Condition 

 sc_flyingGraphics +0.91   -3.59 +3.41 -13.52 +5.32 -18.40 

 sc_desktop +2.30 -47.54 +2.74 -20.58 +5.79 -57.71 

 sc_console +3.09 -37.47 +3.40 -16.39 +6.89 -50.70 

 sc_web_browsing +1.90 -51.88 +1.82 -20.86 +4.45 -57.19 

 sc_map +0.79 -36.94 +0.78 -13.19 +2.06 -45.77 

 sc_programming +1.15 -40.71 +1.43 -16.11 +3.05 -48.74 

 sc_SlideShow +1.14 -44.40 +2.01 -43.45 +3.89 -59.11 

Average (M+TGM) +1.43 -39.47 +1.91 -19.05 +3.96 -49.27 

Average (A+CC) +0.58   -9.52 +0.09   -9.80 +0.71 -16.49 

Average (Overall) +1.25 -33.05 +1.52 -17.07 +3.26 -42.24 

Frame-Skipped Condition 

 sc_flyingGraphics +0.43  +0.01 +5.00 -11.64 +6.48 -13.76 

 sc_desktop +1.96 -22.90 +3.41 -17.84 +6.61 -38.95 

 sc_console +1.22   -3.18 +3.92 -16.40 +6.11 -21.78 

 sc_web_browsing +0.69 -13.12 +3.28 -22.58 +5.16 -29.73 

 sc_map +0.64 -18.30 +1.93 -18.68 +3.31 -34.50 

 sc_programming +0.66 -12.64 +2.08 -14.92 +3.60 -26.97 

 sc_SlideShow +1.37 -27.17 +2.02 -42.01 +3.71 -50.60 

Average (M+TGM) +0.91 -16.99 +2.54 -18.56 +4.26 -32.13 

Average (A+CC) +0.11   -5.13 +0.22   -9.80 +0.43 -13.84 

Average (Overall) +0.74 -14.45 +2.04 -16.68 +3.44 -28.21 

 

From Table XIII, Zhang [40] provides better BDBR and 

larger time reduction on overall average. It is expected since 

Zhang [40] heavily relies on stationary region detection in the 

current frame and then reuses the CU depth information from 

the stationary regions in the previous frame. Then, it works well 

for stationary CUs, but additional memory is required for 

storing all pixels, CU depth and mode information of the 

previous frame. It is noted that there is no problem for using 

other frame information at the encoder but the modification of 

frame buffer management is still needed. Conversely, OURS is  

self-contained without the help of other frames and works for 

CUs with object movements or non-stationary CUs. Table XIV 

lists the BDBR and average time reduction of some TGM 

sequences for further comparison between OURS and Zhang 

[40]. For the sequences with rapid windows rotation and color 

changing such as sc_flyingGraphics, the time reduction of 

Zhang [40] diminishes to 3.59%, as shown in Table XIV, while 

the time reduction of OURS can achieve 13.52%. When the 

inter mode is enabled in the SCC encoder, the number of 
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non-stationary CUs is reduced significantly. We also simulated 

this situation by using frame-skipped sequences as shown in 

Table XIV. The frame-skipped sequences are the sequences in 

CTC [47] with the first frame of each second encoded when 

inter frames are inserted in between. In Table XIV, the average 

time reduction of Zhang [40] for sequences (M+TGM) 

diminishes from 39.47% without frame-skipping to 16.99% for 

frame-skipped sequences. For sc_flyingGraphics, the time 

saving completely disappears. It shows that Zhang [40] has 

little impact on time reduction for sequences with high motion 

activity. In contrast, the average time reduction of OURS keeps 

nearly constant, around 19.05% and 18.56% for sequences 

(M+TGM) with and without frame-skipping, respectively. It 

verifies that Zhang [40] heavily relies on the number of 

stationary CUs in the coded sequence. Since OURS does not 

use information from other frames, its performance is 

insensitive to the motion activity in the sequence. 

 When the encoder is allowed to access the information from 

other frames, OURS can be integrated with Zhang [40] such 

that the temporal CU depth correlation can be utilized for 

stationary CUs. With the incorporation of Zhang [40] into 

OURS, OURS + Zhang [40] in Table XIV, 32.13% and 49.27% 

average time reduction can be obtained for sequences 

(M+TGM) with and without frame-skipping, respectively, 

which achieves more complexity savings than both OURS and 

Zhang [40] alone. This shows that different algorithms 

contribute to different aspects of SCC. Zhang [40] can speed up 

stationary CUs while OURS can work well for CUs with object 

movements. This is a good complement between OURS and 

Zhang [40]. 

2) Integration with [41-42] and its Performance Comparison  

Unlike OURS and Zhang [40], which mainly consider how 

to speed up the SCC tools only, Duanmu [41] and Lei [42] 

divide CUs into CCCUs and SCCUs using a learning technique 

or some features in video content, and then adopt some 

conventional techniques for CCCUs. For instance, there are 

two classifiers in Duanmu [41], the partition classifier and the 

directional block classifier that are used to have fast CU 

partitioning and fast conventional Intra mode decision, for 

CCCUs, respectively. Also, there is a fast CU termination 

process for both SCCUs and CCCUs, named as Rate-Based 

Fast Termination (RBFT) in which its formulation, as 

mentioned by [41], is similar to the technique used in fast CU 

termination in HEVC [49]. For Lei [42], fast mode decision for 

CCCUs is applied while the CU depth prediction based on the 

neighboring and collocated CUs is adopted in both SCCUs and 

CCCUs [50]. These well-established HEVC techniques are 

applied to CCCUs in SCC, and some of these are further 

extended to SCCUs in SCC in [41-42]. However, OURS and 

Zhang [40] are much focused on SCCU complexity reduction 

techniques. Due to this reason, results in Table XIII show that 

Duanmu [41] and Lei [42] obtained larger increase in BDBR 

and average time reduction for (A+CC) sequences because they 

use the above techniques for CCCUs. That is also the reason 

why the BDBR or average time reduction of OURS for 

(M+TGM) sequences might not be better than those in Duanmu 

[41] and Lei [42], since there are also CCCUs in (M+TGM) 

sequences. 

With only the Duanmu [41], 26.86% average time reduction 

and 1.37% increase in BDBR are obtained. From the above 

reasons, it is difficult to evaluate the performances of OURS 

and Duanmu [41] without isolating the conventional HEVC 

techniques in [41]. As mentioned in [41], its framework allows 

a new algorithm on each individual SCC tool for additional 

encoder speed-up. It is more interesting to show how well our 

proposed algorithm worked with Duanmu [41]. With the 

incorporation of Duanmu [41] into OURS, i.e. OURS + 

Duanmu [41], larger average time reduction of 39.00% is 

obtained with 3.39% increase in BDBR only. It means that it 

can further reduce the complexity of Duanmu [41]. 

For Lei [42], one of their proposed techniques is the CU 

depth prediction based on the neighboring and collocated CUs, 

which is the work in [50] for the conventional HEVC. In the 

results shown in [42], the CU depth prediction contributes the 

major portion to the overall time saving in Lei [42]. On the 

other hand, OURS is self-contained, and only uses the 

information within the CU. With only the Lei [42], 33.45% 

average time reduction and 2.22% increase in BDBR are 

obtained. When the access to the information from other frames 

is feasible, OURS can be integrated with the CU depth 

prediction in Lei [42] such that the temporal CU depth 

correlation can be utilized, i.e. OURS + Lei [42]. From Table 

XIII, OURS + Lei [42] can obtain larger average time reduction 

of 40.82% with BDBR increased by 3.71%. 

From Table XIII, we can see that the BDBR is further 

increased when OURS is incorporated with [40-42]. It is 

reasonable because there is no fine-tuning for the algorithms 

during code merging process, which makes the fast techniques 

become greedy. Further encoding time reduction achieved by 

our integrations proves that the areas focused by OURS are 

different from the works in [40-42]. These integrated 

frameworks could be a point for our immediate future work. 

V. CONCLUSIONS 

Intra Block Copy (IntraBC) mode helps to increase the 

coding efficiency of SCC by finding the repeating patterns 

within the same frame using pre-defined area search and hash 

search, but also makes the encoding complexity impractically 

high. Hence, we propose to skip IntraBC mode based on the 

pixel exactness. Besides, unnecessary checking of IntraBC 

mode is skipped by early CU splitting and pruning as well as 

early termination. Furthermore, checking of hash values 

between PU candidates and the current PU is carried out before 

SAD cost estimation within IntraBC mode. By our fast decision 

techniques on SCC intra modes, the encoding time can be 

reduced by 17.07% on average, while there is only 1.52% 

increase in BDBR compared with the conventional HEVC SCC 

extension. Our proposed algorithm is mainly designed for 

coding the screen content CUs. Results also demonstrated that 

it can work in conjunction with other recent frameworks for a 

remarkable complexity reduction.  
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