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A Principled Approach Using Fuzzy Set Theory for
Passage-based Document Retrieval

Edward Kai Fung Dang, Robert Wing Pong Luk, and James Allan

Abstract—We present a novel principled approach to passage-
based (document) retrieval using fuzzy set theory. The approach
formulates passage score combination according to general rel-
evance decision principles. By operationalizing these principles
using aggregation operators of fuzzy set theory, our approach jus-
tifies the common heuristics of taking the maximum constituent
passage score as the overall document score. Experiments show
that this heuristics is only the near best, with some fuzzy set
aggregation operators stipulated in our approach being better
methods. The significance of our principled approach is the appli-
cability of many passage score combination methods, potentially
bringing further performance enhancement. Experiments on sev-
eral Text REtrieval Conference (TREC) collections demonstrate
that our approach performs significantly better than document-
based retrieval. While recent works in the literature mostly
employ document-based rather than passage-based retrieval due
to the common conception that document length normalization
solves the problem of varying document lengths, our results
show that document length normalization alone is not sufficient,
especially in pseudo-relevance feedback retrieval.

Index Terms—Fuzzy information retrieval system, Principled
passage-based retrieval, Fuzzy aggregation, t-conorms, General-
ized mean, Performance evaluation.

I. INTRODUCTION

WEB search engines such as Google and Bing serve
millions of requests per day. One problem for web

search is the large variation of the length of webpages (‘docu-
ments’), which affects the occurrence statistics of query terms
in documents, thereby affecting the prediction of document rel-
evance. One way to tackle this issue is passage-based retrieval
[2], [3] because documents are divided into passages of more
uniform length. The overall ranking score of a document is
obtained by combining the scores of its constituent passages.
The existing paradigm for combining passage scores is the
use of heuristics (e.g. taking the maximum or average [2]–
[5]), without a proper understanding of why these methods are
effective. We tackle the question of how to achieve effective
passage-based retrieval by a fuzzy set theoretical framework
that specifies how passage scores should be combined. The
motivation of this framework is that it can provide a theoretical
understanding of some common heuristics and also indicate
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how better methods may be found, so as to further enhance
retrieval effectiveness.

In our fuzzy set theoretical framework, passage score
combination is governed by certain principles, namely the
Disjunctive Relevance Decision (DRD) and Aggregated Rele-
vance (AR) principles [6], which are formulated based on the
evaluation policy of Text REtrieval Conference (TREC) [7].
These principles are operationalized by aggregation operators
[8], [9] of fuzzy set theory. The effectiveness of our method-
ology is demonstrated by extensive retrieval experiments on
several TREC test collections of diverse document types. Our
approach justifies theoretically the common heuristic of taking
the maximum passage score to be the overall document score,
as the max operator belongs to the class of t-conorm operators
[9], [10] which follow the DRD and AR principles. We find the
Dombi t-conorm (DombiD) operator and Generalized Mean
(GMean) to yield the best retrieval effectiveness, while the
max operator is a near best. We also find that DombiD and
GMean yield better results than other past methods, including
averaging passage scores and a probabilistic approach that
assumes passages to be independent. Fig. 1 illustrates the
calculation of the overall document ranking score in document-
based and passage-based retrieval with an example query.

An alternative way to tackle the problem of varying docu-
ment lengths is by incorporating document length normaliza-
tion [11] in the retrieval models, such as the successful BM25
[12] and PL2 [13], [14]. This approach is the current prevailing
paradigm, with TREC participants and recent works in the
literature mostly employing document-based retrieval that uses
models with built-in document length normalization, rather
than passage-based retrieval. Thus we compare our passage-
based retrieval against document-based retrieval using the PL2
and BM25 models with built-in normalization. Our results
demonstrate our passage-based retrieval performs significantly
better than the document-based retrieval baselines, especially
in pseudo-relevance feedback (PRF). An intuition is that in
passage-based retrieval, query expansion (QE) terms of PRF
may be selected within a more focused region near the given
query terms within a document. This means that passage-based
retrieval enables cleaner QE terms to be selected, while in
document-based PRF more noise terms may be chosen espe-
cially in long documents. Thus, we show that document-length
normalization alone is not sufficient to solve the problem of
long document lengths, unlike passage-based retrieval.

The contributions and significance of our work are as
follows. First, we establish a principled fuzzy set theoretical
framework for passage-based retrieval. It signifies a novel real
life application of fuzzy set theory. Second, we introduce a
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Fig. 1. Illustration of document-based and passage-based retrieval. For the document d with constituent passages Cd,1, · · · , Cd,m, document-based retrieval
returns a ranking score sdoc(d) based on query term statistics with the whole document as a single unit, while in passage-based retrieval the overall score
sp(d) is obtained by combining scores of the passages, {si}, such as by using a fuzzy set aggregation operator S(·), e.g. a t-conorm.

novel methodology of designing an application system based
on principles that are formulated according to the specific eval-
uation policy. While we apply this methodology to passage-
based retrieval in this work, the methodology is general and
may be adopted in other applications, including those that
utilize fuzzy set theory. Third, we formulate the principles
that govern passage score combination, and show that these
principles may be operationalized by aggregation operators of
fuzzy set theory. Fourth, our approach justifies theoretically
the common heuristic of taking the maximum passage score
to be the overall document score, as the max operator is a
t-conorm operator that conforms to our formulated DRD and
AR principles. Fifth, our empirical study determined which
t-conorm operators give good performance in passage-based
retrieval. Sixth, our experiments show that the generalized
mean is effective for passage score combination. In fact, the
framework enables many aggregation operators of fuzzy set
theory to be applicable in passage score combination, with
the potential of finding other fuzzy set aggregation operators
that may be even more effective in passage-based retrieval.
Seventh, while recent works in the literature mostly use
document-based retrieval due to the common conception that
document-length normalization can solve the problem of vary-
ing document lengths, our results show that document-length
normalization is not sufficient, especially in PRF retrieval, with
passage-based retrieval performing significantly better. Last,
our approach of a principled fuzzy set theoretical framework
is general as the passage scores can be defined by any retrieval
model, as exemplified by BM25 and PL2, and may include
future effective models.

The rest of the article is organized as follows. Section II pro-
vides some background material. Our approach is described in
Section III. Section IV presents our experimental environment
and results. Section V is a conclusion of the current study.

II. BACKGROUND

As we need to operationalize the relevance decision prin-
ciples of our approach, which specify how relevance is ag-
gregated, we first review aggregation via fuzzy set theory in
Section II-A. Since our current study focuses on passage-based
retrieval, a brief review of this area is provided in Section II-B.

A. Aggregation via Fuzzy Set Theory

To operationalize our principles, the tools provided by fuzzy
set theory are well suited for the following reasons. First,
relevance is generally represented by a numeric value between
0 and 1, which may be mapped to the membership value
of a fuzzy variable. Second, a large number of aggregation
operators in fuzzy set theory have been studied and applied
in various fields such as decision making, expert systems,
etc. [15], so that these operators may be tested for aggregating
relevance in our current problem. Examples of aggregation
operators of fuzzy set theory include mean operators [16],
triangular norm (t-norm) and its dual t-conorm [9], [10],
ordered weighted averaging operator [17]–[19] as applied in
[20] and [21], induced ordered weighted averaging operator
[22], fuzzy weighted averaging operator [23], [24], fuzzy
ordered weight averaging [25], fuzzy hybrid averaging op-
erator [25], geometric-mean averaging operator [26], contin-
uous ordered weighted geometric averaging operators [27],
[28], Bonferroni mean operators [29], linguistic aggregation
operator [30], linguistic power aggregation operators [31],
trapezoidal fuzzy power aggregation operators [32], hesitant
fuzzy power aggregation operators [33], hesitant fuzzy linguis-
tic weighted aggregation operators [34], etc. However, while
many aggregation operators are known, there is little past work
that i) analyzes the different operators, ii) recommends which
operator to use, and iii) compares the effectiveness of the use
of them, in retrieval applications. Because of the large number
of possible aggregation operators, it is not feasible to test all
of them in this work, nor is it the aim of this work to find the
best operator. Therefore, in this article we report experiments
of passage-based retrieval with a selection of aggregation
operators to combine relevance scores, including the t-norm, t-
conorm and generalized mean (GMean), which is an averaging
aggregation operator. These aggregation operators are selected
because our previous work found that using the t-conorm or
GMean is effective for retrieval [1]. The GMean has also been
applied successfully in the Extended Boolean Model [35] of
information retrieval (IR). Furthermore, the commonly used
max(·) function for passage-based retrieval (e.g. [2], [3]) is
a special case of t-conorms and GMean, so that we expect
appropriate choices of t-conorm and GMean to perform at least
as good as the max(·) function. Overall, the various fuzzy
aggregation operators cover different semantics, with the t-
conorms and t-norms corresponding to the quantifiers ‘exists’
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and ‘forall’, respectively, and the GMean being somewhere in 
between these extremes.

We briefly r eview t he u se o f f uzzy s et t heory i n I R in 
the past. In IR, a fuzzy set model may be constructed by 
applying fuzzy set operators to the query term weights to 
obtain the overall membership value ν of a document. In 
conventional fuzzy set theory, the operators max(·), min(·) 
and 1-ν represent disjunction (or union), conjunction (or 
intersection) and negation, respectively [36], [37]. However, 
a problem is that the min and max operators may generate 
document rankings that do not agree with human intuition 
[38]. A reason is that with the min and max operators, 
the resulting membership value is governed by only one 
operand regardless of the value of the other operands, an issue 
known as ‘single operand dependency’ [39], [40]. To tackle 
this issue, [39] and [40] suggested a class of ‘positively 
compensatory operators’ for the fuzzy set model of IR. These 
operators θ(x, y) are idempotent, i.e. θ(x, x) = x, and have the 
property min(x, y) < θ(x, y) < max(x, y) for x 6= y. Thus, 
the positively compensatory operators overcome the single 
operand dependency issue of min and max. However, [41] 
showed that binary operators that are positively compensatory 
suffer from the weakness that they cannot be associative, 
i.e. θ(θ(x, y), z) 6= θ(x, θ(y, z)). This poses the problem 
that logically identical queries may give different document 
similarity scores, such as the queries (q1 AND q2) AND q3 
and q1 AND (q2 AND q3). Therefore, [41] pointed out the 
necessity of using n-ary operators such as the p-norm. The 
p-norm belongs to a class of aggregation operators in fuzzy 
set theory called mean operators, M(·) (e.g. [16]), which 
return a value between the minimum and maximum of its 
operands and is thus positively compensatory. In fact, the p-
norm corresponds to the Extended Boolean Model [35].

In the Extended Boolean Model, disjunction and conjunc-
tion have a geometric interpretation. In n-dimensional space 
(as in the vector space model), for disjunction of m query 
terms having weights si with i = 1, · · · , m, the document 
score is given by the distance away from the origin, which 
is the most undesirable point. The distance from the origin is 
given by a normalized p-norm:

s(OR) = p

√√√√ 1

m

m∑
i=1

(si)p, (1)

with p ≥ 1. The extended Boolean disjunction of Eq. (1) is
actually the generalized mean (GMean). The extended Boolean
conjunction is related to the least distance from the most
desirable point, which is (1, ..., 1):

s(AND) = 1− p

√√√√ 1

m

m∑
i=1

(1− si)p. (2)

B. Passage-based Retrieval

An important consideration in passage-based retrieval is
how passages are defined. Callan [2] considered three classes
of passage types: discourse, semantic and window. Discourse
passages are based on textual discourse units, e.g. sentences,

paragraphs and sections. Semantic passages are based on the
subject or content of the text. Window passages are based
on a specified number of words, without regard to the logical
structure of the documents. Some past works found that among
these different types of passages, window passages are more
effective than the others e.g. [2], [3]. In our current study we
adopt the definition of passages as fixed-size text windows.

For window passages, both non-overlapping passages [42],
[43] and overlapping passages [2], [3], [44], [45] have been
studied in IR. Half-overlapping passages deal with the concern
that relevant information may be split across two passages. Liu
& Croft [46] found that half-overlapped passages are at least
as effective and more efficient than other pre-defined passages.
Some works have studied arbitrary passages, which are defined
at query time and may start at any point. For example, Kaszkiel
& Zobel [42] studied overlapping arbitrary passages. Na et al.
[47] studied completely arbitrary passages, with no restriction
on both the starting location and the size of each passage.

Passage-based retrieval has been studied for various retrieval
models, such as the vector space model [3] and the language
model [5], [46], [48]–[51]. Liu & Croft [46] examined passage
retrieval in the language modeling framework and found
passage retrieval to be effective compared with document-
based retrieval, for either a simple language model [52] or a
relevance model [53]. Various methods of combining passage
scores to yield overall document score have been investigated.
A commonly used heuristic is to equate the document ranking
score to the maximum score of the constituent passages [3],
[46], [54]. Another approach is taking the sum of scores of top-
ranked passages [4]. Bendersky & Kurland [5], [50] introduced
a probabilistic passage-based language model. They derived a
document ranking function as an interpolation of a document-
based score and a passage-based score, with the interpolation
factor being related to an estimated measure of document
homogeneity. This is an interpolation between the document
scores and the max function of the passage scores. Since our
method performs better than document scores (Table V) and
using the max function (Table IV), we expect our method to
be better than probabilistic passage-based language model of
[5], [50] as the interpolation always lies between the document
retrieval and the max of passage scores. Thus, we do not study
this method in this work.

III. OUR APPROACH

This section presents our approach in detail. Section III-A
discusses the relevance decision principles of our theoretical
framework. The mathematical formulation and operationaliza-
tion of these principles via fuzzy set theory are presented
in Sections III-B and III-C. Section III-D describes some
variations that we have adopted for passage-based retrieval.

A. Relevance decision principles

A longstanding golden standard in information retrieval
evaluation is provided by TREC test collections with given
sets of queries and lists of known relevant documents judged
by human experts. The TREC evaluation policy for ad-hoc
retrieval is that a document is regarded as relevant if any part of
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it is relevant [7]. Previously [1] we introduced a description of 
the retrieval process as mimicking a human scanning through 
a document, making judgments of the relevance of individual 
component parts within the document, and coming up with 
an overall judgment of the relevance of the document. Here 
we propose that to attain good retrieval performance, the 
judgments of relevance of the document components should be 
combined based on some general principles that are formulated 
according to the TREC evaluation policy. In particular, we 
have proposed two such relevance decision principles [1]:

Aggregated Relevance (AR) Principle: The
relevance of a document to a topic is higher if there
is stronger accumulated evidence of relevance in the
document components.

Disjunctive Relevance Decision (DRD) Princi-
ple: A document is judged relevant to a topic if any
part of the document is relevant to the topic.

It is apparent that the DRD principle conforms to the TREC
evaluation policy in making an overall judgment of relevance
of a document based on the judgment of its components.
The AR Principle is also appropriate because TREC provides
the relevance of judged documents in grades (assigning a
score of 0, 1 or 2 to each document, with 0 indicating non-
relevance and 2 indicating strong relevance). It is conceivable
that a higher degree of relevance is supported by finding more
indication of relevance from different parts of a document. The
AR and DRD principles are independent and may be applied
either separately or together in a judgment of relevance.

For passage-based retrieval, the passages within a document
may be taken as the components in the above description.
In order to show the effectiveness of combining passage
scores based on the AR and DRD Principles, we also perform
retrieval experiments (Section IV-C) following an alternative:

Conjunctive Relevance Decision (CRD) Sup-
position: A document is judged relevant only if all
component parts are relevant.

It is clear that CRD contradicts with DRD and does not follow
the TREC evaluation policy. Here we call CRD a ‘supposition’
to distinguish it from the ‘principles’ that conform to TREC.
The CRD is unrealistic and not appropriate because informa-
tion related to the desired topic may appear only in some parts
of a document rather than distributed across every component
part. By testing the CRD, we confirm our conjecture that good
performance is obtained by following principles that conform
to the evaluation policy.

B. Mathematical formulation

For retrieval, the relevance decision principles (Section
III-A) need to be operationalized in a mathematical frame-
work. A variable R(Cd,i) denotes the relevance of Cd,i,
which is the ith component in the document d. For example,
R(Cd,i) may be a Boolean variable, with the values of 1
and 0 indicating relevance and non-relevance, respectively.
Alternatively, R(Cd,i) may be a real number in the range [0,1],
as in the fuzzy set framework that is described in Section III-C
below. In passage-based retrieval, the component Cd,i may be
a passage in the document d. For a document that consists

TABLE I
PROPERTIES OF SCORE COMBINATION FUNCTIONS CONFORMING TO THE

RELEVANCE DECISION PRINCIPLES

Aggregated relevance (AR)
boundary θ(0, · · · , 0) = 0
condition θ(1, · · · , 1) = 1

monotonicity ∀i ≤ n, ai ≤ a′i ⇒ θ(a1, · · · , an) ≤ θ(a′1, · · · , a′n)
Disjunctive relevance decision (DRD)

boundary θ(0, 0) = 0

condition θ(1, 0) = θ(0, 1) = θ(1, 1) = 1

commutativity θ(a1, a2) = θ(a2, a1)

associativity θ(θ(a1, a2), a3) = θ(a1, θ(a2, a3))

of n passages Cd,1, · · · , Cd,n, the variable R̂(d) specifying
the overall relevance of the whole document d is calculated
by combining R(Cd,i) with i = 1, · · · , n via a function θ(·)
that conforms to the chosen relevance decision principle. The
general formula for the overall relevance judgment of d is:

R̂(d) = θ(R(Cd,1), ..., R(Cd,n)), (3)

with θ(·) being a n-ary function. In order to define appropriate
forms of the function θ(·), we first discuss some algebraic
properties of θ(·) that conform to the relevance decision
principles. These properties are summarized in Table I.

With the AR principle, the overall evidence of relevance of a
document is based on accumulated evidence of the component
parts. Therefore for AR, a basic property of θ(·) is monotonic-
ity, such that if any component part ai = R(Cd,i) is ascribed
a higher degree of relevance a′i (i.e. a′i > ai), then the overall
relevance is increased (Table I). The function θ(·) also satisfies
certain boundary conditions. First, if none of the component
parts is relevant, the document is judged non-relevant, i.e.
R̂(d) = θ(0, · · · , 0) = 0. Second, if every component part
is relevant, the maximum value R̂(d) = θ(1, · · · , 1) = 1 is
attained.

As the DRD (Table I) and CRD (Table II) reflect strong
boundary conditions similar to the logical disjunction and
conjunction, it is convenient to associate them with a binary
function θ(a, b) for score combination. For DRD, if any com-
ponent part is relevant (R(Cd,i) = 1), then the overall score is
relevant, i.e. θ(1, 0) = θ(0, 1) = θ(1, 1) = 1. For CRD, if any
component part is non-relevant (R(Cd,i) = 0), then the overall
score is non-relevant, i.e. θ(0, 0) = θ(1, 0) = θ(0, 1) = 0. The
binary function θ(·) satisfies commutativity and associativity
properties, as necessitated by the logical requirement that the
same overall score is obtained regardless of the order in which
the scores of the component parts are combined. With the
associativity property, the overall score for combining more
than two component parts can be obtained by applying the
binary function in a chain. It should be noted that DRD and
CRD do not require θ(·) to be monotonic, unlike AR.

C. Combination of Passage Scores via Fuzzy Set Theory

In a fuzzy set theoretic approach for passage-based retrieval,
the general n-ary functions that combine passage scores return
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TABLE II
PROPERTIES OF SCORE COMBINATION FUNCTIONS CONFORMING TO THE

CRD SUPPOSITION

Conjunctive relevance decision (CRD)

boundary θ(0, 0) = θ(1, 0) = θ(0, 1) = 0

condition θ(1, 1) = 1

commutativity θ(a1, a2) = θ(a2, a1)

associativity θ(θ(a1, a2), a3) = θ(a1, θ(a2, a3))

a real number in the range [0,1], i.e. θ(a1, ..., an) : R[0, 1]n →
R[0, 1]. These functions need to satisfy the basic algebraic
properties conforming to the chosen relevance decision prin-
ciple (Table I). Here we discuss several possible choices
provided by fuzzy set theory (Sections III-C1, III-C2) and the
normalization issue in using the functions (Section III-C3).

1) t-conorm and t-norm operators: In fuzzy set theory, the
generalization of the logical disjunction and conjunction is
given by two types of binary operators, namely t-conorms
S(a, b) and t-norms T (a, b), respectively [55]. For a and b
in the range [0,1], T (a, b) is also in the range [0,1] and the
dual t-conorm is given by S(a, b) = 1− T (1− a, 1− b). The
duality means that T (a, b) and S(a, b) satisfy De Morgan’s
law: 1− T (a, b) = S(1− a, 1− b), with 1− a corresponding
to negation in fuzzy set theory. The t-conorm and t-norm
operators differ by their boundary conditions: S(a, 0) = a,
S(a, 1) = 1, and T (a, 0) = 0, T (a, 1) = a, respectively. The
boundary condition S(a, 1) = 1 of the t-conorm conforms to
the DRD principle that if any component passage is relevant
(score equals to 1), then the document is considered to be rel-
evant. As for the t-norm, the boundary condition T (a, 0) = 0
conforms to the CRD supposition which implies that if any
component passage is non-relevant (score equals zero), then
the document is considered as non-relevant. Furthermore, the
t-conorm and t-norm operators satisfy monotonicity, commu-
tativity and associativity [55]. By satisfying these properties,
the t-conorm and t-norm operators also conform to DRD
and CRD respectively. Therefore, the t-conorm (related to
the disjunctive ‘exists’ semantic) and t-norm (related to the
conjunctive ‘forall’ semantic) are suitable candidates as the
function θ(·) to operationalize DRD and CRD, respectively.
Note that the monotonicity property of the t-conorm and t-
norm is not required for DRD and CRD. This additional
property means that the t-conorm and t-norm conform to the
AR principle as well, besides the DRD principle and CRD
supposition respectively. While the t-norms and t-conorms are
defined as binary operators, they can be applied recursively to
combine the scores of multiple passages by their associativity
(see Fig. 1).

We have tested a large number of well-known t-norm and t-
conorm operators for the combination of passage scores in our
experiments, including: the Dombi, Yager, Schweizer-Sklar,
Sugeno-Weber, Hamacher, Frank, probabilistic and max oper-
ators [10], [56]. Many of these operators are parameterized,
in terms of a free parameter p ≥ 1. For example, the Dombi

t-conorm SDombi(a, b) is given by:

SDombi(a, b) =
1

1 +
((

1
a − 1

)−p
+
(
1
b − 1

)−p)−1/p (4)

2) Generalized mean: The generalized mean (GMean) is an
averaging aggregation operator of fuzzy set theory that satisfies
the monotonicity property as well as the boundary conditions
of the AR principle (Table I). For a document d consisting of
m passages with non-zero passage scores, si, the GMean of the
passage scores is exactly the normalized p-norm of Eq. (1). As
GMean is monotonic non-decreasing, it conforms to the AR
principle that a higher overall score is obtained if the passages
show more evidence of relevance.

In the GMean, excluding from the sum in Eq. (1) any
passage in d that has zero score deals with the problem of
long documents that may contain passages without any query
term. This implementation of GMean differs from that in our
previous work [1] where all passages, including those with
zero score, are included in the sum. For p = 1, the GMean
as given by Eq. (1) is equal to the arithmetic mean. For
normalized passage scores, in the limit of p → ∞, GMean
becomes max(·).

Apart from the extended Boolean disjunction (OR) (Eq. (1)),
the extended Boolean conjunction (AND) (Eq. (2)) also satis-
fies the AR boundary condition and monotonicity property. For
large values of p in Eq. (2), the extended Boolean conjunction
behaves like min(·), which is a t-norm that conforms to the
CRD supposition.

3) Passage score normalization: Because the arguments of
the fuzzy operators are in the range [0,1], it is necessary to
apply a monotonic mapping on passage scores to convert their
values to the [0,1] range. Monotonic mapping of the passage
scores means that their order of ranking is preserved. In this
study we have used the following passage score normalization:

si = γ ·
(

s̃i −MinScore

MaxScore−MinScore

)
, (5)

where s̃i is the score of the ith passage, si is the normalized
score, MinScore and MaxScore are the minimum and
maximum score among all retrieved passages respectively,
while γ is a constant parameter, with 0 < γ ≤ 1.

Eq. (5) represents our novel generalized version of the min-
max normalization. In this equation, setting the scaling factor γ
to a value less than 1 can avoid the score reaching the boundary
condition a = 1. Without this factor, the passage with the
maximum score si = MaxScore becomes normalized to
si = 1, so that by fuzzy disjunction the combined score for its
parent document will be 1. Thus, including the γ factor gives
the flexibility that the parent document containing the passage
with the MaxScore does not necessarily rank first, but its other
constituent passages are considered as well. In this study, we
have set γ = 0.3.

D. Novel Variations of the IR models

We discuss some variations in our passage-based retrieval,
with regard to the retrieval models (Section III-D1) and
pseudo-relevance feedback (Section III-D2).
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1) Retrieval models: We have tested our approach on two 
highly effective retrieval models, namely the PL2 [13], [14] 
and BM25 [12]. Some variations are applied in our imple-
mentation of the retrieval models for passage-based retrieval. 
In general, the ranking formulae of these models (e.g. see 
[14]) are applied to passages instead of documents. Hence in 
these formulae, the term frequency tf is the count of terms 
in each passage, and the document length becomes passage 
length. The PL2 model (Eq. (3) of [14]) contains a parameter 
λ = F (q)/N = frequency of query term q in the collection /
number of documents in the collection. We have also tested the 
passage-based version of the parameter, with N being the total 
number of passages instead of documents in the collection. We 
find t hat o ur p assage-based v ariations t o p erform b etter than 
the document-based versions.

2) Pseudo-relevance Feedback (PRF): PRF is an estab-
lished method to enhance retrieval effectiveness. Typically 
PRF involves query expansion (QE), whereby after an initial 
retrieval with the original query, a number of terms are 
automatically extracted from the top ranked NPRF documents 
and added to the query for a second retrieval. For PRF in 
passage-based retrieval, we assume the top NPRF passages 
rather than documents as being relevant. Query expansion 
terms are selected from these top ranked passages, as in [44]. 
Selecting query expansion terms from passages rather than 
whole documents is expected to be more effective, as they 
are more likely to be terms appearing near the original query 
terms and thus related to the desired topic.

For QE term selection, terms in the top ranked NPRF 
documents/passages of the initial retrieval are assigned a score 
according to a term scoring function (e.g. [57]). Generally a 
total of NQE terms having the highest scores are included 
in the vector of QE terms, Q~ 

QE . An expanded query vector
~QPRF is obtained by mixing the original query ~Q and ~QQE :

~QPRF = αm
~Q

| ~Q|
+ (1− αm)

~QQE

| ~QQE |
, (6)

where | · | is the total number of terms and αm is a mixing
factor with a value between 0 and 1. A second retrieval, i.e. a
re-retrieval [58] is performed by calculating new scores for all
passages in the collection with the expanded query ~QPRF . In
our experiments, the parameters αm and NQE are determined
by calibration to yield the highest performance metric.

We use the following QE term scoring function (PRF-1):

scorePRF−1(w, d) = tf(w, d)× log10(N/df(w)), (7)

where tf(w, d) is the term frequency of the word w in
document d, df(w) is the document frequency of w (i.e. the
number of documents in the collection that contains w) and
N is the number of documents in the collection.

IV. EXPERIMENTS

This section presents our experiments of passage-based
document retrieval. The general experiment setup is described
in Section IV-A. In Section IV-B, we briefly discuss the
parameterization of the aggregation operators in passage score
combination. Section IV-C contains the the main experimental

TABLE III
SOME STATISTICS OF THE TEST COLLECTIONS AND THE CORRESPONDING

SETS OF TOPICS USED IN OUR EXPERIMENTS

Disks 4&5 WT10g GOV2

TREC 6 9 10 T-2004 T-2005 T-2006
Topics 301-350 451-500 501-550 701-750 751-800 801-850
Doc. types news; webpages webpages

reports
No. of doc. 556,075 1,692,096 25,205,179
Av.doc.len. 165.7 190.7 210.7
Size (GB) 3.27 10 426

Note: TREC-9 and TREC-10 are run on the WT10g collection; Terabyte tracks
of 2004, 2005 and 2006 (denoted by T-2004, T-2005 and T-2006, respectively),
are run on GOV2. Average document length (Av.doc.len.) is measured after
stopword removal.

results of the evaluation of our approach with a comparison
against various baselines of document-based retrieval.

A. Experiment Setup

Retrieval experiments are performed in our own retrieval
system on several TREC test collections (Table III) with given
sets of queries and documents. The TREC collections consti-
tute a longstanding golden standard in information retrieval
evaluation. The TREC-6 (Disks 4&5) collection consists of
texts of a wide range of sizes, including newsfeeds which
may be short, as well as very long congress reports. The
presence of both long and short texts makes this collection
suitable for testing passage-based retrieval. GOV2 and WT10g
are collections of webpages which do not include spam. The
collection sizes range from 3G bytes for TREC6 to about
0.5 Terabytes of GOV2, thus showing the scalability of our
approach and suggesting the possibility to scale to further
larger sizes. If the max operator is used or in the case of
a retrieval model with normalized ranking score (e.g. BM25),
passage score normalization (Eq. (5)) can be skipped and not
much additional processing is incurred, so that fuzzy passage-
based retrieval should be scalable. For very large datasets most
search engines in practice scale out, distributing the data over
more servers rather than scale up, so that the retrieval time
can be traded off by using more servers.

We perform both an initial retrieval with the original queries,
and pseudo-relevance feedback (PRF) with query expansion.
For the initial retrieval we use title queries, each with about 2
to 3 query terms on average (e.g. [43]), as such query lengths
are typically used in web searches [59]. We first use the 50 title
queries of Terabyte Track 2006 on the GOV2 collection as the
training set to calibrate the various retrieval model parameters
and the parameters of PRF. Calibration is performed by a grid
search for each of the parameters [43]. Using the calibrated
parameters, retrieval is performed on the queries of Terabyte
2004 and Terabyte 2005 tracks on the GOV2 collection, as
well as the queries of TREC-9 and TREC-10 on the WT10g
collection for testing. Due to the different nature of the TREC-
6 collection, a separate calibration is performed.

We have adopted the above methodology of calibration,
instead of cross-validation, for the following reasons. First,
our method is a more realistic approach for practical re-
trieval systems, which are generally calibrated beforehand for
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retrieval with any unseen query, as cross-validation is not 
possible. Second, our methodology uses less training data than 
cross-validation, so that it should be a stronger test of the 
effectiveness of a retrieval method. Third, our methodology 
allows the retrieval performance of both the training set and 
testing sets of queries to be examined, thus enabling checking 
whether good performance of a trained model can generalize 
to good results in testing using fixed parameters.

In this study, retrieval effectiveness is measured by the 
standard metric Mean Average Precision (MAP), which is 
a composite measure of precision and recall. The MAP is 
chosen, as commonly used in the literature, because it is a 
robust measure with values that past research has found to be 
difficult to improve. Following the common TREC evaluation 
environment, all the MAP values are calculated for a ranked 
list of 1000 documents retrieved for each query. MAP has a 
value between 0 and 1, with 1 indicating perfect retrieval.

We have performed passage-based retrieval using the suc-
cessful PL2 and BM25 models, comparing the results with 
the baselines of these models in document-based retrieval. 
We have checked that our baseline values are comparable as 
those in the literature. For example for an initial retrieval with 
100 queries (Topics 451-550) on WT10g, our document-based 
BM25 yields a MAP value of 0.2084, while [60] obtains a 
value of 0.2055 using BM25 with two-fold cross validation.

For passage-based retrieval, we have used window passages 
of fixed s izes, a s t hese w ere f ound t o b e e ffective i n past 
studies [2], [3]. We have tested both non-overlapping and 
half-overlapping passages, and found that they generally attain 
similar retrieval performance for the various retrieval models. 
Therefore in this article, we only present results based on 
non-overlapping passages, which are defined b y contiguous 
windows. The first p assage s tarts f rom t he fi rst wo rd of  a 
document. Stopword removal and Porter’s stemming [61] are 
applied to the documents before the passages are defined. In 
our experiments, we have tested passage sizes in the range 
of 150 words to 750 words. The retrieval results presented in 
Tables IV and V correspond to the best MAP values obtained 
with the tested passage sizes.

B. p Parameter in Aggregation Operators

We examine the combination of passage scores using vari-
ous aggregation operators of fuzzy set theory (Section III-C),
i.e. t-conorms, t-norms and generalized mean (GMean). From
the definition of the Dombi t-conorm in Eq. (4), SDombi(a, b)
approximates the max(a, b) function as the parameter p→∞.
Hence, the common method of taking the maximum passage
score in passage-based retrieval [2], [3] is equivalent to setting
a large p value in the Dombi t-conorm. We have examined
the sensitivity to the p parameter in passage-based retrieval
by testing with the the PL2 model using Dombi t-conorm for
passage score aggregation. With all passage sizes, for both an
initial retrieval and PRF retrieval, MAP is generally low for p
smaller than about 6. For large passage sizes (say above 450
words), MAP increases with larger values of p, with MAP
saturating for p > 12. As the Dombi t-conorm approximates
the maximum operator at large p values, for large passage

sizes the Dombi t-conorm performs similarly as the maximum
operator. However at small passage sizes (say 250 words or
below), a peak in MAP occurs at a value of p typically between
6 and 12. Generally with small passage sizes, using the Dombi
t-conorm operator with a free p parameter can potentially give
better retrieval results than using the max function.

For GMean (Eq. (1)), the special case p = 1 is the simple
arithmetic mean. Therefore, allowing variable p values mean
that our approach is more general and covers the method of
combining passage scores by the arithmetic mean, which is an
approach considered by others [5]. We find that generally the
best results are obtained with larger values of p (about 24), so
that using the GMean is able to perform better than ranking
documents according to the average passage score.

C. Evaluation of Our Approach

This section describes the experimental evaluation of our
passage-based document retrieval. In Section IV-C1 we exam-
ine the performance of passage score combination by various
fuzzy set aggregation operators, based on retrieval with the
PL2 model. We then test the generality of the approach by
experiments with another retrieval model, namely the BM25
(Section IV-C2). In Section IV-C3 we compare our passage-
based retrieval results with the PL2 and BM25 models in
document-based retrieval.

1) Comparison of aggregation operators: We examine the
combination of passage scores using several types of fuzzy
set aggregation operators. In particular, the generalized mean
(GMean) (Eq. (1)) operationalizes the AR principle because it
satisfies the monotonicity property and boundary conditions of
AR (Table I). As discussed in Section III-C1, t-conorm and t-
norm operators conform to the DRD and CRD respectively. In
addition, the t-conorm and t-norm conform to the AR principle
on account of their monotonicity.

We have tested various t-conorm and t-norm operators
mentioned in Section III-C1. We find that using any of the t-
norm operators categorically yields poor retrieval results. This
suggests following the CRD supposition is not effective, as
it is inconsistent with the TREC evaluation policy for ad-hoc
retrieval that regards a document as relevant if any part of it is
relevant [7]. Due to a lack of space, we omit a detailed report
of results for t-norms here.

Both the AR and DRD principles are consistent with the
TREC evaluation policy. Therefore we compare the effec-
tiveness of passage score combination using t-conorm, which
conforms to AR and DRD, and GMean, which conforms to
AR. The results of retrieval by the PL2 model using these
operators for passage score combination is summarized in
Table IV, which shows the best MAP values obtained for each
track, with the corresponding passage size.

Table IV shows that for both the initial retrieval and the PRF
retrieval on all sets of queries and test collections, the highest
MAP is obtained with either the Dombi t-conorm (DombiD)
operator or the GMean. We find by the randomization test
[62] that the difference between DombiD and GMean is not
statistically significant in the majority of cases. Therefore, it
is difficult to conclude whether using Dombi t-conorm or the
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TABLE IV
COMPARISON OF RETRIEVAL PERFORMANCE BASED ON VARIOUS WAYS OF 

PASSAGE SCORE COMBINATION, FOR (A) THE INITIAL RETRIEVAL, AND
(B) PSEUDO-RELEVANCE FEEDBACK.

Disks WT10g GOV2
4&5

TREC 6 9 10 T-2004 T-2005 T-2006
(a) Initial retrieval

DombiD passage size 450 650 650 650 650 650
MAP .2556 .2138 .2197 .2801 .3372∗ .3224

YagerD passage size 450 650 650 650 650 650
MAP .2551 .2150 .2196 .2797 .3364∗ .3243

SSD passage size 450 650 650 650 650 650
MAP .2554 .2150 .2196 .2797 .3364∗ .3243

max passage size 450 650 650 650 650 650
MAP .2558 .2152 .2179 .2776 .3305 .3222

GMean passage size 450 650 650 650 650 650
MAP .2559 .2166 .2327 .2810 .3348 .3254

(b) PRF retrieval
DombiD passage size 200 550 550 550 550 550

MAP .2937† .2161 .2397 .3171∗ .3872∗ .3681
YagerD passage size 250 450 450 450 450 450

MAP .2858 .2232 .2394 .3115 .3748 .3687
SSD passage size 200 650 650 650 650 650

MAP .2804 .2140 .2425 .3081 .3766 .3700
max passage size 250 650 650 650 650 650

MAP .2852 .2090 .2430 .3066 .3724 .3709
GMean passage size 200 650 650 650 650 650

MAP .2834 .2215 .2438 .3102 .3773 .3770
Note: DombiD, YagerD, and SSD denote the Dombi, Yager and Schweizer-
Sklar t-conorm operators, respectively. The MAP values correspond to the
best passage size as indicated, for retrieval with the PL2 model. Within (a)
initial retrieval and (b) PRF retrieval, statistically significant difference (95%
confidence level, randomization test) is indicated: over the corresponding
retrieval using the max operator (∗), and over retrieval using generalized mean
(†); absence of these symbols means that the corresponding difference is not
statistically significant.

GMean is better. This is consistent with the premise that both
DRD and AR principles satisfy the TREC evaluation policy.

Table IV indicates that while better retrieval results are
generally obtained with the Dombi t-conorm or GMean, the
max function can be a good approximation. We also find by
the randomization test that the difference between the max
function and the best operator is statistically significant in
some cases as indicated in the table, but not always. As the
max function does not require the normalization procedure as
do the other methods, it is computationally less demanding
and can be a suitable choice if time efficiency is a concern.

The GMean corresponds to the extended Boolean disjunc-
tion (OR) model (Eq. (1)). Apart from GMean, we have
also tested passage score combination by the function corre-
sponding to the extended Boolean conjunction (AND) model,
Eq. (2). We found that it yields rather poor retrieval results for
both TREC-6 (Topics 301-350) and GOV2 2006 Terabyte track
(Topics 801-850), with almost no relevant document retrieved
for many queries. For these tracks, extended Boolean conjunc-
tion yielded MAP values of 0.0423 and 0.0059 respectively,
compared with 0.2559 and 0.3254 respectively obtained with
GMean. Thus, extended Boolean disjunction is preferred over
extended Boolean conjunction for passage score combination.
Since the extended Booloean conjunction behaves close to the
min(·), which is a t-norm conforming to CRD, the result also
indicates that following the CRD is not effective.

The retrieval results for some t-conorm operators are in-
cluded in Table IV. For the other t-conorm operators that we
have tested (Sugeno-Weber, Hamacher, Frank and probabilistic
[10], [56]), we find the retrieval performance to be rather
poor. In particular, the ‘probabilistic’ t-conorm corresponds to
the assumption that passages are independent. The poor result
for the probabilistic operator suggests that the independence
assumption is incorrect, as two passages within a document
containing the same query terms are likely to be related. This
shows that the more general approach based on fuzzy set
theory with more choices of aggregation operators is better
than the simple probabilistic approach.

2) Testing a Different Retrieval Model for Generality:
Having demonstrated the effectiveness of fuzzy set aggregation
operators in passage-based retrieval using the PL2 model,
in order to test the generality of the approach we further
perform experiments with another retrieval model, namely the
BM25 model. For the selection of query expansion terms
in PRF retrieval, we use the same scoring function PRF-1
(Eq. (7)) as used with the PL2 model. The best MAP values
obtained with BM25 for each track are shown in Table V.
Same as the retrieval with the PL2 model, the best MAP
values obtained by BM25 with the Dombi t-conorm (DombiD)
and GMean are quite similar, with either yielding the higher
MAP value in different tracks. Thus the results for BM25 are
also consistent with the DRD and AR principles satisfying the
TREC evaluation policy.

3) Comparison with document-based retrieval: We have
compared the effectiveness of our passage-based retrieval
against the PL2 and BM25 models in document-based
retrieval, which are common baselines in the literature
(e.g. [63]). The results are summarized in Table V, which
shows the best MAP values obtained for the various tracks.

Table V indicates that for both an initial retrieval and
PRF retrieval, our passage-based retrieval generally performs
better (with numerically higher MAP values) than document-
based retrieval. For the initial retrieval (Table V(a)), passage-
based retrieval yield MAP values that are about 0.1 to 2
percentage points higher than the corresponding document-
based retrieval values. For PRF retrieval (Table V(b)), the
better performance of passage-based retrieval is more obvious,
with higher MAP values by about 2.5 to 4 percentage points.
One reason for the better PRF performance with passage-
based retrieval is that with more query terms in PRF, scoring
based on passages is more indicative that these query terms
occur in a closer neighborhood and are thus related, rather
than spread out over the whole document. Another reason
is that by selecting query expansion terms from top-ranked
passages containing the given query terms, rather than from
over the entire document, the selected terms may be nearer to
the original query terms and hence more likely to be related
to the given query. Thus, noise terms are more likely to be
avoided by using passages.

In Table V(a) and (b), the cases where the MAP value
is higher than the document-based PL2 and BM25 values
with statistical significance are indicated by the subscripts p
and b, respectively. For PRF (Table V(b)), our PL2 model in
passage-based retrieval using Dombi t-conorm can attain better
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TABLE V
COMPARISON OF THE BEST MAP VALUES OBTAINED WITH OUR

IMPLEMENTATION OF VARIOUS MODELS

Disks WT10g GOV2

4&5

TREC 6 9 10 T-2004 T-2005 T-2006

(a) Initial retrieval

Our PL2 DombiD .2556 .2138 .2197pb .2801 .3372 .3224pb
GMean .2559p .2166 .2327pb .2810 .3348 .3253pb

Our BM25 DombiD .2522 .2141 .2165b .2692 .3355 .3194b
GMean .2536 .2094 .2206b .2748 .3291 .3221b

Doc-based PL2 - .2494 .2119 .2050 .2676 .3340 .3072

Doc-based BM25 - .2483 .2157 .2011 .2656 .3279 .3044

(b) PRF retrieval

Our PL2 DombiD .2936pb .2161 .2397pb .3171p .3872 .3681pb
GMean .2834 .2215 .2438pb .3102 .3773 .3770pb

Our BM25 DombiD .2918 .2292 .2556pb .3054 .3893 .3663pb
GMean .2842 .2199 .2496pb .3050 .3899 .3790pb

Doc-based PL2 - .2655 .2078 .2066 .2743 .3676 .3152

Doc-based BM25 - .2607 .2180 .2112 .2845 .3616 .3180

Note: ‘Our PL2’ and ‘Our BM25’ indicate our implemented models in passage-base
retrieval. Passage scores are combined by Dombi t-conorm (DombiD) or generalized
mean (GMean). p and b denotes statistically significant difference over document-based
PL2 and BM25 models, respectively (95% confidence level); absence of these symbols
means that the corresponding difference is not statistically significant.

MAP than the corresponding document-based PL2 model with
statistical significance, in four out of six of the tested tracks,
with TREC-9 (WT10g) and Terabyte-2005 (GOV2) being the
exceptions. A reason for different behavior of the two tracks
may be that the TREC-9 queries are hard (as seen by the
comparatively low MAP of 0.2138 for the initial retrieval) and
the Terabyte-2005 queries are easy (with high MAP of 0.3372
for the initial retrieval), so that in both cases it is more difficult
to distinguish performance differences. The results confirm the
effectiveness of our passage-based retrieval approach.

V. CONCLUSION

We have tackled the question of how to achieve effective
passage-based retrieval by establishing a novel principled
fuzzy set theoretical framework. The importance of a prin-
cipled framework is that it states the criteria for passage score
combination, thus providing a guideline for finding effective
methods. This contrasts with the existing paradigm of using
heuristics to combine passage scores, without knowing why
these methods are effective or how better methods may be
found. We also introduce a novel methodology of formulating
the appropriate principles according to the specific evaluation
requirement, such as the TREC evaluation policy [7] in the
current case. While the effectiveness of this methodology
is demonstrated for passage-based retrieval, the approach is
general and may be adopted for building other applications.

We show that fuzzy set aggregation operators are appro-
priate to operationalize the relevance decision principles in
our theoretical framework for practical retrieval. In particular,
the generalized mean (GMean) is consistent with Aggregated
Relevance (AR) principle, while the t-conorm operator is con-
sistent with both the Disjunctive Relevance Decision (DRD)

and AR principles, which conform to the TREC evaluation
policy. Our framework theoretically justifies the common
heuristic of taking the maximum passage score as the overall
document score, as the maximum operator belongs to the class
of t-conorm operators. We find the maximum operator to be
only a near best, with better performance being obtained by
the Dombi t-conorm (DombiD) or the GMean. While our
empirical study demonstrates retrieval effectiveness using a
selection of aggregation operators, the significance of our
framework is that many other aggregation operators of fuzzy
set theory may also be applied, potentially yielding even better
performance. This work thus signifies a novel and effective
utilization of fuzzy set theory in a widely used application.

While the prevailing paradigm employs retrieval models
with built-in document length normalization to solve the
problem of varying document lengths, we have shown that this
is not sufficient. Our experiments show that our passage-based
retrieval performs better than the document-based retrieval
baselines, both in an initial retrieval with the given title queries
and more obviously in PRF retrieval with an expanded query.
In PRF, choosing query expansion terms within passages
allows a focused selection of terms more likely to be related
to the query, while with document-based retrieval noise terms
are more likely to be selected. Thus, better performance is
attained by a combination of document length normalization
and the passage-based retrieval of our theoretical framework.

Another significance of our framework is its generality, as
it can adopt any retrieval model that returns a ranking score
to passage-based retrieval. Thus, other researchers can easily
adopt our framework to their retrieval systems, no matter what
retrieval model is used. This differs from other works, such as
[5] which only applies to the language model. While we have
demonstrated the framework with the strong PL2 and BM25
models, it may be used with other recent models that show
promising results (e.g. [64]). It is of interest to test whether
passage-based retrieval using these models, especially in the
PRF setting, can further enhance retrieval performance.
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