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1. Introduction 27 

At every instant, our retina is bombarded by rapidly-varying visual information competing for 28 

processing, but only limited information can be processed at once by the visual system 1. The 29 

extent of visual processing is ascribed to both optical quality of the retinal stimulus and neural 30 

filtering 2, which constrained spatial resolution and quality. When an image is perfectly focused, 31 

visual rendering is principally dependent on the temporal deployment of the neural response 32 

acting through two main visual channels 3-5: a transient channel associated with the fast 33 

magnocellular neurons that favors low spatial frequency, and a sustained channel with the slower 34 

parvo cellular neurons that favors high spatial frequencies 6, 7. Owing to the distinct spatiotemporal 35 

sensitivity and responses of these pathways, the neural filter could flexibly tune to a retinal 36 

stimulus continuously varied by the oculomotor and stimulus dynamics. In fact, several studies 37 

evidenced a variation of processing over time 8, with a prevalent temporal precedence of low 38 

spatial frequency 9. However, the effects on neural filtering of the balance between low and high 39 

spatial frequency constrained by the ocular aberrations remain elusive. 40 

 41 

In this respect, studies examining the impact of ocular aberrations in vision enhancement 42 

highlighted a predominant impact of optical quality over neural filtering 10-15. The use of simple 43 

and static stimulus with long exposure is insufficient to reveal the complex temporal interactions 44 

shaping neural filtering over time, regardless of rapid and unpredictable temporal changes. It has 45 

been recently shown that modulation in neural processing differentially affect corrected and 46 

aberrated images 16, 17, suggesting that aberrations could lead to differences in neural filtering. 47 

While a few studies tried to unveil the neural code associated to ocular aberrations 18, 19, the 48 

influence of images processed over time under variable ocular aberrations are to be defined. 49 

Predicting the processed information at different instant enables to enhance visual rendering (e.g. 50 
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the match between optical inputs and neural outputs over time), reducing the detection of 51 

irrelevant information susceptible to compete for processing.   52 

 53 

In this study, we sought to examine how neural filtering varies with ocular aberrations over time. 54 

We developed a novel time-varying optical perturbation technique, where a blurred frame 55 

interpolated in an image sequence was used as a probe of visual processing to reveal whether 56 

the perturbation was effectively detected at a given time. This interpolated blur, consisting of either 57 

a rotational or directional blurred pattern, randomly appeared at different temporal positions of a 58 

fifteen-frame sequence with a fixed temporal frequency of 7.5 Hz and introduced an abrupt spatial 59 

variation called optical perturbation in the image sequence. The visual effect of this perturbation 60 

was evaluated by asking subjects to compare a dynamic stimulus including the interpolated blur, 61 

and a static sequence sharing same contrast across spatial frequencies in average over time.  62 

 63 

Previous studies looking at the temporal information detected by the visual system over time using 64 

a time-varying perturbation did not control the effect of the ocular aberrations remodeling the 65 

spatial scale and orientations of the retinal image, 20,21. Our hypothesis was that the sensitivity of 66 

a neural filter at different times depends on the retinal image quality set by the aberrations of the 67 

eye. To test the hypothesis, we used an adaptive optics visual analyzer to correct the ocular 68 

aberrations of different subjects, ensuring that images were presented in individual eyes under 69 

the same condition over time. Concurrently with the adaptive optics correction, the dynamic and 70 

static image sequences were digitally filtered using computer-generated aberration. Static and 71 

dynamic sequence were blurred with the same time-averaged aberration that simulated the retinal 72 

image viewed with ocular aberrations in absence of the temporal changes produced by the 73 

oculomotor dynamics (blinks, pupillary movement, etc.). However, whereas the same blur was 74 
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applied on each frame of the static sequence, a temporal change was introduced by the 75 

interpolated blur inserted in the dynamic sequence. 76 

 77 

We implemented three independent experiments to investigate whether ocular aberrations impel 78 

a different sensitivity to interpolated blurs. In the first experiment, subjects were asked to identify 79 

and classify the transformation of a dynamic face sequence associated with the magnitude of the 80 

interpolated blur, in comparison to a reference static face sequence. In the second experiment, 81 

subjects were instructed to compare the sharpness of the dynamic and static face sequences. In 82 

the last experiment, subjects were requested to discriminate the difference of the face expression 83 

of a dynamic and static face sequence. Our results indicate that interpolated blurs differentially 84 

affect the perception of images viewed with and without aberration, demonstrating that optical 85 

perturbation affects neural filtering over time.  86 

 87 

2. Results 88 

2.1 Experimental conditions  89 

To test the influence of common imperfections of the ocular system on temporal processing, the 90 

time-averaged face stimuli of the static and dynamic sequence were viewed under three types of 91 

optical viewing conditions, as follows:  92 

(i) the time-averaged diffraction-limited condition 𝐷𝐿𝑎𝑣𝑔, which simulates an eye free from 93 

optical imperfections. 94 

(ii) the time-averaged native aberration 𝑁𝐴𝑎𝑣𝑔, which simulates the natural ocular aberrations 95 

for each subject’s eye tested. 96 
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(iii) the time-averaged aberration modes, which simulates common optical ocular aberrations 97 

22 described by the Zernike polynomials including Zernike coma 𝐶𝑂𝑀𝑎𝑣𝑔 (𝑍3
1/𝑍3

−1), Zernike 98 

astigmatism 𝐴𝑆𝑇𝑎𝑣𝑔 (𝑍2
2/𝑍2

−2) and Zernike spherical aberration 𝑆𝐴𝑎𝑣𝑔 (𝑍4
0).   99 

 100 

For each optical condition, the subject’s aberrations were corrected with the adaptive optics 101 

system and the aberration generated graphically. For the native aberration condition, each 102 

individual Zernike aberrations up to the 5th order were used to generate the aberrated stimulus 103 

measured, at the exception of the Zernike defocus set to zero. All the time-averaged aberration 104 

patterns  were scaled to a quarter of wavelength root-mean-square (RMS) wavefront errors. For 105 

each time-averaged aberrations tested, the dynamic sequence, which comprised fifteen frames 106 

of 33 ms, underwent an optical perturbation ∆𝑛, whose temporal position and spatial pattern was 107 

digitally controlled using an interpolated blur. The interpolated blurs, obtained from Zernike 108 

defocus (𝑍2
0), Zernike astigmatism (𝑍2

2/𝑍2
−2) and Zernike trefoil (𝑍3

3/𝑍3
−3) had either a rotational or 109 

directional spatial pattern, which appeared for four consecutive frames (e.g., temporal frequency 110 

= 1/133 ms = 7.5 Hz) in one of the three following temporal segments of the dynamic sequence: 111 

∆𝑡1=0-133 ms, ∆𝑡2=133-266 ms and ∆𝑡3=266-400 ms (Fig. 1). To ensure that the dynamic and 112 

static sequence had the same contrast across spatial frequency, we computed the optical 113 

perturbation in the optical transfer function of the time-averaged blurred image 𝑂𝑇𝐹𝑎𝑣𝑔 and the 114 

interpolated blur counterbalanced across the other temporal frames (see Method for details). The 115 

visual changes were quantified by the standard deviation 𝜎 of the intensity variations of the image 116 

caused by the optical perturbation.  117 

 118 

The sequence of a stimulus trial was as follows: a black cross serving as a fixation first appears 119 

at the center of the display. It was followed by the onset of the static and dynamic face sequence 120 

of the face stimulus. The two stimulus sequences were centered one degree from the center of 121 
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fixation and were randomly switched on the left and right side of the screen with a temporal offset 122 

of 50 ms. After the offset of the stimulus, a green background image was displayed, and subjects 123 

press a keyboard button to provide a response. Typically, three repeated measurements were 124 

made for each visual condition tested.  125 

 126 

 127 

Fig. 1. Temporal sequence of the dynamic and static stimuli. Two temporal face sequence of an 128 

aberrated face with similar time-averaged optical transfer function (𝑂𝑇𝐹𝑎𝑣𝑔) are displayed side by 129 

side: one static (on the right) and the second dynamic (on the left). In the dynamic face, an optical 130 

perturbation ∆𝑛 is introduced by interpolating a distinct blurred frame in one of the three first 131 

segments ∆𝑡𝑖 of a sequence of fifteen frames. In this example, the interpolated blurred image is 132 

generated by manipulating the phase transfer function (PTF) of the time-averaged blur using 133 

different Zernike aberrations modes while keeping the modulation transfer function (MTF) same 134 

(see Methods section for details). The interpolated blur, highlighted by the red frames, is derived 135 



7 

 

from defocus Zernike and appears at the beginning of the temporal sequence for the four first 136 

frames (numbered from 1 to 4). The difference of spectra between the dynamic and time-137 

averaged image is the largest for the interpolated blur. The dynamic face sequence averages 138 

over time such that it has the same blur 𝑂𝑇𝐹𝑎𝑣𝑔 as the static face sequence. Note that each phase 139 

consisted of several identical frames.  140 

 141 
 142 
2.2 Perceptual transformation in response to interpolated blurs.  143 

Five kinds of time-averaged blurred images (  𝐷𝐿𝑎𝑣𝑔 , 𝐶𝑂𝑀𝑎𝑣𝑔 , 𝑁𝐴𝑎𝑣𝑔 , 𝐴𝑆𝑇𝑎𝑣𝑔 , 𝑆𝐴𝑎𝑣𝑔) were 144 

applied an optical perturbation ∆𝑛(𝑓𝑥, 𝑓𝑦)𝑡1 at the early onset of the image ∆𝑡1 via rotational and 145 

directional interpolated blurs. For each time-averaged blurred image, the dynamic and static face 146 

sequences with same blur on average over time were simultaneously presented. All subjects were 147 

asked to report until they perceived a change of the image in the sequence. The level of 148 

transformations introduced by the interpolated blur were classified by the subjects according to 149 

three distinct visual observations: just-noticeable variation (JNV), contrast pattern variation (CPV), 150 

and bothersome pattern variation (BPV). JNV was described as “the point where you first notice 151 

a change in the image, but the sharpness of the image is not changed.” CPV was indicated as 152 

“the point at which you notice a change in the crispness and sharpness of the image pattern.” 153 

BPV was introduced as “the point at which the optical perturbation reaches a level that cause a 154 

change in the clarity of the face stimulus”. These measures require not just to report the change 155 

of interpolated blurs, but also a judgment about the effect of the interpolated blur. Such subjective 156 

measures 23-24 could be of relevance to determine the maximum amount of visual blur that can be 157 

tolerated under temporal variations without affecting the perceptual quality, that is, brought by the 158 

correction of ocular aberrations with ophthalmic lenses. The interpolated blur serving as a 159 

temporal probe produces distinct transformations of the image (Fig. 2A), demonstrating that blur 160 

variations at an early stage of the presentation epoch (i.e., 133 ms) can impact perception, while 161 
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the blur threshold was varying systematically among three kinds of transformations. The strength 162 

of the perceived visual transformation differed across the time-averaged aberrations for all the 163 

perceived image transformations, suggesting that temporal effects are significantly affected by 164 

the time-averaged aberration. A substantial impact of temporal blurring was found for the time-165 

averaged aberrated images as compared to the time-averaged diffraction-limited image, 166 

indicating that the average ocular aberrations do not just affect spatial perception, but could 167 

differentially alter temporal perception. Besides, our results show that the spatial symmetry of the 168 

optical perturbation (Fig. 2B and C) influenced the threshold of image transformation with a 169 

differential impact between the time-averaged diffraction-limited image and the time-averaged 170 

aberrated images on the relative effect of rotational and directional interpolated blurs.  171 

 172 

Fig. 2. Effect of temporal blurring on dynamic image changes. A. Average temporal blur threshold 173 

induced by interpolated blur patterns has an early temporal onset, as measured by the standard 174 

deviation of the optical perturbation ∆𝑛  of the normalized images for each dynamic image 175 

changes. B. Average ratio between the threshold of rotational and directional blurs as a function 176 

of the time-averaged aberrations for each dynamic image changes. C. JNV image variations 177 

associated with the optical perturbations ∆𝑛 for rotational and directional interpolated blurs as a 178 
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function of the time-averaged aberration positioned at the early time onset of the image ∆𝑡1. Note 179 

that the higher the standard deviation, the more noticeable the temporal change caused by the 180 

interpolated blur, and the more sensitive the subjective is to changes. The data points and errors 181 

bar shows the mean value and the standard errors. 182 

 183 
2.3 Subjective perceived sharpness with interpolated blurs.  184 
 185 
A static and dynamic sequence with various time-averaged aberrations (𝐷𝐿𝑎𝑣𝑔, 𝑁𝐴𝑎𝑣𝑔, 𝐴𝑆𝑇𝑎𝑣𝑔) 186 

were also randomly displayed. For each time-averaged aberrations, an optical perturbation 187 

appearing either at the early onset of the image ∆𝑡1, the middle onset of the image ∆𝑡2, or the late 188 

onset of the image ∆𝑡3 was applied and subjects were instructed to report which image sequences 189 

appeared sharper. Due to the higher temporal frequency in the dynamic sequence, our results 190 

demonstrated that the introduction of blur to the first temporal interval (∆𝑡1) leads to a sharper 191 

dynamic image in comparison to the static image (Fig. 3). These results were consistent with the 192 

higher contrast sensitivity associated with high temporal frequencies, as compared to low 193 

temporal sinusoidal gratings 25, 26. The interpolated blur modulates perception differentially over 194 

time with a systematic increase in image sharpness for optical perturbation having an early onset 195 

∆𝑡1. Conversely, tardy optical perturbation at ∆𝑡2 and ∆𝑡3 shows larger deviations across subjects, 196 

with the emergence of negative sharpness values (e.g., sharpness reversal) for 𝐷𝐿𝑎𝑣𝑔 and 𝐴𝑆𝑇𝑎𝑣𝑔. 197 

This perceptual modulation reveals a differential processing of temporal blur over time, consonant 198 

with a change in processing over time 27. This suggests that the sharpness of time-averaged 199 

images can be influenced by changes in the temporal structure of the stimulation.  200 
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 201 

Fig.3. Effect of temporal blurring on perceived sharpness. Box plot diagram showing the level of 202 

sharpness of time-averaged aberrations for various temporal positions of the interpolated blurs 203 

∆𝑡1, ∆𝑡2, and ∆𝑡3. The baseline of 0% corresponds to the point of equality of sharpness between 204 

the static and dynamic sequences. Positive values correspond to a static image sharper than the 205 

dynamic image. The whiskers show the minimum and maximum sharpness change across 206 

subjects. The red dot indicates the mean values; the short line in boxes is the median value across 207 

subjects. 208 

 209 
 210 
2.4 Discrimination task with interpolated blurs. 211 

To discriminate whether the dynamic and static face sequences generate the same perception, 212 

subjects were randomly presented pair of stimuli sequence with either same or different face 213 

expressions. Visual performance was quantified by the percent of correct responses to similar 214 

pairs of faces (true-positive fraction) and incorrect response to dissimilar pairs of faces (false-215 

positive fraction). Our results demonstrated the effect of interpolated blurs on discrimination 216 

performance for different time-averaged aberrations (Fig. 4), reflecting subjects may use different 217 

temporal cues to compare facial expression. Despite these individual variations, it emerged that 218 
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interpolated blurs tended to cluster around different time-averaged aberrations: Clustered around 219 

the time-averaged diffraction-limited image were the most predominant among subjects, as 220 

present for all the subjects except subject S2. Clustered around other time-averaged aberrated 221 

image were also present with cluster around the time-averaged native aberration for S2 and S5 222 

and the time-averaged spherical aberration for subject S5. It also appeared that for all the subjects 223 

except S1, the time-averaged diffraction-limited image resulted in higher true positive response 224 

(sensitivity), as compared to the time-averaged aberrated image. Overall, this suggest that 225 

discrimination performance is modulated by the time-averaged aberration with an advantage of 226 

the time-averaged diffraction-limited image under temporal blurring. 227 

 228 

Fig.4. Effect of interpolated blurs on discrimination performance. Probability of true positive 229 

response versus false positive responses obtained for three spatial symmetries (open square 230 

symbol) and three temporal onsets (filled square symbol) of the interpolated blurs for five different 231 

subjects. Each ellipse corresponds to the receiver operating characteristic (ROC) value of a 232 

different time-averaged aberrations, including 𝑆𝐴𝑎𝑣𝑔  (in green), 𝑁𝐴𝑎𝑣𝑔  (in blue), and 𝐷𝐿𝑎𝑣𝑔  (in 233 

red). Ellipses are centered on mean values, the width and height correspond to error bar of +/-1 234 

standard error. 235 

 236 
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3. Discussion 237 

The oculomotor dynamics causes temporal changes that remodel the spatial blur set by the 238 

ophthalmic optics. Although the temporal changes could alter the neural image produced by a 239 

time-varying neural filter, the impact of interpolated blur has not been elucidated. In this context, 240 

we implemented the adaptive optics to simulate controlled-optical perturbation and test the 241 

resulting effects on perception with and without ocular aberrations. It emerged that interpolated 242 

blur, even at the early start of a stimulus, modulate the perception of spatial blur, suggesting that 243 

the information processed over time matters in the visual effect of ocular aberrations. Furthermore, 244 

ocular aberrations appeared to modulate the effects of temporal blurring. In sum, the current study 245 

demonstrate that visual sensitivity is pertaining to the control of both spatial and temporal blurs. 246 

The neural response to interpolated and spatial blurs will be investigated along with the 247 

uncovering of the development of ocular aberrations  248 

 249 

Processing of information is made of several temporal phases along which neurons are differently 250 

sensitive to the visual properties of the stimulus 28-33. The inability to process a given temporal 251 

information leads to inefficiencies in the visual rendering process, holding the promise to 252 

overcome the instability of the oculomotor responses and variability of the retinal stimulus. The 253 

impact of the optical perturbation on processing relies on the observer’s capability to effectively 254 

process the temporal information introduced by the interpolated blur. Although few studies used 255 

pixel noise to determine the information used by observer 34-36, a lingering question remains on 256 

how the observer strategy of processing is modeled by the image quality set by their own ocular 257 

aberrations and eye dynamics. The use of optical perturbation controlling the contrast or/and 258 

phase of the transfer function provides a new tool to elucidate the blur computed by the visual 259 

system.  260 
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In this study, using a rather localized optical perturbation, we found that, for all the ocular 261 

aberrations simulated, interpolated blurs modulate the perception of spatial blur even at the early 262 

onset of the target stimulation (Fig. 2-4). Interpolated blurs could differentially modify perception 263 

(Fig. 2), producing the enhanced image interpretation (Fig. 3) but the reduced visual performance 264 

(Fig. 4) in contrast to the influences from the static spatial blur. The degrading impact of 265 

interpolated blur on visual performance stress the importance for the visual system, as well as 266 

visual enhancement aids, of minimizing temporal blurring and not just maximize the retinal image 267 

quality. An intriguing finding is that temporal modulation in perception strongly depend on the 268 

spatial blur. In general, diffraction-limited images reduced the effects of temporal blurring (Fig. 2-269 

4), as compared with the time-averaged aberrated targets. Consonant with a spatial resolution 270 

benefit of correcting ocular aberration 10-12, this finding suggests an advantage to correct the 271 

ocular aberrations in individuals, minimizing the instability of the oculomotor response leading to 272 

interpolated blurs. Overall, this suggests a potential role of ocular aberration in the balance 273 

between spatial and temporal aspect of visual processes, such as resolution. The use of 274 

same/similar images can cause a repeated pattern of stimulation under stabilization of the optical 275 

images forming onto the retina. While the repetition of stimuli is likely to affect the observer’s 276 

attention to details and adaptively change temporal processing, whether, and to what extent, this 277 

adaptability of processing is constrained by an individual idiosyncratic strategy and ocular 278 

aberrations remains to be determined. The ability to adapt the perturbation caused by temporal 279 

variation may have relevance for the development of training visual test aimed at reallocating the 280 

processing resources involved in temporal and spatial resolution. Given the various experimental 281 

constraints involved in psychophysical testing with adaptive optics simulator, we limited the 282 

sample size in the study in order to assess the potential effect of interpolated blur on processing.  283 

Although our results demonstrate a consistent effect of the interpolated blurs with ocular 284 

aberrations, a larger sample size study will be required to fully elucidate how the dynamic 285 
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properties of blur are computed by the visual system when the temporal instabilities of the 286 

stimulation are present. 287 

 288 

4. Methods 289 

4.1 Subjects 290 

A total of ten subjects (aged 30 ± 10 years old, 8 males and 2 females) from the Lab participated 291 

in the study. Each subject was free from ocular pathology and had no history of ocular surgery. 292 

Each subject gave informed consent after the protocol and possible consequences were 293 

explained to them. The research was approved by the National University of Ireland, Galway, 294 

Ethics Committee and followed the tenets of the Declaration of Helsinki. All the information was 295 

coded and strictly confidential. 296 

4.2 Apparatus & stimuli 297 

Measurements were performed in a dark room using a compact custom-built adaptive optics 298 

vision simulator (Fig. 5) 37. The visual simulator was inspired by a previous version used for 299 

simulating the effect of higher-order aberrations 38-39 .  300 

 301 
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 302 

Fig. 5 Schematic diagram of the adaptive optics system used. The infrared light (836 nm+/-40 nm, 303 

in red) was used for measuring the wavefront aberration and driving the deformable mirror, in 304 

contrast to the visual experimental path in green. The overlapping of measuring and visual paths 305 

was indicated in blue. The dynamic and static face sequence were computer-generated and 306 

digitally rendered via the microdisplay while the deformable mirror corrected the ocular 307 

aberrations of the subject measured in real-time via the Hartmann-Shack. DM, deformable mirror; 308 

HS, Hartmann-Shack; SLD, super-luminescent source; CCD, charged-coupled device camera; 309 

AP, artificial pupil; IF, interference filter, P & R, pupil and retinal conjugates.  310 

 311 

The visual simulator consists of an illumination arm, a pupil monitoring branch, a wavefront 312 

sensing and correction, and a visual branch. The illumination arm projected an infrared 313 

illumination beacon (836 nm) from a superluminescent diode (Superlum, Ireland) onto the cornea. 314 

Light focusing onto the retina was then directed onto the wavefront sensing arm, which conjugates 315 

the pupil of the eye with a Hartmann-Shack wavefront sensor (HASO 32, Imagine Eyes, France), 316 

an electromagnetic deformable mirror (MIRAO 52e, Imagine Eyes, France), a pupil camera and 317 
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a retinal camera. Throughout the tests, the pupil camera was used to stabilize the subject’s 318 

position, which was controlled via a chinrest fixed onto a 3-D translation stage. Once ocular 319 

aberrations were measured by the Hartmann-Shack wavefront sensor, defocus was corrected by 320 

a Badal optometer and the subject’s natural ocular aberrations (at the exception of tip and tilt) 321 

were corrected in a closed-loop adaptive operation using the deformable mirror. A typical closed-322 

loop correction provided a correction down to a level of about 0.1μm root-mean-square (RMS) 323 

wavefront errors over a pupil of 5mm diameter, at a frame rate of about 15 Hz. The adaptive 324 

correction enables to emulate the effect of higher-order aberration on high-resolution images via 325 

the use of a large pupil. During the adaptive optics correction, visual stimuli were produced on a 326 

compact OLED microdisplay (600 x 800 pixels, eMagin) and filtered using an interference filter 327 

(wavelength: 550 nm ± 50 nm) so as to prevent chromatic aberrations. To limit the non-common 328 

path aberrations, the monochromatic stimuli were projected to the retina through the visual branch 329 

using two optical elements only, including a lens and a beam-splitter. Stimuli were seen at optical 330 

infinity through a circular artificial pupil (diameter: 5mm), conjugated to the eye pupil. The visual 331 

stimuli were generated using PsychoToolbox routines in MATLAB software 40.  332 

4.3 Spatial Stimuli  333 

A high contrast human face was chosen as the visual stimulus in reason of the high level of 334 

cognitive processing involved in the analysis of human faces 41-43, making it relevant to study 335 

temporal processes spanning over the scale of hundreds of milliseconds. It is also one of the most 336 

common social stimuli, and its broad spatial frequency composition 44 is of relevance to 337 

understanding the way information is processed for complex images (e.g., with a wide range of 338 

spatial frequencies and orientations) present in the real-world stimulation. The photo of human 339 

face was utilized to create dynamic and static image sequences, with the same time-averaged 340 

optical transfer function for the two sequences. The stimulus of each image sequence was 341 
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presented at optical infinity and subtended about 40 arcmin onto the retina, respectively. The view 342 

of face results in a long-lasting response of event-related brain potentials (with a late negativity 343 

peak decaying above a latency of 350ms  45). The total number of each image sequence was set 344 

to fifteen frames to allow sufficient time exposure for fully processing the details of the image. The 345 

time-averaged stimulus was graphically generated by convolution of the original image with a 346 

point spread function for the 5mm pupil diameter, given the monochromatic light source with a 347 

wavelength of 550 nm. Given that the range of spatiotemporal blur manipulation using adaptive 348 

element remains restricted, this method provided the most optimal solution to present images 349 

having a spatiotemporally varying blur structure. 350 

 351 

4.4 Interpolated blur  352 

The interpolation produced optical perturbation between consecutive frames at a given time 𝑡𝑖. 353 

The optical perturbation ∆𝑛(𝑓𝑥, 𝑓𝑦)𝑡𝑖 was computed in the optical transfer function of the time-354 

averaged blurred image 𝑂𝑇𝐹𝑎𝑣𝑔(𝑓𝑥, 𝑓𝑦), as follows:  355 

∆𝑛(𝑓𝑥, 𝑓𝑦)
𝑡𝑖 = 𝑂𝑇𝐹𝑡𝑒𝑚𝑝(𝑓𝑥, 𝑓𝑦) − 𝑂𝑇𝐹𝑎𝑣𝑔(𝑓𝑥, 𝑓𝑦), (Equation 1) 356 

where 𝑂𝑇𝐹𝑡𝑒𝑚𝑝(𝑓𝑥, 𝑓𝑦) is the OTF of the interpolated blurred image at the given time ∆𝑡𝑖. Both 357 

rotational and directional interpolated blurs were simulated (Fig. 1). In the simulation, rotational 358 

interpolated blurs were obtained from Zernike defocus (𝑍2
0) , whereas directional blurs were 359 

obtained from Zernike astigmatism (𝑍2
2/𝑍2

−2) and Zernike trefoil (𝑍3
3/𝑍3

−3).  360 

The OTF of the interpolated blurred image was computed as:  361 

𝑂𝑇𝐹𝑡𝑒𝑚𝑝 = 𝑀𝑇𝐹 × 𝑒𝑥𝑝 (𝑖 × 𝑃𝑇𝐹𝑡𝑒𝑚𝑝),  (Equation 2) 362 

with the phase transfer function of the 𝑂𝑇𝐹𝑡𝑒𝑚𝑝: 363 

𝑃𝑇𝐹𝑡𝑒𝑚𝑝 = (𝐼𝑚(𝑂𝑇𝐹)/𝑅𝑒(𝑂𝑇𝐹) ,  (Equation 3) 364 

and the modulation transfer function (MTF) of the time-averaged or the temporal blur. 365 
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𝑀𝑇𝐹 = √(𝑅𝑒(𝑂𝑇𝐹)2 + 𝐼𝑚(𝑂𝑇𝐹)2 ).  (Equation 4) 366 

To warranty the dynamic sequence sharing the same average OTF over time with static sequence, 367 

we compensated the spatial perturbation using a demodulation ∆𝑛′(𝑓𝑥, 𝑓𝑦) = −𝐶 × ∆𝑛(𝑓𝑥 , 𝑓𝑦) in 368 

each frame of the three remaining temporal phases (Fig. 1), where the constant  369 

𝐶 =  
𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑓𝑟𝑎𝑚𝑒 𝑜𝑓 𝑡ℎ𝑒 𝑖𝑛𝑡𝑒𝑟𝑝𝑜𝑙𝑎𝑡𝑒𝑑 𝑏𝑙𝑢𝑟

(𝑡𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑓𝑟𝑎𝑚𝑒−𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑓𝑟𝑎𝑚𝑒 𝑜𝑓 𝑡ℎ𝑒 𝑖𝑛𝑡𝑒𝑟𝑝𝑜𝑙𝑎𝑡𝑒𝑑 𝑏𝑙𝑢𝑟)
= 0.3636, (Equation 5) 370 

In contrast to other frames, the interpolated frame carried more aberration. Various strategies are 371 

possible for the perturbation proposed. Given the temporal resolution of the visual system, a 372 

restricted number of frames was necessary to make the target and optical perturbation perceived 373 

as part of the same unitary pattern, and therefore prevent the observer to disentangle the 374 

perturbation from the actual target. To provide sufficient sensitivity to the temporal information, 375 

we chose four frames with the temporal frequency of 7.5 Hz of the interpolated blur 25. 376 

 377 
4.5  Psychophysical procedure:  378 

4.5.1 perceptual transformation in response to temporal blurs.  379 

Eight participants were selected to report the influence of an optical perturbation ∆𝑛(𝑓𝑥, 𝑓𝑦)𝑡1 380 

introduced at the early onset of the image ∆𝑡1 on the transformation of time-averaged blurred 381 

images (  𝐷𝐿𝑎𝑣𝑔 , 𝐶𝑂𝑀𝑎𝑣𝑔 , 𝑁𝐴𝑎𝑣𝑔 , 𝐴𝑆𝑇𝑎𝑣𝑔 , 𝑆𝐴𝑎𝑣𝑔) . We anticipated that the early perturbation 382 

would be more difficult to disentangle from the actual target, and thus lead to a stronger disruption 383 

of processing, in accordance with the larger impact observed for early variation occurring near 384 

the onset of a target, as compared to late ones 20. In this context, we chose an early temporal 385 

onset of the temporal blur to maximize the effect of the optical perturbation. For each pair of face 386 

stimuli, subjects were asked to report by pressing a keyboard button until a first change was 387 

observed in the sequence. After each button press, a new dynamic image sequence was 388 

displayed in comparison with the static blurred image, used as a reference. To determine the 389 

optical perturbation threshold for which the time-averaged image appear to change, subjects were 390 
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allowed to modulate the magnitude of the optical perturbation of the dynamic sequence back and 391 

forth before reporting a response via a press button. After the determination of the first image 392 

transformation, subjects were instructed to increase the magnitude of the interpolated blur again 393 

until they could perceive a new change in the perceived image, and so on. 394 

 395 

4.5.2  Subjective perceived sharpness with interpolated blurs.  396 

Four participants were selected to report the influence of the temporal position of the optical 397 

perturbation on subjective perceived sharpness of time-averaged blurred images ( 𝐷𝐿𝑎𝑣𝑔, 𝑁𝐴𝑎𝑣𝑔 , 398 

𝐴𝑆𝑇𝑎𝑣𝑔) . For each time-averaged aberration, 200 trials were performed within a single run, where 399 

three interpolated blurs were randomly tested: the optical perturbation  ∆𝑛(𝑓𝑥, 𝑓𝑦)𝑡1 introduced at 400 

the early onset of the image ∆𝑡1, ∆𝑛(𝑓𝑥, 𝑓𝑦)𝑡2 introduced at the middle onset of the image ∆𝑡2, 401 

and ∆𝑛(𝑓𝑥, 𝑓𝑦)𝑡3 introduced at the late onset of the image ∆𝑡3. This temporal partition intended to 402 

compare the effect of the early optical perturbation at ∆𝑡1, occurring in the first millisecond of the 403 

stimulus onset (i.e., <133 ms), from the later optical perturbation  ∆𝑡2 and ∆𝑡3, expected to affect 404 

neural filtering at a later attentive stage 46.  Note that the optical perturbation was not introduced 405 

in the ∆t4 period corresponding to a late attentive stage to prevent the observer to disentangle the 406 

optical perturbation from the actual target. All the temporal position of the optical perturbation 407 

were randomly distributed during a run over 200 trials.  Using a two-alternative forced-choice task 408 

procedure, the subject’s task was instructed to compare the dynamic and the static face sequence 409 

by reporting the sharper image for each ocular aberration.  410 

 411 
4.5.3 Discrimination task with interpolated blurs.  412 

Five participants were selected to report the influence of the temporal position and spatial pattern 413 

of the optical perturbation on visual performance of time-averaged blurred images ( 𝐷𝐿𝑎𝑣𝑔, 𝑁𝐴𝑎𝑣𝑔 , 414 

𝐴𝑆𝑇𝑎𝑣𝑔). For each time-averaged blurred images, 150 trials were presented in a single run: in half 415 

of the trial, the subjects were presented the same static face sequence and, in the other half, two 416 



20 

 

distinct versions of the original face were generated for the static and dynamic sequence, so that 417 

the face exhibit a distinct expression. As in the second experiment, three distinct temporal onsets 418 

of the spatial perturbation (∆𝑛(𝑓𝑥, 𝑓𝑦)𝑡1, ∆𝑛(𝑓𝑥, 𝑓𝑦)𝑡2 , ∆𝑛(𝑓𝑥, 𝑓𝑦)𝑡3) were randomly tested. For 419 

each temporal pattern, three distinct interpolated blurs were presented, derived from Zernike 420 

defocus, Zernike astigmatism and Zernike trefoil. In a two-alternative forced-choice task, the 421 

subject was asked to discriminate whether the dynamic and the static face sequence were having 422 

the same expression or not. For each spatial symmetry and time positions of the optical 423 

perturbation, visual performance was quantified by the percent of correct responses to similar 424 

pairs of faces and incorrect response to dissimilar pairs of faces, i.e. the percent of true-positive 425 

responses and false-positive responses. Measurements were then analyzed based on the 426 

receiver operating characteristic (ROC) (Fig. 4) 47. For each viewing condition, a ROC value was 427 

obtained, which represented the true-positive fraction (sensitivity) versus false-positive fraction 428 

(specificity). The characteristic of the subject’s temporal response is given by the trade-off 429 

between sensitivity and specificity under a given blur.  430 
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