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Abstract—The huge amount of data produced in the 6G
networks not only brings new challenges to the reliability and
efficiency of mobile devices but also drives rapid development
of new storage techniques. With the benefits of fast access speed
and high reliability, NAND flash memory has become a promising
storage solution for the 6G networks. In this paper, we investi-
gate a protograph-coded bit-interleaved coded modulation with
iterative detection and decoding (BICM-ID) utilizing irregular
mapping (IM) in the NAND flash-memory systems. First, we
propose an enhanced protograph-based extrinsic information
transfer (EPEXIT) algorithm to facilitate the analysis of pro-
tograph codes in the IM-BICM-ID systems. With the use of
EPEXIT algorithm, a simple design method is conceived for
the construction of a family of high-rate protograph codes,
called irregular-mapped accumulate-repeat-accumulate (IMARA)
codes, which possess excellent decoding thresholds and linear-
minimum-distance-growth property. Furthermore, motivated by
the voltage-region iterative gain characteristics of IM-BICM-ID
systems, a novel read-voltage optimization scheme is developed
to acquire accurate read-voltage levels, thus minimizing the
decoding thresholds (in dB) of protograph codes. Analyses and
simulations indicate that the proposed IMARA-aided IM-BICM-
ID scheme and read-voltage optimization scheme remarkably
improve the convergence and decoding performance of flash-
memory systems. Thus, the proposed protograph-coded IM-
BICM-ID can be viewed as a reliable and efficient storage
solution for the new-generation mobile networks, such as Internet
of Vehicles.

Index Terms—6G networks, Internet of Vehicles, bit-
interleaved coded modulation (BICM), irregular mapping (IM),
massive data storage, protograph LDPC codes.

I. INTRODUCTION

The 6G networks are expected to support three generic
services, i.e., enhanced mobile broadband (eMBB), ultra-
reliable low latency communication (URLLC), and massive
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machine-type communication (mMTC), which aim to provide
high data rate, ultra-low latency, high reliability and massive
connectivity [1]. To meet these requirements, a variety of
leading-edge technologies, such as artificial intelligence (AI)
and big-data analytics, have been applied in the design of 6G
networks to optimize their performance in terms of error rate
and spectral efficiency. With the evolution of 6G technology
as well as the emergence of data-driven usage scenarios (e.g.,
autonomous vehicles), a huge amount of data is produced [2].
As such, it is indispensable to devise high-performance data-
storage devices to reliably and efficiently store the massive
volumes of data generated in 6G mobile networks [3], [4].
However, the conventional data-storage techniques, such as
magnetic hard-disk drives (HDDs) and compact discs (CDs),
have become incapable of satisfying the fast-access-speed and
high-reliability requirement of the 6G-and-beyond networks.
With the advantages of large storage capacity, high read-and-
write speed, low power consumption and high reliability, the
NAND-flash-memory-based solid-state drives (SSDs) [5] have
appeared to be a competitive and promising alternative for the
6G-enabled vehicular networks.

In fact, the NAND flash memory has been recognized as an
efficient storage medium, which can be utilized in a myriad
of wireless communication systems [6], [7]. Using the multi-
level-cell (MLC) technique [8], [9], the flash memory can
store two bits in each cell, which leads to a significant growth
in storage density and capacity. However, due to the scaling
down of flash memory device, the flash memory is prone to
suffer from severer noises, which deteriorate the reliability
of flash memory. In particular, the repeated program-and-
erase (PE) cycles induce severe voltage level distortions and
thus result in high raw bit-error rate (BER). To ensure the
data reliability of the flash memory, error correction codes
(ECCs) have been used to compensate the high raw BER
[10]. Unfortunately, the conventional ECCs, such as Bose-
Chaudhuri-Hocquenghem [11], can no longer meet the high-
reliability requirement of ultra-high-density flash memory.
As a remedy, low-density parity-check (LDPC) codes have
appeared to be a more promising types of ECCs for flash
memory [12]–[15]. In particular, LDPC codes can be decoded
by iterative belief-propagation (BP) algorithm [16], in which
the log-likelihood-ratios (LLRs) are iteratively exchanged be-
tween the variable nodes (VNs) and check nodes (CNs) to
achieve excellent decoding performance. For this reason, the
flash memory requires fine-grained memory-sensing precision
to acquire accurate LLR information so as to improve the
decoding performance.

Due to the self-interleaving feature of LDPC codes, an MLC
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flash-memory system with LDPC codes can be considered
as a bit-interleaved coded modulation (BICM) system [17]
with 4-pulse-amplitude modulation (4PAM), which is widely
applied to many wireless communication applications. Since
the Gray mapping can achieve the largest BICM capacity, the
flash memory generally applies the Gray mapping to minimize
its error probability. As an evolution of BICM, BICM with it-
erative detection (or demodulation) and decoding (i.e., BICM-
ID), in which extrinsic-information iterations are performed
between the detector and decoder, has been introduced in
[18]. Benefiting from the iterative process, a large gain can
be achieved to significantly enhance the system performance.
Therefore, the ID architecture has been introduced into the
flash-memory systems [13], [19]. In these BICM-ID flash-
memory systems, however, the Gray mapping cannot attain
any performance gain. Consequently, anti-Gray mapping has
been considered as a preferable choice in such scenarios [19].

As a class of powerful ECCs, LDPC codes have been
extensively applied in a variety of storage and communica-
tion systems. Protograph codes [20], [21], i.e., a subclass
of LDPC codes, benefit from simple structures and desirable
performance. Particularly, the accumulate-repeat-by-4-jagged-
accumulate (AR4JA) code [22] is a typical type of protograph
code that enjoys the excellent error performance over additive
white Gaussian noise (AWGN) channels. The authors in
[13] have employed the asymmetric density evolution (DE)
to design the LDPC codes in the BICM-ID three-level-cell
(TLC) flash-memory systems. To adapt to the variation of
PE cycles, the authors in [23] have designed the rate-adaptive
protograph LDPC (RAP-LDPC) codes for MLC flash-memory
systems without ID architecture. Recently, the authors in [19]
have developed a voltage-sensing protograph-based extrinsic
information transfer (VS-PEXIT) algorithm to optimize the
protograph codes in the BICM-ID flash-memory systems.

To achieve excellent decoding performance of BICM-ID
systems, a sufficiently large number of iterations are required,
which heavily increase the computational complexity and de-
coding latency of the receiver. In particular, for flash-memory
systems, the total read latency is composed of firmware pro-
cessing, memory-sensing latency and flash-to-controller data
transfer latency, where the decoding latency is included [24],
[25]. Thus, the application of BICM-ID would increase the
total read latency and consequently deteriorate the system per-
formance. To overcome this disadvantage, irregular mapping
(IM) has been developed to accelerate the convergence of
BICM-ID systems [26]–[29], in which different mappings are
used within a codeword. Compared with the regular mapping,
IM can provide additional convergence improvement and more
flexible design for BICM-ID systems. In [27], the authors have
adopted two different mappings within the same codeword
and found a proper mixing ratio through simulations. Also,
an IM design method has been presented in [28], where a
new mapping is searched via modified adaptive binary switch
algorithm (ABSA) given a pre-fix mapping, a channel code
and a mixing ratio. The authors in [29] have optimized the
mixing ratio of two mappings by maximizing the extrinsic
mutual information (MI). Nonetheless, the above mentioned
works only focus on the design of IM for BICM-ID systems

over AWGN and fading channels. As far as we know, few
studies have touched upon the analysis and protograph-code
design for BICM-ID with IM in MLC flash-memory systems.

The performance of detection is another important issue to
determine the reliability of MLC flash-memory systems. To
fully benefit from the LDPC decoder at the receiver, it is
desirable to acquire the initial channel LLR information as
accurate as possible. Consequently, some read-voltage opti-
mization schemes have been proposed to obtain more accurate
LLR information for MLC flash-memory systems [12], [24],
[30], in which the ID framework was not considered. In
particular, a more precise read-voltage optimization scheme
has been provided in [30], which selects the read-voltage levels
by maximizing the MI (MMI) between the input and output
of a flash-memory channel. Furthermore, a voltage-entropy-
based read-voltage optimization scheme has been proposed to
minimize the channel error probability in [24]. In this read-
voltage optimization scheme, the width of erasure regions
is selected through various simulations, and it dramatically
increases the system complexity. However, how to optimize
the read voltages by considering the features of the BICM-ID
and IM in MLC flash-memory systems has not been reported
in the open literature.

In this paper, we investigate the performance of the
protograph-coded IM-BICM-ID in the MLC flash-memory
systems. In the IM-BICM-ID systems, we propose to em-
ploy two fix mappings, namely Gray mapping and anti-Gray
mapping, within a codeword. To facilitate the analysis of
protograph codes, an enhanced PEXIT (EPEXIT) algorithm is
developed, which considers the ID architecture, IM and vari-
ation of threshold voltages. Based on the EPEXIT algorithm,
we put forward a novel design approach for the construction
of a family of high-rate protograph codes, called irregular-
mapped accumulate-repeat-accumulate (IMARA) codes. The
proposed rate-0.9 IMARA code can not only possess the
linear-minimum-distance-growth property, but also benefit
from a desirable decoding threshold, which has only a 0.182-
dB gap to the capacity limit of an IM-BICM-ID flash-memory
channel. In addition, in the proposed IM-BICM-ID systems,
one can observe that the MI of the coded bits located in
the overlapped region between two adjacent symbols with
the largest Hamming distance (i.e., dHam = 2, referred
to as dominant-gain region) can significantly increase after
performing the outer iterations, while those located in other
regions cannot do so. Inspired by the above voltage-region
iterative gain characteristics, an EPEXIT-aided read-voltage
optimization scheme is introduced to minimize the decoding
thresholds of protograph codes. Through simulations, it is
shown that the IMARA-based IM-BICM-ID scheme stands
out as a superior signal processing framework compared with
the conventional BICM-ID and IM-BICM-ID schemes over
MLC flash-memory channels in terms of error performance
and decoding latency. Besides, it is demonstrated that the
proposed read-voltage optimization scheme can not only boost
the decoding performance of IM-BICM-ID systems, but also
further reduce the decoding latency over MLC flash-memory
channels with respect to the state-of-the-art read-voltage opti-
mization schemes.
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Fig. 1. Block diagram of a protograph-coded IM-BICM-ID MLC flash-
memory system.

Thanks to the aforementioned advantages, the proposed
protograph-based IM coded-modulation storage scheme appear
to be a prospective storage framework for the 6G-enabled mo-
bile communication applications, such as Internet of Vehicles.

II. SYSTEM MODEL AND PRELIMINARIES

A. Transmitter

The block diagram of a protograph-coded IM-BICM-ID
MLC flash-memory system is shown in Fig. 1, where D
different types of signal constellations χd and mappings µd

(d = 1, 2, . . . , D) are adopted within a codeword. Suppose that
a protograph has P VNs vj (j = 1, 2, . . . , P ). A protograph
LDPC code can be derived through a “copy-and-permute”
operation. The protograph encoder encodes a information-bit
sequence s into a codeword c (i.e., coded-bit sequence) of
length n, where n = lP and l is the lifting factor of a proto-
graph code. As can be seen in Fig. 2, due to the structure of a
protograph code [20], the coded-bit sequence c can be grouped
into P blocks V̂1, V̂2, . . . , V̂P , and each block V̂j comprises the
l copies of vj . Assuming that D different types of mappings
are employed in an IM-BICM-ID system, one can divide each
block V̂j into D sub-blocks {V̂j,d : d = 1, 2, . . . , D}. The
length of V̂j,d equals αdl (j = 1, 2, . . . , P ; d = 1, 2, . . . , D),
where αd ∈ (0, 1) and

∑D
d=1 αd = 1. As a result, the

coded-bit sequence c = (V̂1, V̂2, . . . , V̂P ) can be expressed
as c = (V̂1,1, V̂1,2, . . . , V̂1,D; . . . ; V̂P,1, V̂P,2, . . . , V̂P,D).

The principle of bit interleaving process is illustrated in
Fig. 2.1 After being processed by the interleaver Π, the
interleaved coded-bit sub-sequence cd of length αdlP = αdn
is produced. To be specific, the interleaved coded-bit sub-
sequence cd consists of the sub-blocks V̂1,d, V̂2,d, . . . , V̂P,d,
i.e., cd = (V̂1,d, V̂2,d, . . . , V̂P,d). Therefore, the interleaved
coded-bit sequence ĉ = (c1, c2, . . . , cD) consisting of D
interleaved coded-bit sub-sequences can be represented as
ĉ = (V̂1,1, V̂2,1, . . . , V̂P,1; . . . ; V̂1,D, V̂2,D, . . . , V̂P,D).

Afterwards, the interleaved coded-bit sub-sequence cd =
(cd,1, cd,2, . . . , cd,αdn) is reshaped into another sub-sequence
c′d = (c′d,1, c

′
d,2, . . . , c

′
d,αdm

). Especially, c′d is composed of
αdm k-arrays, where c′d,p (p = 1, 2, . . . , αdm) represents
a k-array containing k = n/m bits. Then, a modulated

1Although LDPC codes possess an intrinsic interleaving feature, we still
need an extra interleaver to re-assign the coded-bit sequence c into D sub-
sequences for modulation, where each sub-sequence is modulated by using
a unique mapping. In particular, a carefully-designed interleaver can help to
improve the error correction performance for the MLC flash-memory IM-
BICM-ID system.
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Fig. 2. Illustration of the bit interleaving process in an IM-BICM-ID system.

symbol sub-sequence xd can be generated based on the sub-
sequence c′d, where xd = (xd,1, xd,2, . . . , xd,αdm) and the p-
th modulated symbol xd,p is selected from a 2k-ary signal
constellation χd. Here, let bt(xd,p) (t = 1, 2, . . . , k) denote
the t-th bit of the label of xd,p and c′td,p denote the t-th bit in
c′d,p.

B. Flash-Memory Channel Model

This paper considers an MLC flash-memory channel model
including the random telegraph noise, programming noise,
data retention noise and cell-to-cell interference [24], [25],
[31], which can be formulated as:

Vth = vw + nu + np + nw + nr + nc, (1)

where Vth is the threshold voltage of a memory cell and vw is
the write-voltage level; nu and np represent the incremental
step pulse programming (ISPP) noise and programming noise,
respectively; nw is the random telegraph noise, which is
related to the repeated PE cycles; nr is the data retention
noise caused by charge leakage over retention time after
flash memory cells are programmed, which is related to the
retention time and number of PE cycles; nc is the cell-
to-cell interference, which can be alleviated by conducting
post-compensation and pre-distortion techniques [24], [31].
According to [24], [25], [31], the four write-voltage levels
are assumed as {1.4V, 2.6V, 3.2V, 3.93V} and the ISPP size
is assumed as 0.3V in this paper. The standard deviation of
programming noise is set to 0.05, which remains unchanged
throughout the lifetime of flash memory. The parameters
of remaining noises in the flash-memory systems are set
according to [24]. Additionally, the pre-distortion technique
can be used to mitigate the effect of cell-to-cell interference.

Fig. 3 shows threshold-voltage distributions of an MLC flash
memory employing Gray mapping and anti-Gray mapping.
The four threshold-voltage levels S1, S2, S3 and S4 correspond
to the data symbols ‘11’, ‘10’, ‘00’ and ‘01’ for Gray mapping,
respectively, while for anti-Gray mapping, the four threshold-
voltage levels represent the data symbols ‘11’, ‘10’, ‘01’ and
‘00’, respectively. To obtain accurate LLR information for
the protograph decoder, multiple memory-sensing operations
should be performed. For instance, the read-voltage levels can
be obtained by maximizing the MI (MMI) between the input
and output of the flash-memory channel [30].

Fig. 3 presents an MLC flash memory using 6 read voltages,
in which the vertical dashed-lines (i.e. R1 to R6) denote the
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Fig. 3. Threshold-voltage distributions of an MLC flash memory employing
Gray mapping and anti-Gray mapping.

read-voltage levels. With 6 read-voltage levels obtained via
MMI technique [30], the MLC flash-memory channel can be
modeled as a 4-input 7-output discrete memoryless channel
(DMC) [30],2 where its input X ∈ {00, 01, 10, 11} and
output Y ∈ {00, 01, 10, 11, e1, e2, e3} (e1, e2, e3 denote the
symbols in three distinct erasure regions E1, E2, E3, respec-
tively). Therefore, for a quantized IM-BICM-ID flash-memory
channel using six read voltages, its capacity can be computed
as (2), where Pur represents the channel transfer probability
of an equivalent DMC, i.e., P (Yr|Xu) (r = 1, 2, . . . , 7;
u = 1, 2, 3, 4), which is expressed by

P (Yr|Xu) =

∫ Rr

Rr−1

fSu
(Vth)dVth. (3)

Here, Rr is the read-voltage level, R0 = −∞, R7 = ∞,
and fSu(Vth) is the probability density function (PDF) of the
threshold-voltage level Su [24].

C. Receiver

At the receiver, the iterative detection and decoding are per-
formed. We define the inner iterations as the iterations within
the protograph decoder (i.e., between the VNs and CNs), and
define the outer iterations as the iterations between the detector
and decoder. The LLR sequences for the outer iteration are
defined as follows: {LE,det} represents the extrinsic LLR
sequence of the detector, which consists of D sub-sequences,
i.e., {LE,det} = ({L1

E,det}, {L2
E,det}, . . . , {LD

E,det}), where
{Ld

E,det} contains P blocks (d = 1, 2, . . . , D); {LA,det}
represents the a priori LLR sequence of the detector,
which consists of D sub-sequences, i.e., {LA,det} =
({L1

A,det}, {L2
A,det}, . . . , {LD

A,det}), where {Ld
A,det} contains

2Since the cell-to-cell interference can be compensated by using post-
compensation or pre-distortion techniques, the flash-memory channel can be
regarded as a memoryless channel [24], [30], [31].

P blocks; {LE,dec} and {LA,dec} are the extrinsic LLR se-
quence and a priori LLR sequence of the decoder, respectively.

As is shown in Fig. 1, the detector utilizes the stored
symbol sub-sequence yd = (yd,1, yd,2, . . . , yd,αdm) and its a
priori LLR sub-sequence {Ld

A,det} (d = 1, 2, . . . , D) fed back
from the decoder to evaluate the extrinsic LLR sub-sequence
{Ld

E,det}, which can be given by

Ld
E,det(c

′t
d,p) = ln

∑
xd,p∈χt

d,0

Pd,p exp

 k∑
q=1,q ̸=t

bq(xd,p)=0

Ld
A,det(c

′q
d,p)


∑

xd,p∈χt
d,1

Pd,p exp

 k∑
q=1,q ̸=t

bq(xd,p)=0

Ld
A,det(c

′q
d,p)

 ,

(4)
where Pd,p represents the channel transition probability
P (yd,p|xd,p), and χt

d,b denotes the subset of constellation χd

whose label has the value b ∈ {0, 1} in its t-th position, i.e.,
χt
d,b = {xd,p ∈ χd : bt(xd,p) = b, b ∈ {0, 1}}.
Especially, during the initialization process, the a priori

LLR sub-sequence of the detector {Ld
A,det} = {0}, the

extrinsic LLR sub-sequence of the detector {Ld
E,det} is equal

to the channel LLR sub-sequence {Ld
ch}. Subsequently, the

extrinsic LLR sequence of the detector {LE,det} is processed
by deinterleaver and sent to decoder to serve as its a priori
LLR sequence {LA,dec}. The decoder uses the a priori LLR
sequence {LA,dec} to produce its extrinsic LLR sequence
{LE,dec}. Afterwards, the extrinsic LLR sequence of the
decoder {LE,dec} is processed by an interleaver and fed back
to the detector to serve as its a priori LLR sequence {LA,det}.

III. EPEXIT ALGORITHM FOR IM-BICM-ID MLC
FLASH-MEMORY SYSTEMS

With an aim to analyzing and designing protograph codes in
the IM-BICM-ID flash-memory systems, an enhanced PEXIT
(EPEXIT) algorithm is proposed, which substantially considers
the ID architecture, IM and variation of threshold voltages.

A. Equivalent SNR for MLC Flash-Memory Channels

Based on the flash-memory channel model in [23], [24],
[31], the threshold voltages of the erased state S1 can be
accurately modeled as a Gaussian-distributed random vari-
able, while the threshold voltages of a programmed state
Su (u = 2, 3, 4) approximately follow a Gaussian distribution.
Therefore, it makes sense to define the equivalent signal-to-
noise ratio (SNR) based on Gaussian approximation in the
analysis of decoding thresholds of protograph codes in the

C =H(Y )−H(Y |X)

=H


4∑

u=1
Pu1

4
,

4∑
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Pu2

4
,

4∑
u=1

Pu3

4
,

4∑
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Pu4

4
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4∑
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4
,

4∑
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4∑
u=1

Pu7

4

− 1

4

[
4∑

u=1

H (Pu1, Pu2, Pu3, Pu4, Pu5, Pu6, Pu7)

]
,
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IM-BICM-ID systems.3 To be specific, we approximate the
threshold-voltage distribution of the programmed state Su

(u = 2, 3, 4) by using a Gaussian PDF, denoted as f̃Su(Vth),
i.e.,

f̃Su(Vth) =
1√
2πσu

exp

(
− (Vth − µu)

2

2σ2
u

)
, (5)

where µu and σ2
u are the mean and variance of the ap-

proximated threshold-voltage distribution Vth ∼ N (µu, σ
2
u),

respectively. When the number of PE cycles and the retention
time are given, µu and σ2

u can be evaluated based on the real
threshold-voltage distribution function fSu(Vth) [24], i.e.,

µu =

∫ +∞

−∞
VthfSu(Vth) dVth, (6)

σ2
u =

∫ +∞

−∞
V 2
thfSu(Vth)dVth − µ2

u. (7)

As a result, the equivalent SNR per informaiton bit, i.e.,
Eb/N0, can be defined by treating the flash-memory channel
model as a 4-PAM-aided AWGN channel model [30], [32], as

Eb

N0
=

Es

2RN0
=

4∑
u=1

wSu
µ2
u

4R
4∑

u=1
wSuσ

2
u

=

4∑
u=1

µ2
u

4R
4∑

u=1
σ2
u

, (8)

where Es/N0 is the SNR per symbol, Eb is the average energy
per information bit, N0 = 2

∑4
u=1 wSuσ

2
u is the noise power-

spectral density, R is the code rate, µ1 and σ2
1 are the mean

and variance of the voltage distribution of erased state S1,
respectively, wSu is the probability that the memory cells are
written to voltage state Su during the programming process.
The memory cells are always written to different voltage states
with equal probability, i.e., wsu = 1/4 for u = 1, 2, 3, 4.

B. Proposed EPEXIT Algorithm

A protograph with P VNs v1, v2, . . . , vP and Q CNs
c1, c2, . . . , cQ can be represented by a Q × P base matrix
B = (bi,j), in which bi,j represents the number of edges
connecting vj (j = 1, 2, . . . , Q) to ci (i = 1, 2, . . . , P ). Based
on the size of a protograph or its corresponding base matrix,
one can easily obtain the code rate as R = (P−Q)/(P−NE),
where NE is the number of punctured VNs. After an l-time
“copy-and-permute” (also known as lifting) of the base matrix
B, the parity-check matrix of a protograph code H of size
(lQ)× (lP ) can be derived. Typically, the copy-and-permute
procedure can be implemented by a modified progressive edge
growth (PEG) algorithm [33].

3The Gaussian approximation is only used in the EPEXIT analysis, while
the real threshold-voltage distributions are adopted in simulations.

EXIT algorithm is an effective tool to predict the con-
vergence behavior of iterative decoders. Especially, the con-
ventional PEXIT algorithm can be employed to predict the
asymptotic convergence performance of protograph codes in
terms of decoding thresholds [34]. However, the conventional
PEXIT algorithm only considers the binary-phase-shift-keying
(BPSK) modulation, AWGN, and the MI update between VNs
and CNs within the BP decoder, which is not suitable for
flash-memory systems with ID architecture and IM scheme.
To overcome this disadvantage, an EPEXIT algorithm, con-
sidering the iterations between the detector and decoder, IM
and variation of threshold voltages, is proposed to trace the MI
evolution not only between VNs and CNs, but also between
the detector and decoder.

The block diagram of the EPEXIT algorithm in an IM-
BICM-ID flash-memory system is illustrated in Fig. 4, where
the extrinsic MI output from the detector serves as the a
priori MI of the decoder, i.e., IE,det = IA,dec, and the
extrinsic MI output from the decoder serves as the a priori
MI of the detector, i.e., IE,dec = IA,det. It can be verified
that the extrinsic LLR sequence of the decoder {LE,dec} is
approximately subjected to a Gaussian distribution through
Monte-Carlo simulations. Therefore, the J(·) function [35]
can be utilized to calculate the extrinsic MI of the decoder
IE,dec, as

IE,dec=1−
∫ ∞

−∞

exp
(
− (z−σ2

L/2)2

2σ2
L

)
√
2πσ2

L

× log2 [1 + exp(−z)] dz,

(9)
where σL denotes the standard deviation of {LE,dec}.

Suppose that a protograph codeword c is grouped into
P blocks V̂1, V̂2, . . . , V̂P , where V̂j comprises the l copies
of vj . According to the principle of IM, the j-th block
V̂j is further divided into D sub-blocks {V̂j,d : d =
1, 2, . . . , D}. At the receiver, the LLR sequence of the de-
tector {Lϕ,det} consists of D sub-sequences, i.e., {Lϕ,det} =
({L1

ϕ,det}, {L2
ϕ,dec}, . . . , {LD

ϕ,dec}), where {Ld
ϕ,det} contains

P blocks (d = 1, 2, . . . , D), and ϕ ∈ {A,E}. The above
statement also holds for the LLR sequence of the decoder
{Lϕ,dec}. Consequently, let {Ld,j

A,det} denote the j-th block
of the a priori LLR sub-sequence of the detector {Ld

A,det},
and let {Ld,j

E,det} represent the j-th block of the extrinsic LLR
sub-sequence of the detector {Ld

E,det}, where d = 1, 2, . . . , D.
In addition, we assume that the maximum numbers of outer
iterations and inner iterations are Kout and Kin, respectively.
Based on the above foundations, the proposed EPEXIT algo-
rithm for an IM-BICM-ID flash-memory system is described
as below.

1) Initialization: Based on a given number of PE cycles and
a given retention time, 6 read-voltage levels are selected
via the MMI technique [30] to dynamically adapt to the
variation of threshold voltages in MLC flash memory.
The information bits are encoded to coded bits c and then
processed by the interleaver Π to produce the interleaved
coded-bit sequence ĉ. Then, the interleaved codeword
ĉ is transformed to a modulated symbol sequence x
and passed through the flash-memory channel. Based on
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the 6 read voltages, the stored symbol sequence y can
be promptly detected. Subsequently, the channel LLR
sequence {Lch} of ĉ, which contains D sub-sequences
{L1

ch}, {L2
ch}, . . . , {LD

ch}, is evaluated by

Ld
ch(c

′t
d,p) = ln

∑
xd,p∈χt

d,0

P (yd,p|xd,p)∑
xd,p∈χt

d,1

P (yd,p|xd,p)
. (10)

2) Estimation of extrinsic LLR sub-sequence of the
detector: When the a priori MI of the detector IjA,det ∈
[0, 1] is given, we can calculate the standard deviation
σj
A,det of the a priori LLR sequence {Ld,j

A,det}, given by

σj
A,det = J−1(IjA,det), (11)

where the J−1(·) is the inverse function of J(·) function
[35]. For d = 1, 2, . . . , D, we generate the a priori LLR
block {Ld,j

A,det} of length αdl following the symmetric
Gaussian distribution N (±σj

A,det/2, σ
j
A,det), where l is

the length of the j-th block V̂j . Thus, for d = 1, 2, . . . , D,
the a priori LLR sub-sequence of the detector {Ld

A,det}
can be generated, which is expressed by {Ld

A,det} =

{{Ld,1
A,det}, {Ld,2

A,det}, . . . , {Ld,P
A,det}}. Subsequently, we

can compute the extrinsic LLR sub-sequence of the
detector {Ld

E,det} via applying (4).
3) Computation of channel MI: Based on the j-th block

{Ld,j
E,det} of the extrinsic LLR sub-sequence of the detec-

tor {Ld
E,det}, the extrinsic MI Id,jE,det can be obtained by

exploiting Monte-Carlo method,4 which is given by [36]

Id,jE,det = 1− E
[
log2(1 + e−Ld,j

E,det)|c = 0
]
, (12)

where c represents a coded bit. The extrinsic MI of the
detector IjE,det, for j = 1, 2, . . . , P , can be measured as

IjE,det =
∑D

d=1
αdI

d,j
E,det. (13)

Hence, the channel MI of the j-th VN vj (j =
1, 2, . . . , P ) for the decoder is set to IjE,det, i.e., Ijch =

IjE,det, if Vj is not punctured; otherwise Ijch = 0.
4) Calculation of a posteriori MI of the decoder: Based

on the channel MI, we can update the MI between the
VNs and CNs during the inner iterations. Specifically,
the extrinsic-MI derivation of VN-to-CN and CN-to-VN
is available in [34]. We can obtain the a posteriori MI
IjApp after each inner iteration, given by

IjApp = J

√∑
i

bi,j
[
J−1(Ii,jAv)

]2
+

[
J−1(Ijch)

]2 , (14)

where Ii,jAv is the a priori MI from the CN ci to the VN vj .
Then, the inner iterative process continues until IjApp = 1
for all VNs or Kin is reached.

4As the MLC flash-memory channel is asymmetric, we assume that a binary
codeword including both 0 and 1 bits (instead of an all-zero codeword) is
transmitted in the EPEXIT algorithm. Based on this assumption, we can
accurately calculate the initial channel MI for an MLC flash-memory channel
by using the Monte-Carlo simulations.

5) Update of a priori MI of the detector: The extrinsic
MI of the decoder IjE,dec can be evaluated after Kin inner
iterations and is given by

IjE,dec = J

√∑
i

bi,j
[
J−1(Ii,jAv)

]2 , (15)

where IjE,dec = 0 if Vj is punctured. Then, IjE,dec is
passed to the detector as its a priori MI IjA,det.

6) Evaluation of decoding threshold: Repeat Step 1) to
Step 5) until IjApp = 1 for j = 1, 2, . . . , P or Kout is
reached. As a given number of PE cycles is equivalent
to an Eb/N0,5 the decoding threshold of a protograph
code can be viewed as the minimum SNR to guarantee
IjApp = 1 for j = 1, 2, . . . , P .

Remarks:
• The proposed EPEXIT algorithm utilizes the Monte-

Carlo method to calculate the extrinsic MI of the detector.
Therefore, to guarantee the accuracy of the EPEXIT
analysis, the length of the coded bits must be sufficiently
large.

• After performing the inner iterations, the extrinsic MIs
of the P VNs from the decoder may have different
values because the degrees of the P VNs are probably
different. Consequently, the extrinsic MI of the P VNs
from the decoder should be independently fed back to the
detector to ensure the accuracy of EPEXIT algorithm. In
addition, by considering the IM, the extrinsic MI of the
j-th VN output from the decoder is utilized to produce
D a priori LLR blocks {L1,j

A,det}, {L
2,j
A,det}, . . . , {L

D,j
A,det}

for calculating the extrinsic MI of the detector IjE,det.
• Although we assume that the MMI method is employed to

dynamically adapt to the variation of threshold voltages of
MLC flash memory in the proposed EPEXIT algorithm,
other read-voltage optimization methods, such as voltage-
entropy-based read-voltage optimization scheme [24], can
also be exploited in our proposed algorithm.

• Since the proposed EPEXIT algorithm considers the ID
architecture, IM and variation of threshold voltages, the
decoding threshold over an MLC flash-memory channel
is related to the read-voltage optimization scheme, the
mixing ratio and the type of protograph code.

We set the maximum number of outer iterations Kout to 6 in
the EPEXIT algorithm, which coincides with the simulations
in Sect. IV and Sect. V. In MLC flash-memory systems, a
modulated symbol is composed of 2 bits (i.e., k = 2). In the
following, we will employ the Gray mapping and anti-Gray
mapping within a codeword (i.e., D = 2, d = 1, 2) to validate
the effectiveness of the EPEXIT algorithm and the superiority
of the proposed IM-BICM-ID design. Note that the IM-BICM-
ID scheme can also be implemented by utilizing three or more
mappings within the same codeword (i.e., D ≥ 3). However,
we just focus on the IM including two sub-mappings in this
paper so as to illustrate the potential benefits of IM-BICM-ID
systems in a simple and clear way.

5According to Sect. III-A, we can easily measure the equivalent SNR for
a given number of PE cycles based on the Gaussian approximation.
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(a) (b)

Fig. 5. Protograph structures of (a) the AR4JA codes and (b) the proposed
IMARA codes.

IV. DESIGN HIGH-RATE PROTOGRAPH CODES FOR
IM-BICM-ID MLC FLASH-MEMORY SYSTEMS

Here, we put forward a design approach for the construction
of protograph codes with two fixed mappings and a mixing
ratio for such scenarios. For the two given mappings, i.e.,
Gray mapping and anti-Gray mapping, we select a typical
mixing ratio α1 = α2 = 0.5 without loss of generality. To
meet the high-rate demand for flash-memory applications, our
goal is to construct a family of high-rate protograph codes with
the lowest decoding thresholds and linear-minimum-distance-
growth property [36] for IM-BICM-ID systems. Note that the
proposed code design method for IM-BICM-ID systems is also
applicable to other mixing ratios.

A. Analysis of Existing Protograph Codes

We consider a typical protograph code, namely the AR4JA
code, which can achieve near-Shannon-limit performance over
AWGN channels [20]. The base matrix of AR4JA codes of size
3× (2n+ 5) with rates of R = (n+ 1)/(n+ 2) is given by

BAR4JA =

 1 2 0 0 0
0 3 1 1 1
0 1 2 2 1

2n︷ ︸︸ ︷
0 0 · · · 0 0
1 3 · · · 1 3
3 1 · · · 3 1

 , (16)

where n is the number of VN extension patterns, and the sixth
and seventh columns are repeated in the last 2n columns. The
structure of AR4JA codes is illustrated in Fig. 5(a), where the
dark circles represent the transmitted VNs, the white circle
represents the punctured VN (corresponding to the second
column in (16)), and the plus circles represent the CNs.

To evaluate the error performance of the high-rate AR4JA
code in the IM-BICM-ID flash-memory systems, we select
a regular column-weight-3 (CW-3) LDPC code with a code
rate of 0.9 [36] as a benchmark. Note that the performance of
the AR4JA code is superior to that of the regular CW-3 code
over AWGN channels. As shown in Table I, we observe that
the decoding threshold (in dB) of the rate-0.9 regular CW-3
LDPC code is 11.573 dB, which is 0.027 dB lower than that
of the AR4JA code (11.600 dB), by applying the proposed
EPEXIT algorithm. The results indicate that the AR4JA code
is expected to be inferior to the regular CW-3 LDPC code in
the IM-BICM-ID flash-memory systems. Hence, to optimize
the system performance, we develop a design method for the
construction of a family of high-rate protograph codes.

B. Design of Protograph Codes for IM-BICM-ID Systems

To meet the high-rate demand for flash-memory applica-
tions, we first propose a design method starting from a rate-0.9
protograph code with a base matrix of size 3 × 21 (n = 8),
which includes a punctured VN. Then, the constructed rate-
0.9 protograph code can be extended to higher-rate protograph
codes, i.e., R = (n + 1)/(n + 2) (n > 9), via repeatedly
adding a VN extension pattern (i.e., two VNs) with linear-
minimum-distance-growth property [36] to the resultant base
matrix. To facilitate the design, we impose some constraints
on the rate-0.9 protograph code in order to guarantee that its
initial base matrix possesses linear-minimum-distance-growth
property and a relatively low decoding threshold, as follows.

1) Since a protograph with low decoding threshold generally
contains a degree-1 VN, a high-degree punctured VN and
some degree-2 VNs [36], we initialize a protograph with a
precoding structure (i.e., a degree-1 VN) corresponding
to the first column and first row in the base matrix, a
highest-degree punctured VN corresponding to the second
column with the largest weight, and a degree-2 VN
outside the precoding structure (i.e., excluding the first
row and first column in the base matrix) [37].

2) As the linear-minimum-distance-growth property of a
protograph code is sensitive to the number of degree-2
VNs, one should limit the maximum number of degree-
2 VNs to be less than the number of CNs outside the
precoding structure to preserve this property. Thereby,
the proposed protograph can contain at most one degree-
2 VN, which is assigned to the fifth column in the base
matrix. In other words, the degree of other VNs outside
the precoding structure must be no less than 3 to preserve
the linear-minimum-distance-growth property.

3) Inspired by the structure of high-rate protograph codes
enabling the linear-minimum-distance-growth property
(e.g., the AR4JA and RJA codes) [22], [36], eight VN
extension patterns should be appended to the first five
VNs (i.e., a 3 × 5 base matrix) to formulate all the
21 columns of the base matrix corresponding to a rate-
0.9 protograph code. To allow the newly added VN
extension patterns to enable linear-minimum-distance-
growth property while remaining the lowest complexity
(i.e., the encoding and decoding complexity of a proto-
graph code can be partially reflected by the number of
edges connecting VNs to CNs), we employ two degree-3
VNs to construct such an extension pattern, denoted by
[0 1 2, 0 2 1]T (where “T” is the transposition operation),
in the proposed rate-0.9 protograph.

Based on the above constraints, the base-matrix structure of
the proposed rate-0.9 protograph code can be formulated as

B0.9 =

 1 b1,2 b1,3 b1,4 0
0 b2,2 b2,3 b2,4 1
0 b3,2 b3,3 b3,4 1

16︷ ︸︸ ︷
0 0 · · · 0 0
1 2 · · · 1 2
2 1 · · · 2 1

 , (17)

where bi,j is the (i, j)-th entry of the base matrix (i = 1, 2, 3;
j = 1, 2, . . . , 21), the second column corresponding to the
punctured VN, and the sixth and seventh columns (i.e., VN
extension pattern) are repeated 8 times to constitute the last
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TABLE I
DECODING THRESHOLDS (IN dB) AND CORRESPONDING PE CYCLES (IN

times) OF THE RATE-0.9 IMARA CODE, AR4JA CODE, RAP-LDPC
CODE, OARA CODE AND REGULAR CW-3 LDPC CODE OVER AN

IM-BICM-ID MLC FLASH-MEMORY CHANNEL. THE CAPACITY LIMIT IS
EQUAL TO 11.301 dB (PE = 30020).6

Code Type (Eb/N0)th PEth

Proposed IMARA 11.483 27310
AR4JA [22] 11.600 25580

RAP-LDPC [23] 11.696 24200
OARA [19] 11.514 26850

CW-3 LDPC [36] 11.573 25980

16 columns. To keep the feature of low complexity for the
proposed protograph code, we set the maximum value of the
entry bi,j to 3, i.e., bi,j ∈ {0, 1, 2, 3}.

After an exhaustive search using the proposed EPEXIT
algorithm, an optimal base matrix with lowest decoding thresh-
old and linear-minimum-distance-growth property, whose cor-
responding protograph code is referred to as irregular-mapped
accumulate-repeat-accumulate (IMARA) code, is obtained as

BOPT,0.9 =

 1 2 0 1 0
0 3 1 0 1
0 1 2 3 1

16︷ ︸︸ ︷
0 0 · · · 0 0
1 2 · · · 1 2
2 1 · · · 2 1

 . (18)

Furthermore, one can easily extend the rate-0.9 IMARA
code to the higher-rate IMARA codes by repeatedly appending
the degree-3 VN pattern to the base matrix (18). It has
been demonstrated in [22], [36] that adding degree-3 VNs
into a rate-0.9 protograph can maintain the lowest-complexity
feature for its corresponding higher-rate counterparts without
deteriorating the linear-minimum-distance-growth property. As
a result, the generic base matrix of size 3 × (2n + 5) corre-
sponding to the family of rate-compatible IMARA codes with
rates R = (n+ 1)/(n+ 2) (n ≥ 8) is expressed by

BIMARA =

 1 2 0 1 0
0 3 1 0 1
0 1 2 3 1

2n︷ ︸︸ ︷
0 0 · · · 0 0
1 2 · · · 1 2
2 1 · · · 2 1

 . (19)

The protograph structure of the IMARA codes is shown in
Fig. 5(b).

To verify the convergence performance of the proposed
high-rate code-design method, we consider the rate-0.9
IMARA code and show its corresponding decoding threshold
in Table I. As shown, the proposed IMARA code possesses
a lower decoding threshold (in dB) than the AR4JA code
[22], the RAP-LDPC code in [23], the OARA code in [19],
and the regular CW-3 LDPC code in [36], indicating that the
proposed IMARA code outperforms the other four types of
protograph/LDPC codes. In particular, the decoding threshold
of the proposed IMARA code has a gap of only 0.182
dB to the capacity limit of an IM-BICM-ID flash-memory
channel. Furthermore, by exploiting asymptotic weight dis-
tribution (AWD) function [22], [36], we have verified that

6For an IM-BICM-ID flash-memory channel employing 6 read voltages,
the achievable rate can be evaluated by applying (2). Through such a method,
one can calculate the maximum number of PE cycles or the corresponding
minimum SNR (i.e., the capacity limit) to realize reliable storage for any
rate-R channel code in such a scenario.

the typical minimum distance ratios (TMDRs) of IMARA
codes exist for all rates equal to and higher than 9/10 (e.g.,
9/10 (n = 8), 10/11 (n = 9), . . .), which guarantees the
linear-minimum-distance-growth property of IMARA codes
in the high-SNR region (i.e., low-PE region).7 The above
analysis illustrates that the proposed IMARA ensemble can
not only perform best in the high-PE region among the five
protograph/LDPC codes, but also exhibit desirable error per-
formance in the low-PE region in the IM-BICM-ID systems.

Remark: We have also performed EPEXIT algorithm on the
five types of protograph/LDPC codes with other code rates
(e.g., R = 10/11) and have observed that the IMARA code
achieves the lowest decoding threshold (in dB).

C. Performance Evaluation

To demonstrate the merit of the proposed IMARA-based
IM-BICM-ID scheme, we carry out various simulations of
the proposed IM-BICM-ID systems, conventional anti-Gray-
mapped BICM-ID systems, and Gray-mapped BICM with
non-iterative detection and decoding (BICM-NI) systems in an
MLC flash-memory system. In the simulations, we assume that
the transmitted codeword length is 4000, and the maximum
numbers of outer iterations and inner iterations are 6 and
40, respectively. The simulations are implemented by using
MATLAB, which is a well-known mathematical computing
environment.

We first compares the BER performance of five different
rate-0.9 protograph/LDPC codes in an IM-BICM-ID flash-
memory system, which is shown in Fig. 6. As observed, when
BER = 10−6, the IMARA code attains performance gains
of about 1100 PE cycles, 1800 PE cycles, 500 PE cycles,
and 1000 PE cycles compared to the AR4JA code, RAP-
LDPC code, OARA code, and regular CW-3 LDPC code,
respectively. Moreover, the above simulated results are rea-
sonably consistent with the asymptotic performance analysis
in Sect. IV-B.

Fig. 7 compares the BER performance of the proposed
IMARA-based IM-BICM-ID scheme and conventional anti-
Gray-mapped BICM-ID schemes with the five different rate-
0.9 protograph codes in an MLC flash-memory system. Ac-
cording to this figure, at a BER of 10−6, the IMARA-based
IM-BICM-ID scheme achieves a gain of 1000 PE cycles com-
pared with the OARA-based BICM-ID scheme. Furthermore,
the OARA code attains additional PE-cycle improvements
by about 750 times, 1800 times, 2200 times and 700 times
compared to the IMARA code, AR4JA code, RAP-LDPC code
and regular CW-3 LDPC code, respectively, in the BICM-ID
scenario.

Fig. 8 presents the BER results of the proposed IMARA-
based IM-BICM-ID scheme and Gray-mapped BICM-NI
schemes with five different rate-0.9 protograph codes in an
MLC flash-memory system.8As shown, the IMARA-based
IM-BICM-ID scheme not only outperforms its Gray-mapped

7According to [22], [36], the AWD can be used to predict the error
performance of LDPC codes in the high-SNR region (i.e., low-PE region).

8It is widely recognized that the Gray mapping exhibits the best error
performance among all the existing mappings in the BICM-NI scenario.
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Fig. 6. BER results of five different rate-0.9 protograph codes in an IM-
BICM-ID flash-memory system.

1.6 1.7 1.8 1.9 2 2.1 2.2 2.3 2.4 2.5 2.6

PE ×104

10-7

10-6

10-5

10-4

10-3

10-2

10-1

B
E

R

IM-BICM-ID: IMARA code

BICM-ID: IMARA code

BICM-ID: OARA code

BICM-ID: CW-3 LDPC code

BICM-ID: RAP-LDPC code

BICM-ID: AR4JA code

Fig. 7. BER performance of the proposed IMARA-based IM-BICM-ID
scheme and conventional anti-Gray-mapped BICM-ID schemes with five
different rate-0.9 protograph codes over in an MLC flash-memory system.

BICM-NI counterpart, but also outperforms other four Gray-
mapped BICM-NI schemes with the use of AR4JA, RAP-
LDPC, IMARA, OARA, and regular CW-3 LDPC codes.

To verify the decoding-latency advantage of the proposed
design, we show the average number of inner iterations re-
quired to decode each codeword for the IM-BICM-ID schemes
and conventional BICM-ID schemes with five different pro-
tograph/LDPC codes versus PE cycles in Fig. 9. We can
notice that in comparison with the conventional BICM-ID
schemes, e.g., at PE = 22000, the average number of inner
iterations required by the IM-BICM-ID scheme with a given
protograph/LDPC code is reduced by about 50% ∼ 60%.
Therefore, the decoding latency of the proposed IM-BICM-
ID systems can be significantly reduced with respect to the
conventional BICM-ID systems. Moreover, the IMARA code
requires the lowest iteration number among all the protograph
and LDPC codes in the IM-BICM-ID scenario.

To elaborate a little further, utilizing the EPEXIT algorithm,
we observe that the initial extrinsic MI of detector in the IM-
BICM-ID flash-memory systems is larger than that in the anti-
Gray-mapped BICM-ID systems,9 indicating that the detector

9We refer to the extrinsic MI of detector in the first outer iteration (i.e., the
a priori MI of the detector equals zero) as the initial extrinsic MI of detector.
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Fig. 8. BER performance of the proposed rate-0.9 IMARA-based IM-BICM-
ID scheme and Gray-mapped BICM-NI schemes with five different rate-0.9
protograph/LDPC codes in an MLC flash-memory system.

1.8 1.9 2 2.1 2.2 2.3 2.4 2.5 2.6

PE ×104

0

20

40

60

80

100

120

140

160

180

200

220

240

A
ve

ra
ge

 n
um

be
r o

f i
nn

er
 it

er
at

io
ns

BICM-ID: IMARA code
IM-BICM-ID: IMARA code
BICM-ID: CW-3 LDPC code
IM-BICM-ID: CW-3 LDPC code
BICM-ID: OARA code
IM-BICM-ID: OARA code
BICM-ID: AR4JA code
IM-BICM-ID: AR4JA code
BICM-ID: RAP-LDPC code
IM-BICM-ID: RAP-LDPC code

Fig. 9. Average number of inner iterations required to decode each codeword
for the IM-BICM-ID schemes and conventional BICM-ID schemes with five
different rate-0.9 protograph/LDPC codes in an MLC flash-memory system.

provides more reliable information for the decoder in the IM-
BICM-ID flash-memory systems (with respect to the anti-
Gray-mapped BICM-ID systems) during the first outer iter-
ation. More importantly, the EPEXIT analysis also indicates
that the IMARA code can feed back the largest extrinsic MI to
the detector after inner iterations among all the protograph and
LDPC codes in the IM-BICM-ID systems, indicating that the
detector will provide more reliable information for the decoder
with the usage of IMARA code (with respect to other four
types of protograph/LDPC codes) during the remaining outer
iterations. From the MI perspective, the proposed IM scheme
and IMARA code significantly accelerate the convergence of
decoding processor, and hence effectively reduce the decoding
latency of the MLC flash-memory systems. Thereby, it is
demonstrated that the proposed IMARA-based IM-BICM-ID
scheme can exhibit excellent error performance as well as data
transfer latency of the MLC flash-memory systems.

Remark: Although the transmitted codeword length is as-
sumed as 4000 in the performance comparison of both
Sect. IV-C and Sect. V-C, simulations have also been per-
formed with other transmitted codeword lengths (e.g., 8000)
to commendably validate the superiority of the proposed
code-design and voltage-optimization schemes. Besides, BER
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simulations have also been carried out for other code rates
(e.g., R = 10/11), which verify that the relative performance
among all the protograph and LDPC codes remains the same.

V. READ-VOLTAGE OPTIMIZATION FOR IM-BICM-ID
MLC FLASH-MEMORY SYSTEMS

In this section, we propose a novel EPEXIT-aided read-
voltage optimization scheme for IM-BICM-ID MLC flash-
memory systems, which can substantially exploit the voltage-
region iterative gain characteristics of IM-BICM-ID systems
to acquire more accurate channel LLRs.

A. Voltage-Region Iterative Gain Characteristics

For a given M -ary modulation constellation, the Hamming
distance dHam ∈ {1, 2, . . . , log2 M} between two different
labeling symbols is defined as the number of their different
component bits. By exploiting the EPEXIT algorithm, one
can observe that the MIs of the coded bits located in the
overlapped region between the two adjacent symbols with
the largest Hamming distance (i.e., dHam = 2, referred
to as dominant-gain region) can be significantly increased
after outer iterations (i.e., iterations between the detector and
decoder) in the proposed IM-BICM-ID flash-memory systems,
while those located in other regions cannot do so. For instance,
with a 6-level quantization scheme, the threshold voltages of
MLC flash memory can be quantized into 7 regions, i.e., 4 data
regions D1, D2, D3, D4 and 3 erasure regions E1, E2, E3 (see
Fig. 3), in which the performance of the 3 dominant error
regions (i.e., erasure regions) largely determines the overall
performance of the MLC flash-memory systems. As can be
seen in Fig. 3, two adjacent threshold-voltage levels in Gray
mapping differ in only one bit, whereas S2 and S3 in anti-Gray
mapping differ in two bits, indicating that the erasure area
between S2 and S3 is more prone to error than other regions.
In Fig. 10, we exploit the EPEXIT algorithm to analyze the
variation of the MIs of the rate-0.9 IMARA coded bits located
in the seven regions versus the number of outer iterations
at PE = 27000. As shown, the coded bits located in the
second erasure region E2 (i.e., the region between S2 and S3)
possess the lowest MI among the 7 regions at the beginning
of outer iteration, but they obtain significant MI gains after
performing more outer iterations. Nevertheless, the MIs of the
coded bits located in the other six regions can only achieve
tiny gains in such a scenario. Consequently, the accuracy of
the LLR information in the second erasure region E2 is of
great importance to guarantee the decoding performance of
the IM-BICM-ID systems. The above phenomenon is referred
to as voltage-region iterative gain characteristics of the IM-
BICM-ID systems.

Based on the voltage-region iterative gain characteristics
of IM-BICM-ID systems, we propose a scheme that can
efficiently search for the best voltage entropy by minimizing
the decoding threshold (in dB) with the help of the EPEXIT
analysis. As mentioned in Sect. III-B, the decoding threshold
over an MLC flash-memory channel is related to the read-
voltage optimization scheme, the mixing ratio, and code type.
Hence, the EPEXIT algorithm can also be utilized to evaluate
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Fig. 10. Variation of the MIs of the rate-0.9 IMARA coded bits located in
the seven regions versus the number of outer iterations at PE = 27000.

the quality of an IM-BICM-ID flash-memory channel for a
given protograph code and a given mixing ratio.

B. EPEXIT-Aided Read-Voltage Optimization Scheme

According to [12], [24], the entropy of a threshold voltage
Vth can be defined as

H(Vth) =
∑
u

(
fSu(Vth)∑
u fSu(Vth)

)
log

(∑
u fSu(Vth)

fSu(Vth)

)
, (20)

where u ∈ {1, 2, 3, 4} and fSu(Vth) is the PDF of threshold-
voltage level Su. In the erasure regions, it will lead to a
relatively high entropy when Vth gets close to the hard-
decision read-voltage level (i.e. the boundary of two adjacent
levels), and thus the regions with large entropies are called
dominating overlapped regions in [12] or high-entropy regions
in [24]. Our aim is to optimize the read-voltage levels for
three erasure regions as a severe BER deterioration is incurred
by the dominating overlapped regions in MLC flash memory.
Moreover, since each erasure region includes two borders, at
least 6 read-voltage levels are required to utilize for three
erasure regions.

To facilitate the search of the optimal voltage entropy for
the three erasure regions, an entropy parameter θ ∈ (0, 1) is
defined. In other words, the read-voltage levels can be obtained
by solving

H(Rn) = θ, (21)

where n = 1, 2, . . . , 6. In particular, the entropy-based read-
voltage optimization scheme in [24] is used to obtain an
optimal parameter θ by minimizing the BER via simulations,
which significantly increases the system complexity. In ad-
dition, another classic read-voltage optimization scheme, i.e.,
MMI scheme [30], exploits bisection search or quasi-convex
optimization techniques to acquire the read-voltage levels that
can maximize the MI (MMI) between the input and quantized
output of flash-memory channel. However, both MMI and
entropy-based read-voltage optimization schemes optimize the
read-voltage levels based on a given threshold-voltage distri-
bution in an MLC flash-memory system without ID framework
and IM scheme, which cannot achieve the best performance
in the proposed IM-BICM-ID systems. More importantly, the
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above two read-voltage optimization schemes do not take the
voltage-region iterative gain characteristics into account, and
thus adopt the same memory-sensing precision (i.e., two read-
voltage levels) for each erasure region in MLC flash-memory
systems, i.e., 6 read-voltage levels in total.

Benefiting from the voltage-region iterative gain charac-
teristics in IM-BICM-ID MLC flash-memory systems, an
additional performance gain can be achieved by boosting
the memory-sensing precision (i.e., increasing the number
of read-voltage levels) for the dominant-gain region (i.e.,
erasure region E2) in the IM-BICM-ID systems. To boost
the memory-sensing precision without introducing excessive
memory-sensing latency, one can only increase one additional
read-voltage level for the dominant-gain region. In the follow-
ing, we will exploit EPEXIT analysis to further demonstrate
that adding only one read-voltage level for the dominant-gain
region can achieve significant decoding-threshold gains with
respect to other erasure regions in the IM-BICM-ID systems.
Note also that we have conducted similar analysis by increas-
ing two additional read-voltage levels for the dominant-gain
region and have found that larger decoding-threshold gains can
be obtained at the price of introducing more memory-sensing
latency.

Based on the above discussion, a new EPEXIT-aided read-
voltage optimization scheme for IM-BICM-ID systems (where
the proposed rate-0.9 IMARA code is employed) is described
as follows.

1) Acquiring two read-voltage levels for each erasure
region as its borders based on EPEXIT analysis: We
first set the voltage entropy of the six memory-sensing
levels to θ1, i.e., H(Rn) = θ1 for n = 1, 2, . . . , 6. After
an exhaustive search employing the proposed EPEXIT al-
gorithm, the lowest decoding threshold (in dB) is reached
at θ1 = 0.4 and the corresponding decoding threshold is
11.483 dB (27310 PE cycles), which is the same as that
measured by the EPEXIT algorithm with the MMI read-
voltage optimization scheme (see Table I).

2) Setting one additional hard-decision read-voltage level
Vh2

for dominant-gain region (i.e., erasure region
E2): We can obtain the hard-decision read-voltage level
Vh2 by solving the common intersection of two adjacent
threshold-voltage PDFs, i.e., by solving the equation
fS2(Vh2) = fS3(Vh2). Exploiting the proposed EPEXIT
algorithm, we observe that adding one additional read-
voltage level for different erasure regions can achieve dif-
ferent decoding-threshold improvements, which is shown
in Table II, where Vh1 and Vh3 are the hard-decision
read-voltage levels in the erasure region E1 and E3,
respectively. As seen, compared with adding Vh1 for
erasure region E1 or Vh3 for erasure region E3, adding
Vh2 for erasure region E2 can obtain a more noticeable
threshold gain, which further verifies that the LLR in-
formation accuracy of the dominant-gain region E2 is
most important in determining the decoding performance
of the IM-BICM-ID systems. Consequently, there are
totally 7 read-voltage levels employed in the proposed
IM-BICM-ID systems. In detail, the dominant-gain region
E2 contains one hard-decision read-voltage level and

TABLE II
DECODING THRESHOLDS (IN dB) AND CORRESPONDING PE CYCLES (IN
times) OF THE RATE-0.9 IMARA CODE OVER AN IM-BICM-ID MLC

FLASH-MEMORY CHANNEL WITH AN ADDITIONAL HARD-DECISION
READ-VOLTAGE LEVEL Vh1

, Vh2
AND Vh3

.

Hard-decision read voltage (Eb/N0)th PEth

Vh1
11.469 27510

Vh2
11.430 28090

Vh3
11.464 27590

two borders, while both erasure region E1 and E3 only
contain two borders.

3) Re-optimizing the borders of dominant-gain region
(i.e., R3 and R4) to further lower the decoding thresh-
old of the protograph-coded IM-BICM-ID scheme:
To be specific, we set the voltage entropy of R3 and
R4 to θ2, i.e., H(R3) = H(R4) = θ2. After a simple
search with the help of EPEXIT algorithm, the lowest
decoding threshold can be obtained when θ2 = 0.25,
which is equal to 11.405 dB (28470 PE cycles). In
consequence, the proposed EPEXIT-aided read-voltage
optimization scheme benefits from gains of about 0.078
dB (1160 PE cycles) and 0.084 dB (1260 PE cycles) with
respect to the MMI read-voltage optimization scheme
(11.483 dB, 27310 PE cycles) [30] and entropy-based
read-voltage optimization scheme (11.489 dB, 27210 PE
cycles) [24], respectively.

Remark: Although we consider a rate-0.9 IMARA code in
the description of the proposed read-voltage optimization, the
method is also applicable to other code rates and other types
of protograph/LDPC codes.

C. Performance Evaluation

To verify the merit of our design, we compare the er-
ror performance of the proposed read-voltage optimization
scheme, existing MMI read-voltage optimization scheme [30]
and entropy-based read-voltage optimization scheme [24] in
the IM-BICM-ID systems.

Fig. 11(a) plots the BER curves of the proposed read-
voltage optimization scheme and MMI read-voltage optimiza-
tion scheme with five different rate-0.9 protograph/LDPC
codes in an IM-BICM-ID system. As can be seen, at a BER of
10−6, the proposed EPEXIT-aided read-voltage optimization
scheme employing the IMARA code can achieve about a
1000-PE-cycle improvement compared with the MMI scheme.
Moreover, for the other four protograph/LDPC codes, i.e., the
AR4JA code, RAP-LDPC code, OARA code and regular CW-
3 LDPC code, the EPEXIT-aided read-voltage optimization
scheme can also accomplish a 1000-PE-cycle improvement
over the MMI scheme at a BER of 10−6, which indicates that
the proposed read-voltage optimization scheme is effective for
all protograph/LDPC codes.

As a further insight, we present the average number of inner
iterations required to decode each codeword for the proposed
read-voltage optimization scheme and MMI read-voltage opti-
mization scheme with five different rate-0.9 protograph/LDPC
codes versus PE cycles in Fig. 12(a). It can be observed that
compared with the MMI scheme, at PE = 24000, the average
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Fig. 11. BER results of the proposed EPEXIT-aided read-voltage optimization
scheme, (a) MMI scheme and (b) entropy-based scheme with five different
rate-0.9 protograph codes in an IM-BICM-ID flash-memory system.

number of inner iterations required by the proposed read-
voltage optimization scheme with a given protograph/LDPC
code is reduced by about 35%, meaning that the flash-to-
controller decoding latency of former can be significantly
reduced. Similarly, the IMARA code achieves the lowest
average number of inner iterations among all the protograph
and LDPC codes under the proposed read-voltage optimization
scheme, which further confirms the superiority of our design
in the IM-BICM-ID MLC flash-memory systems.

The error-rate and decoding-latency comparison results
of the proposed read-voltage optimization scheme and
entropy-based read-voltage optimization scheme are shown
in Fig. 11(b) and Fig. 12(b), respectively. As seen, the error
performance and decoding latency of the entropy-based read-
voltage optimization scheme are close to that of the MMI
read-voltage optimization scheme, both of which are obviously
inferior to the proposed read-voltage optimization scheme.

Overall, it is demonstrated that the proposed EPEXIT-aided
read-voltage optimization scheme can not only significantly
boost the performance of the IM-BICM-ID systems, but also
further reduce the decoding latency at the price of introducing
a slight memory-sensing latency (i.e., adding one quanti-
zation level) compared with the state-of-the-art MMI read-
voltage optimization and entropy-based read-voltage optimiza-
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Fig. 12. Average number of inner iterations required to decode each codeword
for the proposed EPEXIT-aided read-voltage optimization scheme, (a) MMI
scheme and (b) entropy-based scheme with five different rate-0.9 protograph
codes in an IM-BICM-ID flash-memory system.

tion schemes.
Remark: The proposed irregular mapping, code-design

method and read-voltage optimization scheme can be applied
to TLC flash-memory systems after appropriate modifications.

VI. CONCLUSIONS

To overcome the disadvantage of high decoding complexity
and long decoding latency of the conventional BICM-ID MLC
flash-memory systems, we proposed a new protograph-coded
BICM-ID using irregular mapping, referred to as IM-BICM-
ID, in the MLC flash-memory systems. To facilitate the design
of protograph codes for IM-BICM-ID flash-memory systems,
we developed an enhanced PEXIT (EPEXIT) analytical algo-
rithm. Based on the EPEXIT algorithm, a novel design method
was conceived for the construction of a family of high-rate
protograph codes, named as IMARA codes, with the lowest
decoding thresholds and desirable linear-minimum-distance-
growth property. Furthermore, motivated by the voltage-region
iterative gain characteristics of such systems, an EPEXIT-
aided read-voltage optimization scheme was proposed to help
minimizing the decoding thresholds of protograph codes.
Simulation results demonstrated that the proposed IMARA-
based IM-BICM-ID scheme and proposed read-voltage opti-
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mization scheme significantly outperform the state-of-the-art
counterparts in terms of convergence and error performance.
Owing to the advantages of high reliability and efficiency, the
proposed protograph-coded IM-BICM-ID flash memory can
be envisioned as a promising massive-data-storage solution for
the 6G-enabled mobile networks, such as vehicular networks.
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