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#### Abstract

Bucket brigades are notably used to coordinate workers in production systems. We study a $J$-station, $I$-worker bucket brigade system. The time duration for each worker to serve a job at a station is exponentially distributed with a rate that depends on the station's expected work content and the worker's work speed. Our goal is to maximize the system's productivity or to minimize its inter-completion time variability. We analytically derive the throughput and the coefficient of variation (CV) of the inter-completion time. We study the system under two cases. (i) If the work speeds depend only on the workers, the throughput gap between the stochastic and the deterministic systems can be up to $47 \%$ when the number of stations is small. Either maximizing the throughput or minimizing the CV of the inter-completion time, the slowest-to-fastest worker sequence always outperforms the reverse sequence for the stochastic bucket brigade. To maximize the throughput, more work content should be assigned to the stations near the faster workers. In contrast, to minimize the CV of the inter-completion time, more work content should be allocated to the stations near the slower workers. (ii) If the work speeds depend on the workers and the stations such that the workers may not dominate each other at every station, the asymptotic throughput can be expressed as a function of the average work speeds and the asymptotic expected blocked times of the workers, and can be interpreted as the sum of the effective production rates of all the workers.
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## 1 Introduction

To boost an assembly line's productivity, it is crucial to coordinate workers on the line such that their production capacity is effectively used. A well-known strategy is to coordinate the workers on the line as a bucket brigade (Bartholdi and Eisenstein, 1996a b). When the workers are organized as a bucket brigade, each of them simultaneously assembles a single job (an instance of the product) along the line. Each worker carries and works on his job from work station to work station until either he hands off his job to a downstream co-worker or he completes his job at the end of the line. The worker then walks back to get another job, either from his co-worker upstream or from a buffer at the beginning of the line.

Bucket brigades are notably used in warehouses and distribution centers to coordinate workers for order-picking (Bartholdi et al., 2001). Companies that adopt the strategy include Ford, The Gap, and Walgreen's (Bartholdi and Eisenstein, 1996b). Bucket brigades are also applied to manufacturing environments where workers assemble jobs on discrete work stations. Examples include United Technologies Automotive (Villalobos et al., 1999ab), Mitsubishi Consumer Electronics America, and Subway (Bartholdi and Eisenstein, 1996b). Bucket brigades are attractive in practice because they only require the workers to follow simple rules and the work-in-process is strictly under control by the number of workers.

More importantly, bucket brigades possess a self-balancing dynamic behavior that is first studied by Bartholdi and Eisenstein (1996a). In their normative model, they assume the work content is deterministic. Each worker proceeds forward with a deterministic, finite work velocity, and walks back instantaneously (with an infinite velocity). The authors proved that if the workers are sequenced from slowest to fastest in the production-flow direction based on their work velocities, then the hand-offs between any two adjacent workers will converge to a fixed location. As a result, every worker will repeatedly work on a fixed segment of the line eventually. This self-balancing behavior helps boost the productivity (in some cases, very significantly) of the implemented systems mentioned above (Bartholdi and Eisenstein, 1996b). Furthermore, it also allows a bucket brigade to spontaneously adapt to disruptions and seasonality.

Most papers in the literature study deterministic models of bucket brigades. However, many systems in practice exhibit a certain level of randomness in the service (or processing) times at work stations (Hopp and Spearman, 2008). To the best of our understanding, only two papers have analytically studied stochastic models of bucket brigades. Bartholdi et al. (2001) consider
an assembly line with stochastic work content at work stations. The authors assume that the work content at each station is exponentially distributed with a common mean and each worker has a constant work speed. They show that when the number of stations approaches infinity, the dynamics and throughput of the stochastic system will be similar to that of a deterministic system. In practice, many manufacturing systems have only a few work stations (Hopp and Spearman, 2008) and all order-picking lines in warehouses have a finite number of rack sections (Bartholdi et al., 2019). Thus, it is worthwhile and important to study a line with a small (finite) number of discrete work stations. Bukchin et al. (2018) consider a stochastic two-worker model with continuous work content along the line. They assume that upon each hand-off, the work speed of each worker is randomly re-generated from a distribution function, and the worker maintains this speed until the next hand-off. They find that a fastest-to-slowest sequence may be optimal as long as the standard deviation of the fastest worker's speed is sufficiently large.

If the service times at work stations are stochastic, will a bucket brigade converge to some "stationary state"? Will the system "balance" itself on a line with a finite number of stations as observed in the deterministic model? If the work speed of each worker varies over the stations, then how should we characterize the efficiency of each worker along the line? What is the effective production rate of each worker that contributes to the throughput of the line? These issues are not well studied in the literature.

In this paper, we consider a stochastic bucket brigade line with $J$ stations and $I$ workers. We assume that the time duration for each worker to serve a job at a station is exponentially distributed with a rate that depends on the station's expected work content and the worker's work speed. We analytically derive the system's average throughput and the coefficient of variation (CV) of the inter-completion time. If the work speeds are independent of the jobs, we prove that the stations where hand-offs occur follow a stationary probability distribution as the number of jobs approaches infinity. Furthermore, the average throughput and the CV of the inter-completion time converge to a constant.

We make other contributions by investigating the following two cases:
(i) The work speeds depend only on the workers. We assume the workers can be ranked from slowest to fastest. Interestingly, in this situation, the stationary probability distribution of the hand-off stations is analogous to the dynamic behavior of a deterministic model. Although the throughput difference between the stochastic and the deterministic systems
gets closer as the number of stations increases, the difference can be quite significant if the number of stations is small. Either maximizing the throughput or minimizing the CV of the inter-completion time, the slowest-to-fastest sequence always outperforms the reverse sequence for the stochastic bucket brigade. Furthermore, to maximize the throughput, more work content should be assigned to the stations near the faster workers. In contrast, to minimize the CV of the inter-completion time, more work content should be assigned to the stations near the slower workers.
(ii) The work speeds depend on the workers and the stations. Given that the workers may not dominate each other along the entire line, it becomes non-trivial to characterize the efficiency of each worker. We define the average work speed of each worker as a weighted average of his work speeds at all the stations. We also derive the expected blocked time of each worker along the line. The throughput of the stochastic bucket brigade can be expressed as a function of the average work speeds and the expected blocked times of the workers. Furthermore, the throughput can be interpreted as the sum of the effective production rates of all the workers.

Section 2 discusses the relevant literature. Section 3 specifies the assumptions and notation of our stochastic bucket brigade model. Section 4 derives the average throughput and the CV of the inter-completion time, and determines the system's asymptotic behavior as the number of jobs approaches infinity. Sections 5 and 6 study the above two cases in detail. Section 7 provides some concluding remarks. All proofs can be found in the online supplement.

## 2 Literature review

This paper is related to two streams of research: (i) bucket brigade assembly lines and (ii) dynamic server assignment on stochastic systems. We discuss each stream of work as follows.

### 2.1 Bucket brigade assembly lines

Bartholdi and Eisenstein (1996a) introduce a deterministic bucket brigade model. The authors find that an assembly line under the bucket brigade protocol can balance itself: If the workers are sequenced from slowest to fastest in the direction of the production flow, then the system always converges to a state where each worker repeatedly works on a fixed segment of the line.

Furthermore, if the work content is continuous along the line, then the system's throughput reaches a maximum level. Bartholdi et al. (1999) analyze the dynamics of a bucket brigade with two or three workers, and each worker has a constant work speed. For a two-worker line, they find that under the fastest-to-slowest worker sequence, the hand-offs between the two workers converge to a 2-cycle periodic state. Bartholdi and Eisenstein (2005) consider a model where each worker spends a constant walk-back time and a constant hand-off time to get work from his upstream colleague. They assume the worker's constant walk-back time is independent of his upstream colleague. They find that the system will still balance itself if the workers are sequenced from slowest to fastest. Bartholdi et al. (2009) generalize the bucket brigade protocol by allowing the workers to overtake and pass their colleagues. They show that a two-worker line may exhibit a chaotic behavior in which the hand-off locations never repeat on the line. More results of this model are summarized in Bartholdi et al. (2010).

Most of the above results are based on a line with continuous work content. Lim and Yang (2009) study a bucket brigade on discrete work stations. For a given work-content distribution on the stations, the authors identify the best cross-training and worker-sequencing strategy to maximize the system's throughput. They find that fully cross-training the workers and sequencing them from slowest to fastest may not be optimal. Other researchers generalize the model in different ways. Armbruster and Gel (2006) consider a two-worker bucket brigade in which workers' speeds do not dominate each other along the entire line. The authors present conditions under which bucket brigades are effective. Bartholdi et al. (2006) extend the ideas of bucket brigades to a network of sub-assembly lines so that all the sub-assembly lines are synchronized to produce at the same rate, and jobs are completed at regular, predictable time intervals. Webster et al. (2012) examine the performance of a bucket brigade order-picking system by varying the distribution of products along an aisle. Through simulations, the authors identify conditions in which the product distribution has large impact on the throughput.
$\operatorname{Lim}(2011)$ introduces a cellular bucket brigade, where each worker works on one side of an aisle when he proceeds in one direction and works on the other side of the aisle when he proceeds in the reverse direction. The idea is to eliminate the unproductive walk-back inherent in a traditional, serial bucket brigade. The author proposes extended rules to coordinate the workers under the new design, and identifies a sufficient condition for the cellular bucket brigade to self balance. Lim (2012) assesses the performance of cellular bucket brigades for warehouse
order-picking using data from a distribution center in North America. Lim (2017) analyzes a cellular bucket brigade in which any two adjacent workers may spend different time durations in a hand-off between them. Even with significant hand-off times, the cellular bucket brigade remains substantially more productive than a traditional bucket brigade especially if the team size is small and the workers' work speeds are close to their walk speed. Lim and Wu (2014) maximize the productivity of a cellular bucket brigade on a U-shape line with discrete work stations. They find conditions for the system to self balance.

Some papers study stochastic bucket brigade models. Bartholdi et al. (2001) assume that the time duration for a worker to serve a job at a station follows an exponential distribution with a rate that depends only on the worker. The authors prove that as the number of stations increases, the moment-to-moment behavior and the throughput of this stochastic model will increasingly resemble that of a deterministic model. Bukchin et al. (2018) consider a stochastic two-worker bucket brigade model with continuous work content. Immediately after each handoff, they randomly re-generate each worker's work speed from a distribution function. The worker maintains this speed until the next hand-off. In contrast to these two papers, we assume that the time duration for each worker to serve a job at a station is exponentially distributed with a rate that depends on the station's expected work content and the worker's work speed. Furthermore, the work speed may depend on the worker, the station, and the job.

### 2.2 Dynamic server assignment on stochastic systems

Another stream of research studies dynamic server assignment on stochastic systems. Some papers in this stream minimize holding costs of systems with two stations. These include Harrison and López (1999), Williams (2000), Bell and Williams (2001), Ahn et al. (2004), and Mandelbaum and Stolyar (2004), which study flexible servers in parallel queues. Other examples are Rosberg et al. (1982), Farrar (1993), Iravani et al. (1997), Duenyas et al. (1998), Kaufman et al. (2005), and Armony et al. (2018), which study flexible servers in tandem queues. In contrast, our objective is to maximize the throughput or to minimize the CV of the inter-completion time.

Some papers find dynamic server assignment policies to maximize throughput of tandem lines with finite buffers. Andradóttir et al. (2001) consider a two-station, two-server Markovian system with service rates that are independent of the jobs. They identify an optimal policy that maximizes the long-run average throughput, and propose near-optimal heuristics for larger
systems. Andradóttir and Ayhan (2005) study the optimal policies for two-station Markovian systems with more servers than the stations. Kirkizlar et al. (2010) show that the policies in Andradóttir et al. (2001) and Andradóttir and Ayhan (2005) can also be effective for nonMarkovian systems. Andradóttir et al. (2003) and Andradóttir et al. (2007a) study general queueing networks with infinite buffers, without or with server and station failures. Kirkizlar et al. (2014) consider the trade-off between throughput and holding costs. They maximize the long-run average profit of a serial system with finite buffers by finding an optimal server assignment policy. Isik et al. (2016) study dynamic server allocation for a tandem system with non-collaborative servers. They derive an optimal policy for Markovian systems with two servers and two stations, and propose heuristics for larger systems. In contrast to the above papers, we focus on the bucket brigade policy. Furthermore, we assume the service rates may depend on the jobs.

Some researchers investigate the benefits of partial flexibility in tandem systems. For example, Andradóttir et al. (2007b) study a Markovian system with two stations, and demonstrate that making only one server flexible when the buffer is sufficiently large can attain most of the benefits of full flexibility. Kirkizlar et al. (2012) study flexible servers in understaffed lines. They prove that the best possible production rate with full server flexibility and infinite buffers can be attained with partial flexibility and zero buffers. Hopp et al. (2004) consider a system with the same number of stations and servers under a constant work-in-process policy. They show that a skill-chaining strategy with two skills per server can outperform a "cherry picking" strategy that cross-trains some servers at bottleneck stations. In contrast, we assume each worker is fully cross-trained in our stochastic bucket brigade model. For a comprehensive review on cross-trained workforce, see Hopp and Van Oyen (2004).

## 3 Assumptions and notation

We consider a bucket brigade assembly line with work stations sequenced as $j=1, \ldots, J$. Workers are sequenced as $i=1, \ldots, I$ in the direction of the production flow. We call workers $i-1$ and $i+1$ the predecessor and the successor, respectively, of worker $i$. There are $K$ jobs to be processed by the assembly line. Let $Z_{i, j}^{(k)}$ denote the time duration for worker $i$ to serve (or process) job $k$ at station $j$. We assume $Z_{i, j}^{(k)}$ follows an exponential distribution with rate $\mu_{i, j}^{(k)}$,
for $i=1, \ldots, I, j=1, \ldots, J$, and $k=1, \ldots, K$. We define the rate $\mu_{i, j}^{(k)}=\left(s_{j} / v_{i, j}^{(k)}\right)^{-1}$, where $s_{j}$ represents the proportion of work content at station $j$ with $\sum_{j=1}^{J} s_{j}=1$, and $v_{i, j}^{(k)}$ represents the work speed of worker $i$ at station $j$ on job $k$. We assume that all the workers are fully cross-trained such that $v_{i, j}^{(k)}>0$, for all $i, j$, and $k$.

Defining the service (or processing) rates in this manner allows us to investigate the effects of the stations' expected work contents and the work speeds of the workers separately. Note that the proportion of work content $s_{j}$ at station $j$ is independent of job $k$. On the other hand, the work speed of worker $i$ at station $j$ may vary across the jobs. For example, some jobs are easier to process than other jobs because of the difference in the complexity levels or the material of the items. It is worth noting that the work speed $v_{i, j}^{(k)}$ is the inverse of the expected time to finish a unit work content at station $j$, whereas the service rate $\mu_{i, j}^{(k)}$ is the inverse of the expected time to finish a job at station $j$.

When worker $i$ is working at any station, we assume the station's work content is preemptible such that worker $i+1$ can interrupt and take over the former's job. Worker $i$ is blocked in front of a station if his job is ready to enter the station but some worker is still working at the station. We assume the workers spend negligible time when they move from one station to another and when they walk back to get more work. When the last worker $I$ completes job $k$ at the last station $J$, the system has its $k$ th reset: Worker $I$ walks back to take over the job of worker $I-1$, who in turn walks back to take over the job of worker $I-2$, and so on, until worker 1 initiates a new job at the beginning of the line. Since the workers spend negligible time to walk back, each reset is instantaneous.

Let $T^{(k)}$ denote the time point when worker $I$ completes job $k$ at the last station $J$. Let $H_{i}^{(k)}$ denote the station where worker $i$ is working at immediately before $T^{(k)}$, for $i=1, \ldots, I-1$. If worker $i$ is blocked in front of station $j$ immediately before $T^{(k)}$, then we set $H_{i}^{(k)}=j$. Thus, we have $1 \leq H_{1}^{(k)} \leq \ldots \leq H_{I-1}^{(k)} \leq J$. Since worker $i$ hands off his job to worker $i+1$ at station $H_{i}^{(k)}$ in the $k$ th reset, we call $H_{i}^{(k)}$ the $k$ th hand-off station between workers $i$ and $i+1$. Define $\boldsymbol{H}^{(k)}=\left(H_{1}^{(k)}, \ldots, H_{I-1}^{(k)}\right)$ as the $k$ th hand-off station vector, for $k=1, \ldots, K-1$. We set $T^{(0)}=0$ and $\boldsymbol{H}^{(0)}=(1, \ldots, 1)$, which means that at time 0 , worker $I$ starts working on job 1 at station 1, while the first $I-1$ workers are blocked in front of station 1 (at the start of the line). Since the service times $Z_{i, j}^{(k)}$ are exponentially distributed and independent of each other, for all $i, j$, and $k$, the probability distribution of $\boldsymbol{H}^{(k)}$ can be determined by $\boldsymbol{H}^{(k-1)}$. Thus,
$\left\{\boldsymbol{H}^{(k)}, k=1, \ldots, K-1\right\}$ is a Markov process.
Define $\mathcal{H}=\left\{\boldsymbol{h}=\left(h_{1}, \ldots, h_{I-1}\right) \mid 1 \leq h_{1} \leq \ldots \leq h_{I-1} \leq J\right\}$ as a set of all possible hand-off station vectors. It is straightforward to show that the cardinality of $\mathcal{H}$ is $|\mathcal{H}|=\binom{I+J-2}{I-1}$. For any $\boldsymbol{a}, \boldsymbol{b} \in \mathcal{H}$, we say $\boldsymbol{a}<\boldsymbol{b}$ if and only if there exists some $m$ such that $a_{m}<b_{m}$ and $a_{n}=b_{n}$, for $n=m+1 \ldots, I-1$. We order the vectors in $\mathcal{H}$ such that $\boldsymbol{h}^{1}<\boldsymbol{h}^{2}<\ldots<\boldsymbol{h}^{|\mathcal{H}|}$, where $\boldsymbol{h}^{1}=(1, \ldots, 1)$. For each $\boldsymbol{h}^{n} \in \mathcal{H}$, define $\pi_{n}^{(k)}=\operatorname{Pr}\left\{\boldsymbol{H}^{(k)}=\boldsymbol{h}^{n}\right\}$ as the probability of $\boldsymbol{h}^{n}$ being the $k$ th hand-off station vector. Define $\boldsymbol{\pi}^{(k)}$ as an $|\mathcal{H}|$-dimensional vector with its $n$th entry equals $\pi_{n}^{(k)}$. Note that $\boldsymbol{\pi}^{(k)}$ represents the probability distribution of the $k$ th hand-off station vector $\boldsymbol{H}^{(k)}$. Since $\boldsymbol{H}^{(0)}=(1, \ldots, 1)$, we have $\boldsymbol{\pi}^{(0)}=(1,0, \ldots, 0)$. For $\boldsymbol{h}, \boldsymbol{h}^{\prime} \in \mathcal{H}$, define $p_{\boldsymbol{h}, \boldsymbol{h}^{\prime}}^{(k)}=\operatorname{Pr}\left\{\boldsymbol{H}^{(k)}=\boldsymbol{h}^{\prime} \mid \boldsymbol{H}^{(k-1)}=\boldsymbol{h}\right\}$ as the probability of $\boldsymbol{h}^{\prime}$ being the $k$ th hand-off station vector, conditioned on $\boldsymbol{h}$ being the $(k-1)$ st hand-off station vector. Let $\boldsymbol{P}^{(k)}=\left(p_{\boldsymbol{h}, \boldsymbol{h}^{\prime}}^{(k)}\right)_{|\mathcal{H}| \times|\mathcal{H}|}$ denote the corresponding transition probability matrix.

## 4 Performance measures and asymptotic behavior

To derive the transition probability $p_{\boldsymbol{h}, \boldsymbol{h}^{\prime}}^{(k)}$, we need to analyze the movements of the $I$ workers between the $(k-1)$ st and the $k$ th resets. Let $X(i)$ denote the station where worker $i$ is located, for $i=1, \ldots, I$. We set $X(I)=J+1$ when worker $I$ finishes his job at station $J$. Define a state of the system as $\boldsymbol{X}=(X(1), X(2), \ldots, X(I))$. Recall that $H_{i}^{(k)}$ represents the $k$ th hand-off station between workers $i$ and $i+1$. Immediately after $T^{(k-1)}$, the state of the system is $\boldsymbol{X}=\left(1, H_{1}^{(k-1)}, \ldots, H_{I-1}^{(k-1)}\right)$. The workers keep working forward until $T^{(k)}$ when worker $I$ finishes his job at station $J$, and the system's state becomes $\boldsymbol{X}=\left(H_{1}^{(k)}, \ldots, H_{I-1}^{(k)}, J+1\right)$. We call a state with $X(I) \leq J$ a transient state, and a state with $X(I)=J+1$ an absorbing state. Thus, immediately after the $(k-1)$ st reset, the system progresses from one transient state to another transient state until it reaches an absorbing state when the $k$ th reset occurs. Define $\mathcal{X}=\{\boldsymbol{x}=(x(1), \ldots, x(I)) \mid 1 \leq x(1) \leq x(2) \leq \ldots \leq x(I-1) \leq J, x(I-1) \leq x(I) \leq J+1\}$ as a set of all possible states between any two resets. Similar to $\mathcal{H}$, the cardinality of $\mathcal{X}$ is $|\mathcal{X}|=\binom{I+J-1}{I}+\binom{I+J-2}{I-1}$.

Between the $(k-1)$ st and the $k$ th resets, instead of keeping track of the system's state continuously, we only need to consider the epochs when a worker finishes his job at a station. Given that the service times are exponentially distributed, the probability that more than one worker finish their jobs at their respective stations at the same time is 0 . For any transient state
$\boldsymbol{x}$, suppose there are $N(\boldsymbol{x})$ workers that are not blocked. Let $l_{1}, \ldots, l_{N(\boldsymbol{x})}$ denote these $N(\boldsymbol{x})$ workers from upstream to downstream. Note that worker $I$ is never blocked, which implies $l_{N(\boldsymbol{x})}=I$. Thus, we have

$$
1 \leq x(1)=\ldots=x\left(l_{1}\right)<x\left(l_{1}+1\right)=\ldots=x\left(l_{2}\right)<\ldots=x\left(l_{N(\boldsymbol{x})-1}\right)<x\left(l_{N(\boldsymbol{x})-1}+1\right)=\ldots=x(I) \leq J
$$

Among the $N(\boldsymbol{x})$ workers that are not blocked, one of them, say worker $l_{n}$, will finish his job in the next epoch. Let $\boldsymbol{x}_{n}$ denote the new state immediately after worker $l_{n}$ finishes his job. We have $x_{n}\left(l_{n}\right)=x\left(l_{n}\right)+1, x_{n}(i)=x(i)$, for $i \neq l_{n}, 1 \leq i \leq I$. Between the $(k-1)$ st and the $k$ th resets, the system progresses from state $\boldsymbol{x}$ to another state $\boldsymbol{x}^{\prime}$. Let $q_{\boldsymbol{x}, \boldsymbol{x}^{\prime}}^{(k)}$ denote a one-step transition probability from $\boldsymbol{x}$ to $\boldsymbol{x}^{\prime}$. For any transient state $\boldsymbol{x}$, we have

$$
q_{\boldsymbol{x}, \boldsymbol{x}^{\prime}}^{(k)}= \begin{cases}\mu_{l_{n}, x\left(l_{n}\right)}^{\left(k+I-l_{n}\right)} / \sum_{m=1}^{N(\boldsymbol{x})} \mu_{l_{m}, x\left(l_{m}\right)}^{\left(k+I-l_{m}\right)}, & \text { if } \boldsymbol{x}^{\prime}=\boldsymbol{x}_{n}, n=1, \ldots, N(\boldsymbol{x}) \\ 0, & \text { otherwise }\end{cases}
$$

For any absorbing state $\boldsymbol{x}$, we set

$$
q_{\boldsymbol{x}, \boldsymbol{x}^{\prime}}^{(k)}= \begin{cases}1, & \text { if } \boldsymbol{x}^{\prime}=\boldsymbol{x} \\ 0, & \text { otherwise }\end{cases}
$$

such that the system stays in the absorbing state $\boldsymbol{x}$. Let $\boldsymbol{Q}^{(k)}=\left(q_{\boldsymbol{x}, \boldsymbol{x}^{\prime}}^{(k)}\right)_{|\mathcal{X}| \times|\mathcal{X}|}$ denote the corresponding one-step transition probability matrix. Starting from any state $\boldsymbol{x}$, the system will take at most $(J-1) I+1$ epochs to reach an absorbing state. Let $\boldsymbol{R}^{(k)}=\left(\boldsymbol{Q}^{(k)}\right)^{J I-I+1}$, and let $r_{\boldsymbol{x}, \boldsymbol{x}^{\prime}}^{(k)}$ denote the $\boldsymbol{x}-\boldsymbol{x}^{\prime}$ entry of $\boldsymbol{R}^{(k)}$. As the system transitions from the hand-off station vector $\boldsymbol{h}$ immediately after the $(k-1)$ st reset to the hand-off station vector $\boldsymbol{h}^{\prime}$ at the $k$ th reset, the system's state progresses from $(1, \boldsymbol{h})$ to $\left(\boldsymbol{h}^{\prime}, J+1\right)$. Thus, we have the following lemma.

Lemma 1. The probability of $\boldsymbol{h}^{\prime}$ being the $k$ th hand-off station vector, conditioned on $\boldsymbol{h}$ being the $(k-1)$ st hand-off station vector is

$$
p_{\boldsymbol{h}, \boldsymbol{h}^{\prime}}^{(k)}=r_{(1, \boldsymbol{h}),\left(\boldsymbol{h}^{\prime}, J+1\right)}^{(k)}
$$

Since $\boldsymbol{\pi}^{(0)}$ is given and $\boldsymbol{\pi}^{(k)}=\boldsymbol{\pi}^{(k-1)} \boldsymbol{P}^{(k)}$, we can derive the probability distribution of $\boldsymbol{H}^{(k)}$ as $\boldsymbol{\pi}^{(k)}=\boldsymbol{\pi}^{(0)} \boldsymbol{P}^{(1)} \ldots \boldsymbol{P}^{(k)}$, for $k=1, \ldots, K-1$.

Define $E\left[T^{(K)}\right]$ as the expected makespan of a bucket brigade assembly line with $K$ jobs. To derive $E\left[T^{(k)}\right]$, we define $Y(k)=T^{(k)}-T^{(k-1)}$ as the inter-completion time between job $k-1$ and job $k$, which equals the total service time of worker $I$ on job $k$. Suppose $\boldsymbol{H}^{(k-1)}=\boldsymbol{h}$,
we have $Y(k)=\sum_{j=h_{I-1}}^{J} Z_{I, j}^{(k)}$. Thus, we have

$$
\begin{equation*}
E\left[Y(k) \mid \boldsymbol{H}^{(k-1)}=\boldsymbol{h}\right]=\sum_{j=h_{I-1}}^{J} \frac{1}{\mu_{I, j}^{(k)}}, \quad \boldsymbol{h} \in \mathcal{H} . \tag{1}
\end{equation*}
$$

Define $\boldsymbol{z}^{(k)}$ as an $|\mathcal{H}|$-dimensional column vector with its $n$th component equals $E\left[Y(k) \mid \boldsymbol{H}^{(k-1)}=\boldsymbol{h}^{n}\right]$, for $n=1, \ldots,|\mathcal{H}|$. From Equation (1), we have

$$
\begin{equation*}
E[Y(k)]=\sum_{n=1}^{|\mathcal{H}|} E\left[Y(k) \mid \boldsymbol{H}^{(k-1)}=\boldsymbol{h}^{n}\right] \pi_{n}^{(k-1)}=\boldsymbol{\pi}^{(k-1)} \boldsymbol{z}^{(k)} . \tag{2}
\end{equation*}
$$

Define the average throughput of a bucket brigade assembly line with $K$ jobs as $\rho(K)=$ $K / E\left[T^{(K)}\right]$. The following theorem determines the average throughput.

Theorem 1. The average throughput of a bucket brigade assembly line with $K$ jobs is

$$
\begin{equation*}
\rho(K)=K / E\left[T^{(K)}\right]=K / \sum_{k=1}^{K} \boldsymbol{\pi}^{(0)} \boldsymbol{P}^{(1)} \cdots \boldsymbol{P}^{(k-1)} \boldsymbol{z}^{(k)} . \tag{3}
\end{equation*}
$$

Given $\boldsymbol{\pi}^{(0)}$ and $\boldsymbol{z}^{(k)}$, we can determine the average throughput of the line using the transition probability matrices $\boldsymbol{P}^{(k)}$, for $k=1, \ldots, K-1$. The bold solid line in Figure 1 (a) represents the average throughput $\rho(k)$ of a bucket brigade assembly line up to job $k$ determined by Equation (3). We set $I=2, J=3, s_{1}=s_{2}=s_{3}=1 / 3, K=1,000$, and $v_{i, j}^{(k)}=i+j+k / K$, for $i=1,2$, $j=1,2,3$, and $k=1, \ldots, K$. The dashed line and the thin solid line represent two sample paths of the actual throughput $k / T^{(k)}$ based on simulations.


Figure 1: The throughput of a stochastic bucket brigade assembly line

For a special case in which the workers' service rates are independent of the jobs, we can drop the superscripts such that $\mu_{i, j}^{(k)}=\mu_{i, j}, \boldsymbol{P}^{(k)}=\boldsymbol{P}$, and $\boldsymbol{z}^{(k)}=\boldsymbol{z}$. Then, $\left\{\boldsymbol{H}^{(k)}, k=1, \ldots, K-1\right\}$ becomes a homogeneous Markov process. Theorem 2 shows that, for this special case, the distribution of the $k$ th hand-off station vector converges to a stationary distribution and the
average throughput converges to a constant as the number of jobs approaches infinity. Let $\boldsymbol{e}$ denote an $|\mathcal{H}|$-dimensional unit column vector.

Theorem 2. If the workers' service rates are independent of the jobs, then $\lim _{k \rightarrow \infty} \boldsymbol{\pi}^{(k)}=\boldsymbol{\pi}$, where $\boldsymbol{\pi}$ is a unique stationary distribution that satisfies the equations $\boldsymbol{\pi} \boldsymbol{P}=\boldsymbol{\pi}$ and $\boldsymbol{\pi} \boldsymbol{e}=1$. Furthermore, the asymptotic throughput $\rho_{\infty}=\lim _{K \rightarrow \infty} \rho(K)=1 /(\boldsymbol{\pi} \boldsymbol{z})$, where $\boldsymbol{\pi} \boldsymbol{z}$ represents the asymptotic expected inter-completion time.

It is interesting to see that the convergence to the stationary distribution is independent of the sequence of the workers. While we need to sequence the workers from slowest to fastest in the direction of the production flow for the deterministic bucket brigade to self balance (Bartholdi and Eisenstein, 1996a), we do not need such a worker sequence for the stochastic bucket brigade to converge to the stationary distribution.

Figure 1(b) shows an example with $I=3, J=5, s_{1}=s_{2}=0.1, s_{3}=s_{4}=0.3$, and $s_{5}=0.2$. We consider three different scenarios: (i) $v_{1, j}=1$, $v_{2, j}=2$, $v_{3, j}=3$, (ii) $v_{1, j}=v_{2, j}=v_{3, j}=2$, and (iii) $v_{1, j}=3, v_{2, j}=2, v_{3, j}=1$. The average throughput $\rho(K)$ for each scenario converges to a constant as $K$ increases, which is consistent with Theorem 2. Furthermore, the average throughput decreases as the worker sequence changes from slowest-to-fastest (scenario (i)) to fastest-to-slowest (scenario (iii)). Section 5.2 demonstrates that the slowest-to-fastest sequence is always more productive than the reverse sequence for the stochastic bucket brigade.

Using the probability distribution $\boldsymbol{\pi}^{(k)}$ of the $k$ th hand-off station vector, we can also derive the variance of the inter-completion time $Y(k)$. Let $h_{i}^{n}$ denote the $i$ th component of $\boldsymbol{h}^{n}$.

Lemma 2. The variance of the inter-completion time $Y(k)$ can be determined as

$$
\begin{equation*}
\operatorname{Var}(Y(k))=\sum_{n=1}^{|\mathcal{H}|} \pi_{n}^{(k-1)} \sum_{j=h_{I-1}^{n}}^{J}\left(\frac{1}{\mu_{I, j}^{(k)}}\right)^{2}+\sum_{n=1}^{|\mathcal{H}|} \pi_{n}^{(k-1)}\left(\sum_{j=h_{I-1}^{n}}^{J} \frac{1}{\mu_{I, j}^{(k)}}\right)^{2}-\left(\sum_{n=1}^{|\mathcal{H}|} \pi_{n}^{(k-1)} \sum_{j=h_{I-1}^{n}}^{J} \frac{1}{\mu_{I, j}^{(k)}}\right)^{2} \tag{4}
\end{equation*}
$$

We define the coefficient of variation (CV) of the inter-completion time $Y(k)$ as $C V=\sqrt{\operatorname{Var}(Y(k))}$ $/ E[Y(k)]$, where $E[Y(k)]$ and $\operatorname{Var}(Y(k))$ are determined by Equations (2) and (4) respectively. Note that a small CV of the inter-completion time ensures a more predictable output process of the line, which facilitates planning of the downstream processes of the supply chain. Lemma 2 implies the following theorem.

Theorem 3. If the service rates are independent of the jobs, and $\boldsymbol{\pi}$ is the stationary distribution of the hand-off station vectors. The asymptotic variance of the inter-completion time is

$$
\begin{equation*}
\lim _{k \rightarrow \infty} \operatorname{Var}(Y(k))=\sum_{n=1}^{|\mathcal{H}|} \pi_{n} \sum_{j=h_{I-1}^{n}}^{J}\left(\frac{1}{\mu_{I, j}}\right)^{2}+\sum_{n=1}^{|\mathcal{H}|} \pi_{n}\left(\sum_{j=h_{I-1}^{n}}^{J} \frac{1}{\mu_{I, j}}\right)^{2}-\left(\sum_{n=1}^{|\mathcal{H}|} \pi_{n} \sum_{j=h_{I-1}^{n}}^{J} \frac{1}{\mu_{I, j}}\right)^{2} . \tag{5}
\end{equation*}
$$

The asymptotic $C V$ of the inter-completion time equals

$$
\lim _{k \rightarrow \infty} \frac{\sqrt{\operatorname{Var}(Y(k))}}{E[Y(k)]}=\frac{1}{\pi \boldsymbol{z}}\left[\sum_{n=1}^{|\mathcal{H}|} \pi_{n} \sum_{j=h_{I-1}^{n}}^{J}\left(\frac{1}{\mu_{I, j}}\right)^{2}+\sum_{n=1}^{|\mathcal{H}|} \pi_{n}\left(\sum_{j=h_{I-1}^{n}}^{J} \frac{1}{\mu_{I, j}}\right)^{2}-\left(\sum_{n=1}^{|\mathcal{H}|} \pi_{n} \sum_{j=h_{I-1}^{n}}^{J} \frac{1}{\mu_{I, j}}\right)^{2}\right] .
$$

## 5 Case I: The work speeds depend only on the workers

In this section, we consider a special case in which $v_{i, j}^{(k)}=v_{i}$, for all $i, j$, and $k$.

### 5.1 The distribution of the hand-off station vector

Since each worker's service time at each station is stochastic, the hand-offs between any two neighboring workers will not converge to a fixed location (station) as observed in the deterministic model studied by Bartholdi and Eisenstein (1996a). Instead, Theorem 2 shows that the probability distribution of the $k$ th hand-off station vector $\boldsymbol{H}^{(k)}$ always converges to a stationary distribution $\boldsymbol{\pi}$ as $k$ goes to infinity, independent of the worker sequence.

Figure 2(a) shows the stationary distribution of a ten-station two-worker line with $s_{j}=0.1$, $j=1, \ldots, 10$. The workers are sequenced from slowest to fastest with $v_{1}=1$ and $v_{2}=2$. The stationary distribution of the hand-off station is unimodal with a single peak at station 3. This is analogous to the behavior of the deterministic model in which the hand-offs between the two workers converge to a fixed location (Bartholdi and Eisenstein, 1996a).

Figure 2(b) shows the stationary distribution of the hand-off station when the workers are sequenced from fastest to slowest with $v_{1}=2$ and $v_{2}=1$. The stationary distribution has two peaks at stations 1 and 10. This is analogous to the dynamic behavior of the deterministic model studied by Bartholdi et al. (1999) in which the hand-offs converge to a 2-cycle.

### 5.2 Comparing with the deterministic system

To examine the effect of the random service times, we compare the stochastic system with the deterministic system with discrete work stations. We consider two workers with work


Figure 2: The stationary distributions of the hand-off station for a line with ten stations and two workers
speeds equal to 1 and 2 . The expected work content is identical for all the stations such that $s_{j}=1 / J, j=1, \ldots, J$. We compare four different settings: A deterministic system with a slowest-to-fastest worker sequence (denoted as d-SF), a stochastic system with a slowest-to-fastest worker sequence (denoted as s-SF), a deterministic system with a fastest-to-slowest worker sequence (denoted as d-FS), and a stochastic system with a fastest-to-slowest worker sequence (denoted as s-FS). We examine the asymptotic throughput of each setting as the number of jobs $K$ approaches infinity. The asymptotic throughput of each stochastic system is determined by Theorem 2, and the asymptotic throughput of each deterministic system can be derived analytically. Figure 3 shows the asymptotic throughput of each setting as the number of stations $J$ varies from 4 to 50 . As $J$ increases, the throughput difference between the deterministic and the stochastic systems becomes smaller for both worker sequences. This is consistent with the result of Bartholdi et al. (2001). The d-SF setting achieves the maximum throughput $v_{1}+v_{2}$, but the s-SF setting cannot always achieve the maximum throughput because of blocking. However, the s-SF setting's performance approaches that of the d-SF setting as $J$ increases.

Under the fastest-to-slowest worker sequence, the asymptotic throughput of the d-FS setting decreases with $J$, whereas the asymptotic throughput of the s-FS setting first increases and then slightly decreases with $J$. Note that under the fastest-to-slowest sequence, the stochastic system (s-FS) may outperform the deterministic system (d-FS). For $J \geq 4$, the d-FS setting converges to a period- 2 cycle as $K \rightarrow \infty$ with hand-offs alternating between $2 / J$ and $(J-1) / J$. Thus, the asymptotic throughput equals $2+2 /(J-1)$, which approaches 2 as $J$ increases. Note


Figure 3: The asymptotic throughput of the deterministic and the stochastic systems for different numbers of stations
that the asymptotic throughput approaches twice the speed of the slower worker as $J$ increases because the line is becoming more like a continuous line and the faster worker upstream is constantly blocked by the slower worker downstream. In contrast, the s-FS setting suffers from severe blocking if $J$ is small. Its asymptotic throughput is lower than 2 when $J=4$. As $J$ increases, blocking is mitigated and the s-FS setting can achieve a throughput greater than 2. However, as $J$ further increases, the stochastic system resembles the deterministic system, and the throughput drops to 2 .

From the above comparison between the stochastic and the deterministic models with discrete work stations, we obtain the following insights. Under the slowest-to-fastest sequence, the deterministic system is more productive than the stochastic system. This suggests that the stochastic service times cause throughput loss for a bucket brigade line with discrete work stations under the slowest-to-fastest sequence. However, under the reverse sequence, the stochastic system may outperform the deterministic system (see Figure 3). For both worker sequences, the performance difference between the stochastic and the deterministic systems gets closer as $J$ increases, which is consistent with the finding of Bartholdi et al. (2001).

Figure 4 shows the asymptotic throughput of each setting for different work-content distributions. We consider three stations and two workers with work speeds 1 and 2. Under each worker sequence, the deterministic system always outperforms the stochastic system.

For the deterministic system, the relative performance of the slowest-to-fastest and the reverse sequences depends on the work-content distribution: If $s_{1}=s_{2}=1 / 3$, both sequences achieve the maximum throughput 3 . If $s_{1}=1 / 3$ and $s_{2}=7 / 12$, only the slowest-to-fastest


Figure 4: The asymptotic throughput of the deterministic and the stochastic systems for different work-content distributions
sequence (d-SF) achieves the maximum throughput. If $s_{1}=1 / 12$ and $s_{2}=7 / 12$, only the fastest-to-slowest sequence (d-FS) achieves the maximum throughput. If $s_{1}=1 / 12$ and $s_{2}=$ $5 / 6$, both sequences cannot achieve the maximum throughput. In contrast, for the stochastic system, we show in the following that the slowest-to-fastest sequence (s-SF) always outperforms the reverse sequence (s-FS) under all work-content distributions.

Lemma 3. For a three-station two-worker line, with $v_{1}+v_{2}$ held constant, the asymptotic throughput of the stochastic bucket brigade system increases with $v_{2}$.

Lemma 3 implies the following corollary.

Corollary 1. For a three-station two-worker stochastic bucket brigade system, the slowest-tofastest sequence is always more productive than the fastest-to-slowest sequence.

Figure 4 and Lim and Yang (2009) show that the slowest-to-fastest sequence can be outperformed by the reverse sequence for a deterministic three-station line (see Figure 6(a) of Lim and Yang (2009)). However, for a three-station line with stochastic service times, Corollary 1 shows that the slowest-to-fastest sequence is always more productive.

We further test numerically that whether the result of Corollary 1 continues to hold for a line with more work stations and workers. Figure 5 shows the asymptotic throughput under both worker sequences for 3,4 , and 5 workers, and the number of work stations $J$ varies from 4 to 20 . In each graph, we set the work speeds of the $I$ workers equal $1,2, \ldots, I$. We consider evenly distributed work content such that $s_{j}=1 / J, j=1,2, \ldots, J$. We observe that the slowest-to-fastest sequence is always more productive than the reverse sequence in these larger systems with stochastic service times.


Figure 5: The asymptotic throughput for different numbers of workers

As suggested by Figures 3 and 4 , if the number of stations is small, the throughput difference between the stochastic and the deterministic systems can be quite significant (the gap is up to $47 \%$ ). Furthermore, Corollary 1 and Figure 5 show that the slowest-to-fastest sequence is more productive than the reverse sequence for the stochastic system. However, this result may not hold for a deterministic system (see Figure 6(a) of Lim and Yang (2009)). Thus, it is important to study the stochastic bucket brigade model especially for a line with a small number of stations.

### 5.3 Maximizing the throughput

Theorem 2 allows us to maximize the asymptotic throughput of the stochastic bucket brigade by optimizing the expected work contents $s_{1}, \ldots, s_{J}$, and the sequence of the workers. For illustration purposes, we assume $s_{j} / s_{j-1}=\lambda, j=2, \ldots, J$. We define $\beta=s_{J} / s_{1}=\lambda^{J-1}$. If $\beta>1$, the work content $s_{j}$ is increasing in $j$. If $\beta=1$, the work content is evenly distributed over the stations. If $\beta<1$, the work content $s_{j}$ is decreasing in $j$.

Figure 6(a) shows the asymptotic throughput of a line with $J=8$ stations and $I=4$ workers. We assume the work speeds of the workers are $3,4,5$ and 6 . The slowest-to-fastest sequence (solid line) always outperforms the reverse sequence (dashed line). Under each worker sequence, an overly skewed work-content distribution over the stations (when $\beta$ is too small or too large) is not productive because of severe blocking. As a result, for each worker sequence in Figure 6(a), the asymptotic throughput is unimodal in $\beta$. For the slowest-to-fastest sequence, the asymptotic throughput reaches the maximum when $\beta=1.45$, corresponding to the top graph of Figure 6(b) where the work content $s_{j}$ increases with $j$. For the fastest-to-slowest sequence, the maximum asymptotic throughput occurs at $\beta=0.69$, which corresponds to the bottom graph of Figure $\sqrt{6}$ (b) where the work content decreases from upstream to downstream.

Figure 6(b) suggests that to maximize the asymptotic throughput, more work content should be assigned to the stations near the faster workers.


Figure 6: (a) Asymptotic throughput of a line with eight stations and four workers (b) Work-content distributions with $\beta=1.45$ (top) and $\beta=0.69$ (bottom)

To test the robustness of the above results, we vary the number of stations, the number of workers, and the difference in the work speeds of the workers. In Figure 7(a), we consider the same team of four workers in Figure 6. We vary the number of stations $J$ from 6 to 10 . For each $J$, we identify the best $\beta$ for both the slowest-to-fastest and the reverse sequences. We find that the best $\beta$ for the slowest-to-fastest sequence is always greater than 1 , implying that the work content $s_{j}$ increases with $j$. In contrast, the best $\beta$ for the reverse sequence is always less than 1 , implying that $s_{j}$ is decreasing in $j$.


Figure 7: Best $\beta$ for maximizing the asymptotic throughput under different parameter settings

Figure 7 (b) shows the best $\beta$ by varying the number of workers $I$ from 2 to 5 . To be comparable with Figure 6, we consider eight stations and assume $V \equiv \sum_{i=1}^{I} v_{i}=18$, where $v_{i}=V / I-(I+1) / 2+i$ for the slowest-to-fastest sequence, and $v_{i}=V / I+(I+1) / 2-i$ for the fastest-to-slowest sequence, for $i=1, \ldots, I$. Thus, $\delta v \equiv\left|v_{i}-v_{i-1}\right|=1, i=2, \ldots, I$, for
both sequences. We find that for each $I$, the best $\beta$ for the slowest-to-fastest sequence is always greater than 1. Furthermore, the best $\beta$ increases with $I$ (the skewness of the work-content distribution increases with $I$ ) because the gap between the work speeds of the first and the last workers increases with $I$. In contrast, the best $\beta$ for the fastest-to-slowest sequence is always less than 1 , and the best $\beta$ decreases with $I$ because of the same reason.

Figure 7 (c) shows the best $\beta$ by varying the work-speed difference $\delta v$. We consider eight stations and four workers with $\sum_{i=1}^{4} v_{i}=18$. We find that the best $\beta$ for the slowest-to-fastest sequence is always greater than 1 . The best $\beta$ increases with $\delta v$ because the gap between the work speeds of the first and the last workers increases with $\delta v$. On the other hand, the best $\beta$ for the fastest-to-slowest sequence is always less than 1 and it decreases with $\delta v$ because of the same reason.

To further investigate the impact of $\delta v$, Figure 8 shows the asymptotic throughput of each worker sequence for $\delta v=0.5,1$, and 2 , with $J=8, I=4$, and $\sum_{i=1}^{I} v_{i}=18$. We see that the gap between the asymptotic throughputs of the two sequences becomes larger as $\delta v$ gets larger.


Figure 8: The gap between the two sequences' asymptotic throughputs becomes larger as $\delta v$ increases

### 5.4 Minimizing the CV of the inter-completion time

Theorem 3 enables us to minimize the CV of the inter-completion time by optimizing the workcontent distribution over the stations. A small CV of the inter-completion time ensures a more predictable output process of the line, which facilitates planning of the downstream processes of the supply chain. Moreover, a small CV of the inter-completion time implies that the hand-offs between any two consecutive workers occur at close to the same point upon each reset. As a
result, the portion of tasks that each worker performs tends to be repeated. The system can benefit from the workers' faster learning that leads to higher productivity. Based on the same definition of $\beta=s_{J} / s_{1}=\lambda^{J-1}$ as in Section 5.3. Figure 9 (a) shows the asymptotic CV of the inter-completion time under the same setting as in Figure 6(a). The slowest-to-fastest sequence (solid line) always has a smaller asymptotic CV of the inter-completion time than the reverse sequence (dashed line). Moreover, for each worker sequence the CV is unimodal in $\beta$. This suggests that an overly skewed work-content distribution (when $\beta$ is too small or too large) causes severe blocking, resulting in a higher CV of the inter-completion time. For the fastest-toslowest sequence, the asymptotic CV of the inter-completion time reaches the minimum when $\beta=4.37$. This corresponds to the top graph of Figure 9 (b), where the work content $s_{j}$ increases with $j$. For the slowest-to-fastest sequence, the minimum asymptotic CV of the inter-completion time occurs at $\beta=0.58$, corresponding to the bottom graph of Figure $9(\mathrm{~b})$, where the work content decreases from upstream to downstream. Figure 9 (b) suggests that we can minimize the CV of the inter-completion time by allocating more work content to the stations near the slower workers.


Figure 9: (a) Asymptotic CV of the inter-completion time of a line with 8 stations and 4 workers (b) Work-content distributions with $\beta=4.37$ (top) and $\beta=0.58$ (bottom)

To test the robustness of the above results, we vary the number of stations, the number of workers, and the difference in the work speeds of the workers. In Figure 10(a), we consider the same team of four workers as in Figure 9. We vary the number of stations $J$ from 6 to 10. For each $J$, we identify the best $\beta$ for both the slowest-to-fastest and the reverse sequences. We find that the best $\beta$ for the slowest-to-fastest sequence is always less than 1 , and the best $\beta$ decreases with $J$. In contrast, the best $\beta$ for the fastest-to-slowest sequence is always greater
than 1, and it increases with $J$. Similarly, Figure 10(b) identifies the best $\beta$ by varying the number of workers $I$ from 2 to 5 . The setting is the same as Figure 7 (b). Figure 10(c) shows the best $\beta$ by varying the work-speed difference $\delta v$. The setting is the same as Figure 7 (c). We find similar behavior of the best $\beta$ as $I$ or $\delta v$ increases.


Figure 10: Best $\beta$ for minimizing the asymptotic CV of the inter-completion time under different parameter settings

Combining the results in Sections 5.3 and 5.4, we obtain the following managerial insights. Either maximizing the asymptotic throughput or minimizing the asymptotic CV of the intercompletion time, the slowest-to-fastest sequence always outperforms the reverse sequence for the stochastic bucket brigade. Furthermore, to maximize the asymptotic throughput, more work content should be assigned to the stations near the faster workers (see Figure 6(b)). However, to minimize the asymptotic CV of the inter-completion time, more work content should be assigned to the stations near the slower workers (see Figure 9(b)).

Note that the advantages of a small CV of the inter-completion time are important in some settings, but not in others. For example, achieving a small CV may be important for an assembly line where tasks vary along the line, so that each worker can learn faster from repeatedly working on the same portion of the tasks. However, it may not be as important in other settings such as order-picking in a warehouse where workers simply pick items from a pick-to-light system. In such a setting, it is possible that no significant learning or speed-up is gained by a worker picking from the same section of the warehouse. In general, maximizing the throughput is a primary objective of the management, whereas the CV of the inter-completion time may play a secondary role in some settings where workers are able to learn if their task range is limited.

## 6 Case II: The work speeds depend only on the workers and the stations

In this section, we assume the work speed of each worker depends on the worker and the stations, but is independent of the jobs such that $v_{i, j}^{(k)}=v_{i, j}$, for all $k, i=1, \ldots, I, j=1, \ldots, J$. It is challenging to analyze this case because a worker $i$ may not dominate another worker $i^{\prime}$ along the entire line. That is, worker $i$ is faster at some stations, but slower at other stations than worker $i^{\prime}$. In this situation, it is not clear how we should sequence the workers along the line.

As the work speed of each worker may vary across the stations, we define the average work speed of worker $i$ along the entire line as

$$
\begin{equation*}
\nu_{i}=\frac{\sum_{j=1}^{J} f_{i, j} s_{j}}{\sum_{j=1}^{J} f_{i, j} s_{j} / v_{i, j}} \tag{6}
\end{equation*}
$$

where $f_{i, j}$ represents the probability of worker $i$ finishing his job at station $j$ between two consecutive resets under the stationary distribution $\boldsymbol{\pi}$. Note that if $v_{i, j}=v_{i}$, we have $\nu_{i}=v_{i}$. Recall that $h_{i}^{n}$ denotes the $i$ th component of $\boldsymbol{h}^{n}$. For convenience, we set $h_{0}^{n}=1$ and $h_{I}^{n}=J+1$. Let $f_{i, j}^{(k)}$ denote the probability of worker $i$ finishing his job at station $j$ between the $(k-1)$ st and the $k$ th resets. The following lemma determines $f_{i, j}^{(k)}$ and $f_{i, j}$.

Lemma 4. The probability of worker $i$ finishing his job at station $j$ between the $(k-1)$ st and the $k$ th resets can be obtained as

$$
\begin{equation*}
f_{i, j}^{(k)}=\sum_{\substack{n=1, \ldots,|\mathcal{H}| \\ h_{i}^{n} \geq j+1}} \pi_{n}^{(k)}-\sum_{\substack{n=1, \ldots,|\mathcal{H}| \\ h_{i-1}^{n} \geq j+1}} \pi_{n}^{(k-1)} . \tag{7}
\end{equation*}
$$

As $k$ approaches infinity, the probability of worker $i$ finishing his job at station $j$ between two consecutive resets under the stationary distribution $\boldsymbol{\pi}$ can be obtained as

$$
\begin{equation*}
f_{i, j}=\sum_{\substack{n=1, \ldots,|\mathcal{H}| \\ h_{i}^{n} \geq j+1}} \pi_{n}-\sum_{\substack{n=1, \ldots,|\mathcal{H}| \\ h_{i-1}^{n} \geq j+1}} \pi_{n} . \tag{8}
\end{equation*}
$$

Define the expected blocked time of worker $i$ as the expected total time that worker $i$ is blocked between two consecutive resets. Let $B_{i}$ denote the asymptotic expected blocked time of worker $i$ as $K$ approaches infinity. Since worker $I$ is never blocked, we have $B_{I}=0$. Recall that the inter-completion time $Y(k)=T^{(k)}-T^{(k-1)}$. Let $Y_{\infty}=\lim _{k \rightarrow \infty} E[Y(k)]$ denote the asymptotic inter-completion time of jobs. According to Theorem 2, $Y_{\infty}=\boldsymbol{\pi} \boldsymbol{z}=1 / \rho_{\infty}$.

Lemma 5. The asymptotic expected blocked time of worker $i$ can be expressed as

$$
\begin{equation*}
B_{i}=Y_{\infty}-\sum_{j=1}^{J} \frac{f_{i, j}}{\mu_{i, j}}, \quad i=1, \ldots, I-1 \tag{9}
\end{equation*}
$$

The following theorem expresses the asymptotic throughput of the line as a function of the average work speeds and the asymptotic expected blocked times of the workers.

Theorem 4. If the work speeds of the workers are independent of the jobs, the asymptotic throughput of a stochastic bucket brigade can be expressed as

$$
\begin{equation*}
\rho_{\infty}=\sum_{i=1}^{I} \frac{Y_{\infty}-B_{i}}{Y_{\infty}} \nu_{i} \tag{10}
\end{equation*}
$$

Equation $\sqrt{10}$ can be interpreted as follows. The term $\frac{Y_{\infty}-B_{i}}{Y_{\infty}}$ represents the fraction of the inter-completion time that worker $i$ is not blocked on the line, and $\frac{Y_{\infty}-B_{i}}{Y_{\infty}} \nu_{i}$ represents the effective production rate of worker $i$ without being blocked. The asymptotic throughput of the line is the sum of the effective production rates of all the workers.

## 7 Conclusion

The literature of bucket brigades with stochastic service times is very limited. To the best of our understanding, Bartholdi et al. (2001) is the only paper that analytically studies bucket brigades on discrete work stations with stochastic service times. The authors assume that the work speed of each worker at each station depends only on the worker. In this paper, we extend the work of Bartholdi et al. (2001) by assuming that the work speed of each worker at each station on a job depends not only on the worker, but also on the station and the job. Thus, the workers may not dominate each other at all the stations, and their work speeds may change with the jobs. We consider a bucket brigade line with $J$ stations and $I$ workers. We assume the time duration for each worker to finish a job at each station is exponentially distributed with a rate that depends on the station's expected work content and the work speed of the worker.

By observing the Markov property of the hand-off stations and analyzing the transition from one hand-off station vector to the next, we are able to derive the system's average throughput (Theorem 1) and the CV of the inter-completion time (Lemma 22). We prove that if the work speeds of the workers are independent of the jobs, then the probability distribution of the hand-off station vector will converge to a unique stationary distribution as the number of jobs approaches
infinity (Theorem 2). Furthermore, the average throughput and the CV of the inter-completion time converge to a constant that depends on the stationary distribution (Theorems 2 and 3 ).

We first study a case where each worker's work speeds depend only on the worker. For a two-worker system in which one worker has a larger speed than the other at all the stations, we find that the probability distribution of the hand-off station is analogous to the behavior of the deterministic model. If the workers are sequenced from slowest to fastest, the probability distribution has a peak in the middle of the line. It is interesting to note that this result is consistent with that of the deterministic model in which the hand-offs converge to a fixed location (Bartholdi and Eisenstein, 1996a). However, if the workers are sequenced from fastest to slowest, the probability distribution has two peaks at the two ends of the line. This result is analogous to that of the deterministic model studied by Bartholdi et al. (1999) in which the hand-offs converge to a 2-cycle.

We further compare the throughput of our stochastic model with the deterministic model with discrete work stations. Under the slowest-to-fastest sequence, the deterministic system is more productive than the stochastic system. This suggests that the stochastic service times cause throughput loss for a bucket brigade line with discrete work stations under the slowest-tofastest sequence. However, under the reverse sequence, the stochastic system may outperform the deterministic system. For both worker sequences, the performance difference between the stochastic and the deterministic systems gets closer as the number of stations $J$ increases, which is consistent with the finding of Bartholdi et al. (2001).

However, if the number of stations is small, the throughput difference between the stochastic and the deterministic systems can be quite significant (the gap is up to $47 \%$ ). Furthermore, for a stochastic system, the slowest-to-fastest sequence is more productive than the reverse sequence (see Corollary 1 and Figure 5). It is worth noting that this result may not hold for a deterministic system (see Figure 6(a) of Lim and Yang (2009)). Thus, it is worthwhile and important to study the stochastic bucket brigade model especially for a line with a small number of stations.

To maximize the asymptotic throughput, the manager can optimize both the worker sequence and the work-content distribution over the stations. We demonstrate that the slowest-to-fastest sequence always outperforms the reverse sequence (Figure 6(a)). Furthermore, under the slowest-to-fastest sequence, the asymptotic throughput is maximized if the expected work
content of the stations increases in the direction of the production flow. In contrast, under the fastest-to-slowest sequence, the asymptotic throughput is maximized if the work content decreases from upstream to downstream. These results also hold when we vary the number of stations, the number of workers, or the difference in the work speeds of the workers.

In terms of minimizing the asymptotic CV of the inter-completion time, we also find that the slowest-to-fastest sequence always outperforms the reverse sequence. For the fastest-toslowest sequence, the asymptotic CV is the minimum when the expected work content increases from upstream to downstream. However, for the slowest-to-fastest sequence, the asymptotic CV reaches the minimum when the expected work content decreases in the direction of the production flow. The above results are robust when we vary the number of stations, the number of workers, or the difference in the work speeds of the workers.

From the above results, we obtain the following important managerial insights. Either maximizing the asymptotic throughput or minimizing the asymptotic CV of the inter-completion time, the slowest-to-fastest sequence always outperforms the reverse sequence for the stochastic bucket brigade. Furthermore, to maximize the asymptotic throughput, more work content should be assigned to the stations near the faster workers (Figure $\sqrt{6}(b)$ ). In contrast, to minimize the asymptotic CV of the inter-completion time, more work content should be assigned to the stations near the slower workers (Figure 9 (b)).

We then analyze another case where the work speeds depend on the workers and the stations. Given that the workers may not dominate each other along the entire line, we define the average work speed of each worker as a weighted average of his work speeds at all the stations (Equation (6)). We also derive the asymptotic expected blocked time of each worker (Equation (9)). The asymptotic throughput of the stochastic bucket brigade can be expressed as a function of the average work speeds and the asymptotic expected blocked times of the workers, and can be interpreted as the sum of the effective production rates of all the workers (Theorem 4).

Our methodology can be generalized to a case where the work speeds depend on the workers, the stations, and the jobs. It is also worth noting that in our stochastic bucket brigade model, we consider exponential service times that have a coefficient of variation equal to 1 Hopp and Spearman, 2008). In practice, the service time of a worker at a station may not be as variable. Choosing between the deterministic model and the stochastic model with exponential service times for practical purposes becomes an interesting future research direction.
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## A Online supplement

## A. 1 Proof of Theorem 1

The expected makespan for $K$ jobs can be obtained by summing up $E\left[T^{(k)}-T^{(k-1)}\right]$ from $k=1$ to $k=K$ :

$$
\begin{aligned}
E\left[T^{(K)}\right] & =\sum_{k=1}^{K} E\left[T^{(k)}-T^{(k-1)}\right] \\
& =\sum_{k=1}^{K} \boldsymbol{\pi}^{(k-1)} \boldsymbol{z}^{(k)} \\
& =\sum_{k=1}^{K} \boldsymbol{\pi}^{(0)} \ldots \boldsymbol{P}^{(k-1)} \boldsymbol{z}^{(k)} .
\end{aligned}
$$

So we have:

$$
\rho(K)=K / E\left[T^{(K)}\right]=K / \sum_{k=1}^{K} \boldsymbol{\pi}^{(0)} \boldsymbol{P}^{(1)} \cdots \boldsymbol{P}^{(k-1)} \boldsymbol{z}^{(k)}
$$

## A. 2 Proof of Theorem 2

If the processing rates of the workers are independent of the jobs, then from Lemma $1, p_{\boldsymbol{h}, \boldsymbol{h}^{\prime}}^{(k)}=$ $p_{\boldsymbol{h}, \boldsymbol{h}^{\prime}}$, for $\boldsymbol{h}, \boldsymbol{h}^{\prime} \in \mathcal{H}$. This implies that $\left\{\boldsymbol{H}^{(k)}, k=0,1,2, \ldots\right\}$ is an irreducible aperiodic homogeneous Markov chain with a finite number of states. Since there is only a finite number of states and all of them communicate, all the states are positive recurrent. Recall that we set $\boldsymbol{\pi}^{(0)}=(1,0, \ldots, 0)$. According to the definition of $\pi_{n}^{(k)}$, we have

$$
\begin{aligned}
\lim _{k \rightarrow \infty} \pi_{n}^{(k)} & =\lim _{k \rightarrow \infty} \operatorname{Pr}\left\{\boldsymbol{H}^{(k)}=\boldsymbol{h}^{n}\right\} \\
& =\lim _{k \rightarrow \infty} \sum_{m=1}^{|\mathcal{H}|} \pi_{n}^{(0)} \operatorname{Pr}\left\{\boldsymbol{H}^{(k)}=\boldsymbol{h}^{n} \mid \boldsymbol{H}^{(0)}=\boldsymbol{h}^{m}\right\} \\
& =\lim _{k \rightarrow \infty} \operatorname{Pr}\left\{\boldsymbol{H}^{(k)}=\boldsymbol{h}^{n} \mid \boldsymbol{H}^{(0)}=\boldsymbol{h}^{1}\right\} \\
& =\pi_{n}
\end{aligned}
$$

The last equality is due to Theorem 4.3 .3 of Ross (1996), which also guarantees that $\boldsymbol{\pi}=$ $\left(\pi_{1}, \ldots, \pi_{|\mathcal{H}|}\right)$ is the only stationary distribution of the Markov chain. This stationary distribution can be obtained by solving the equations $\boldsymbol{\pi} \boldsymbol{P}=\boldsymbol{\pi}$ and $\boldsymbol{\pi} \boldsymbol{e}=1$.

Thus, we have

$$
\begin{aligned}
\lim _{K \rightarrow \infty} \frac{1}{\rho(K)} & =\lim _{K \rightarrow \infty} \frac{E\left[T^{(K)}\right]}{K} \\
& =\lim _{K \rightarrow \infty} \frac{\sum_{k=1}^{K} E\left[T^{(k)}-T^{(k-1)}\right]}{K} \\
& =\lim _{K \rightarrow \infty} \frac{\sum_{k=1}^{K} \boldsymbol{\pi}^{(k-1)} \boldsymbol{z}}{K} \\
& =\boldsymbol{\pi} \boldsymbol{z} .
\end{aligned}
$$

The last equality holds because $\boldsymbol{\pi}^{(k-1)} \boldsymbol{z} \rightarrow \boldsymbol{\pi} \boldsymbol{z}$ as $k$ goes to infinity. As a result, the Cesaro mean $\frac{\sum_{k=1}^{K} \boldsymbol{\pi}^{(k-1)} \boldsymbol{z}}{K}$ also converges to $\boldsymbol{\pi} \boldsymbol{z}$. (The proof of the convergence of the Cesaro mean can be found in Demidovich (1989).) Therefore, $\lim _{K \rightarrow \infty} \rho(K)=1 /(\boldsymbol{\pi z})$.

## A. 3 Proof of Lemma 2

We denote the cumulative distribution function (CDF) of $Y(k)$ as $F^{(k)}(\cdot)$. Let $Y_{n}(k)$ denote the inter-completion time between the $(k-1)$ st and the $k$ th resets, conditioned on $\boldsymbol{H}^{(k-1)}=\boldsymbol{h}^{n}$. Let $F_{n}^{(k)}(\cdot)$ denote the CDF of $Y_{n}(k)$. Recall that $\boldsymbol{\pi}^{(k-1)}=\left(\pi_{1}^{(k-1)}, \ldots, \pi_{|\mathcal{H}|}^{(k-1)}\right)$ is the probability distribution of the $(k-1)$ st hand-off station vector $\boldsymbol{H}^{(k-1)}$. The CDF of $Y(k)$ can be expressed as a mixture distribution $F^{(k)}(\cdot)=\sum_{n=1}^{|\mathcal{H}|} \pi_{n}^{(k-1)} F_{n}^{(k)}(\cdot)$. According to Proposition 5.2 of Ross (2010), the variance of $Y(k)$ can be obtained as follows:

$$
\begin{equation*}
\operatorname{Var}(Y(k))=\sum_{n=1}^{|\mathcal{H}|} \pi_{n}^{(k-1)} \operatorname{Var}\left(Y_{n}(k)\right)+\sum_{n=1}^{|\mathcal{H}|} \pi_{n}^{(k-1)}\left(E\left[Y_{n}(k)\right]\right)^{2}-\left(\sum_{n=1}^{|\mathcal{H}|} \pi_{n}^{(k-1)} E\left[Y_{n}(k)\right]\right)^{2} . \tag{11}
\end{equation*}
$$

Note that $Y_{n}(k)$ is the sum of the processing times of worker $I$ on job $k$ from station $h_{I-1}^{n}$ to station $J$. Since these processing times are independent exponential random variables, we have

$$
\begin{equation*}
E\left[Y_{n}(k)\right]=\sum_{j=h_{I-1}^{n}}^{J} E\left[Z_{I, j}^{(k)}\right]=\sum_{j=h_{I-1}^{n}}^{J} 1 / \mu_{I, j}^{(k)}, \tag{12}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{Var}\left(Y_{n}(k)\right)=\sum_{j=h_{I-1}^{n}}^{J} \operatorname{Var}\left(Z_{I, j}^{(k)}\right)=\sum_{j=h_{I-1}^{n}}^{J}\left(1 / \mu_{I, j}^{(k)}\right)^{2} . \tag{13}
\end{equation*}
$$

Substituting Equations $(12)$ and $(13)$ into Equation (11), we obtain Lemma 2 ,

## A. 4 Proof of Lemma 3

We assume $v_{1}+v_{2}=c$, where $c$ is a constant. We have

$$
\begin{aligned}
1 / \rho_{\infty}= & \left(v_{1}^{7} s_{2}^{2} s_{3}^{5}+4 v_{1}^{6} v_{2} s_{1} s_{2}^{2} s_{3}^{4}+2 v_{1}^{6} v_{2} s_{1} s_{2} s_{3}^{5}+2 v_{1}^{6} v_{2} s_{2}^{3} s_{3}^{4}+2 v_{1}^{4} v_{2}^{3} s_{1}^{3} s_{2}^{2} s_{3}^{2}+\right. \\
& 3 v_{1}^{4} v_{2}^{3} s_{1}^{2} s_{2}^{3} s_{3}^{2}+3 v_{1}^{4} v_{2}^{4} s_{1}^{2} s_{2}^{2} s_{3}^{3}+6 v_{1}^{4} v_{2}^{2} s_{1}^{2} s_{2} s_{3}^{4}+v_{1}^{4} v_{2}^{2} s_{1}^{2} s_{3}^{5}+ \\
& 2 v_{1}^{4} v_{2}^{2} s_{1} s_{2}^{4} s_{3}^{2}+5 v_{1}^{4} v_{2}^{2} s_{1} s_{2}^{3} s_{3}^{3}+4 v_{1}^{4} v_{2}^{2} s_{1} s_{2}^{2} s_{3}^{4}+v_{1}^{4} v_{2}^{2} s_{2}^{5} s_{3}^{2}+ \\
& 2 v_{1}^{3} v_{2}^{3} s_{1}^{3} s_{3}^{4}+2 v_{1}^{3} v_{2}^{3} s_{1}^{2} s_{2}^{4} s_{3}+6 v_{1}^{3} v_{2}^{3} s_{1}^{2} s_{2}^{3} s_{3}^{2}+8 v_{1}^{3} v_{2}^{3} s_{1}^{2} s_{2}^{2} s_{3}^{3}+ \\
& 2 v_{1}^{3} v_{2}^{3} s_{1}^{2} s_{2} s_{3}^{4}+2 v_{1}^{3} v_{2}^{3} s_{1} s_{2}^{5} s_{3}+2 v_{1}^{3} v_{2}^{3} s_{1} s_{2}^{4} s_{3}^{2}+v_{1}^{2} v_{2}^{4} s_{1}^{5} s_{3}^{2}+ \\
& 2 v_{1}^{2} v_{2}^{4} s_{1}^{4} s_{2}^{2} s_{3}+3 v_{1}^{2} v_{2}^{4} s_{1}^{3} s_{2}^{3} s_{3}+3 v_{1}^{2} v_{2}^{4} s_{1}^{3} s_{2}^{2} s_{3}^{2}+3 v_{1}^{2} v_{2}^{4} s_{1}^{3} s_{2} s_{3}^{3}+ \\
& \left.v_{1}^{2} v_{2}^{4} s_{1}^{2} s_{2}^{5}+4 v_{1}^{2} v_{2}^{4} s_{1}^{2} s_{2}^{4} s_{3}+2 v_{1} v_{2}^{5} s_{1}^{5} s_{2} s_{3}+2 v_{1} v_{2}^{5} s_{1}^{3} s_{2}^{4}+v_{2}^{6} s_{1}^{5} s_{2}^{2}\right) / \\
& {\left[7 v _ { 2 } \left(v_{1}^{3} s_{2} s_{3}^{2}+2 v_{1}^{2} v_{2} s_{1} s_{2} s_{3}+v_{1}^{2} v_{2} s_{1} s_{3}^{2}+v_{1}^{2} v_{2} s_{2}^{2} s_{3}+v_{1} v_{2}^{2} s_{1}^{2} s_{3}+v_{1} v_{2}^{2} s_{1} s_{2}^{2}+\right.\right.} \\
& \left.\left.v_{1} v_{2}^{2} s_{1} s_{2} s_{3}+v_{2}^{3} s_{1}^{2} s_{2}\right)\right] .
\end{aligned}
$$

Taking the derivative of $1 / \rho_{\infty}$ with respect to $v_{1}$, we have

$$
\begin{aligned}
\frac{d\left(1 / \rho_{\infty}\right)}{d v_{1}}= & \left(v_{1}^{6} s_{2}^{2} s_{3}^{5}+4 v_{1}^{5} v_{2} s_{1} s_{2}^{2} s_{3}^{4}+2 v_{1}^{5} v_{2} s_{1} s_{2} s_{3}^{5}+2 v_{1}^{5} v_{2} s_{2}^{3} s_{3}^{4}+2 v_{1}^{4} v_{2}^{2} s_{1}^{3} s_{2}^{2} s_{3}^{2}+\right. \\
& 3 v_{1}^{4} v_{2}^{2} s_{1}^{2} s_{2}^{3} s_{3}^{2}+3 v_{1}^{4} v_{2}^{2} s_{1}^{2} s_{2}^{2} s_{3}^{3}+6 v_{1}^{4} v_{2}^{2} s_{1}^{2} s_{2} s_{3}^{4}+v_{1}^{4} v_{2}^{2} s_{1}^{2} s_{3}^{5}+ \\
& 2 v_{1}^{4} v_{2}^{2} s_{1} s_{2}^{4} s_{3}^{2}+5 v_{1}^{4} v_{2}^{2} s_{1} s_{2}^{3} s_{3}^{3}+4 v_{1}^{4} v_{2}^{2} s_{1} s_{2}^{2} s_{3}^{4}+v_{1}^{4} v_{2}^{2} s_{2}^{5} s_{3}^{2}+ \\
& 2 v_{1}^{3} v_{2}^{3} s_{1}^{4} s_{2} s_{3}^{2}+2 v_{1}^{3} v_{2}^{3} s_{1}^{3} s_{2}^{3} s_{3}+2 v_{1}^{3} v_{2}^{3} s_{1}^{3} s_{2}^{2} s_{3}^{2}+2 v_{1}^{3} v_{2}^{3} s_{1}^{3} s_{2} s_{3}^{3}+ \\
& 2 v_{1}^{3} v_{2}^{3} s_{1}^{3} s_{3}^{4}+2 v_{1}^{3} v_{2}^{3} s_{1}^{2} s_{2}^{4} s_{3}+6 v_{1}^{3} v_{2}^{3} s_{1}^{2} s_{2}^{3} s_{3}^{2}+8 v_{1}^{3} v_{2}^{3} s_{1}^{2} s_{2}^{2} s_{3}^{3}+ \\
& 2 v_{1}^{3} v_{2}^{3} s_{1}^{2} s_{2} s_{3}^{4}+2 v_{1}^{3} v_{2}^{3} s_{1} s_{2}^{5} s_{3}+2 v_{1}^{3} v_{2}^{3} s_{1} s_{2}^{4} s_{3}^{2}+v_{1}^{2} v_{2}^{4} s_{1}^{5} s_{3}^{2}+ \\
& 2 v_{1}^{2} v_{2}^{4} s_{1}^{4} s_{2}^{2} s_{3}+3 v_{1}^{2} v_{2}^{4} s_{1}^{3} s_{2}^{3} s_{3}+3 v_{1}^{2} v_{2}^{4} s_{1}^{3} s_{2}^{2} s_{3}^{2}+3 v_{1}^{2} v_{2}^{4} s_{1}^{3} s_{2} s_{3}^{3}+ \\
& \left.v_{1}^{2} v_{2}^{4} s_{1}^{2} s_{2}^{5}+4 v_{1}^{2} v_{2}^{4} s_{1}^{2} s_{2}^{4} s_{3}+2 v_{1} v_{2}^{5} s_{1}^{5} s_{2} s_{3}+2 v_{1} v_{2}^{5} s_{1}^{3} s_{2}^{4}+v_{2}^{6} s_{1}^{5} s_{2}^{2}\right) / \\
& {\left[v _ { 2 } ^ { 2 } \left(v_{1}^{3} s_{2} s_{3}^{2}+2 v_{1}^{2} v_{2} s_{1} s_{2} s_{3}+v_{1}^{2} v_{2} s_{1} s_{3}^{2}+v_{1}^{2} v_{2} s_{2}^{2} s_{3}+v_{1} v_{2}^{2} s_{1}^{2} s_{3}+v_{1} v_{2}^{2} s_{1} s_{2}^{2}+\right.\right.} \\
& \left.\left.v_{1} v_{2}^{2} s_{1} s_{2} s_{3}+v_{2}^{3} s_{1}^{2} s_{2}\right)^{2}\right] .
\end{aligned}
$$

Since $d\left(1 / \rho_{\infty}\right) / d v_{1}>0$, as $v_{2}$ increases ( $v_{1}$ decreases), $1 / \rho_{\infty}$ decreases, which means $\rho_{\infty}$ increases.

## A. 5 Proof of Lemma 4

Recall that $f_{i, j}^{(k)}$ denote the probability of worker $i$ finishing his job at station $j$ between the $(k-1)$ st and $k$ th resets. For convenience, we set $H_{0}^{(k)}=1$, and $H_{I}^{(k)}=J+1$, for all $k$. We have

$$
\begin{align*}
f_{i, j}^{(k)} & =\operatorname{Pr}\left\{H_{i-1}^{(k-1)} \leq j, H_{i}^{(k)} \geq j+1\right\} \\
& =\operatorname{Pr}\left\{H_{i}^{(k)} \geq j+1\right\}-\operatorname{Pr}\left\{H_{i-1}^{(k-1)} \geq j+1, H_{i}^{(k)} \geq j+1\right\} \\
& =\operatorname{Pr}\left\{H_{i}^{(k)} \geq j+1\right\}-\operatorname{Pr}\left\{H_{i-1}^{(k-1)} \geq j+1\right\}  \tag{14}\\
& =\sum_{\substack{n=1, \ldots,|\mathcal{H}| \\
h_{i}^{n} \geq j+1}} \pi_{n}^{(k)}-\sum_{\substack{n=1, \ldots,|\mathcal{H}| \\
h_{i-1}^{n} \geq j+1}} \pi_{n}^{(k-1) .}
\end{align*}
$$

Note that the third equality holds because $H_{i-1}^{(k-1)} \geq j+1$ implies $H_{i}^{(k)} \geq j+1$. Equation (8) in Lemma 4 is obtained by setting $k$ to infinity in Equation (14).

## A. 6 Proof of Lemma 5

Recall that $Z_{i, j}^{(k)}$ denotes the time duration for worker $i$ to process job $k$ at station $j$, which follows an exponential distribution with rate $\mu_{i, j}^{(k)}=\left(s_{j} / v_{i, j}^{(k)}\right)^{-1}=\left(s_{j} / v_{i, j}\right)^{-1}=\mu_{i, j}$. Let $F(\cdot)$ denote the CDF of $Z_{i, j}^{(k)}$. Define $D_{i, j}^{(k)}$ as the time duration from the time point when worker $i$ starts working at station $j$ on job $k+I-i$ after the $(k-1)$ st reset to the time point $T^{(k)}$. Between the $(k-1)$ st and $k$ th resets, we set $D_{i, j}^{(k)}=0$ if worker $i$ does not work at station $j$ on job $k+I-i$. Let $G^{(k)}(\cdot)$ denote the CDF of $D_{i, j}^{(k)}$. Between the $(k-1)$ st and $k$ th resets, the time duration that worker $i$ spends working at station $j$ on job $k+I-i$ is $\min \left(Z_{i, j}^{(k+I-i)}, D_{i, j}^{(k)}\right)$. Condition on $D_{i, j}^{(k)}=t$, we have

$$
\begin{aligned}
E\left[\min \left(Z_{i, j}^{(k+I-i)}, D_{i, j}^{(k)}\right) \mid D_{i, j}^{(k)}=t\right] & =\int_{0}^{t} x \mu_{i, j} e^{-\mu_{i, j} x} d x+t \int_{t}^{\infty} \mu_{i, j} e^{-\mu_{i, j} x} d x \\
& =-t e^{-\mu_{i, j} t}+\int_{0}^{t} e^{-\mu_{i, j} x} d x+t e^{-\mu_{i, j} t} \\
& =\frac{1}{\mu_{i, j}} \int_{0}^{t} \mu_{i, j} e^{-\mu_{i, j} x} d x \\
& =\frac{1}{\mu_{i, j}} F(t) .
\end{aligned}
$$

So, we have

$$
\begin{aligned}
E\left[\min \left(Z_{i, j}^{(k+I-i)}, D_{i, j}^{(k)}\right)\right] & =E_{D_{i, j}^{(k)}}\left[E\left[\min \left(Z_{i, j}^{(k+I-i)}, D_{i, j}^{(k)}\right) \mid D_{i, j}^{(k)}\right]\right] \\
& =E_{D_{i, j}^{(k)}}\left[F\left(D_{i, j}^{(k)}\right)\right] \\
& =\frac{1}{\mu_{i, j}} \int_{0}^{\infty} F\left(D_{i, j}^{(k)}\right) d G^{(k)}\left(D_{i, j}^{(k)}\right) \\
& =f_{i, j}^{(k)} / \mu_{i, j},
\end{aligned}
$$

where $f_{i, j}^{(k)}$ denotes the probability of worker $i$ finishing his job at station $j$ between the $(k-1)$ st and $k$ th resets. The expected inter-completion time $E[Y(k)]$ between the $(k-1)$ st and $k$ th resets equals the sum of $\sum_{j=1}^{J} f_{i, j}^{(k)} / \mu_{i, j}$ and the expected blocked time of worker $i$ between the $(k-1)$ st and $k$ th resets. Setting $k$ to infinity, we obtain Equation (9).

## A. 7 Proof of Theorem 4

We can obtain the following equation

$$
\begin{align*}
\sum_{i=1}^{I} \nu_{i}\left(Y_{\infty}-B_{i}\right) & =\sum_{i=1}^{I}\left(\frac{\sum_{j=1}^{J} f_{i, j} s_{j}}{\sum_{j=1}^{J} f_{i, j} s_{j} / v_{i, j}}\left(Y_{\infty}-B_{i}\right)\right) \\
& =\sum_{i=1}^{I}\left(\frac{\sum_{j=1}^{J} f_{i, j} s_{j}}{\sum_{j=1}^{J} f_{i, j} / \mu_{i, j}}\left(Y_{\infty}-B_{i}\right)\right) \\
& =\sum_{i=1}^{I}\left(\sum_{j=1}^{J} f_{i, j} s_{j}\right) \\
& =\sum_{j=1}^{J}\left(s_{j} \sum_{i=1}^{I} f_{i, j}\right) \\
& =\sum_{j=1}^{J}\left(s_{j} \sum_{i=1}^{I}\left(\sum_{\substack{n=1, \ldots| | \mathcal{H} \mid \\
h_{i}^{n} \geq j+1}} \pi_{n}-\sum_{\substack{n=1, \ldots,|\mathcal{H}| \\
h_{i-1}^{n} \geq j+1}} \pi_{n}\right)\right)  \tag{15}\\
& \left.=\sum_{j=1}^{J}\left(\sum_{\substack{n=1,,|\mathcal{H}| \\
h_{I}^{n} \geq j+1}} \pi_{n}-\sum_{\substack{n=1, \ldots,|\mathcal{H}| \\
h_{0}^{n} \geq j+1}} \pi_{n}\right)\right) \\
& =\sum_{j=1}^{J}\left(s_{j} \cdot 1\right) \\
& =1 .
\end{align*}
$$

The third equality is due to Equation (9). The fifth equality is due to Equation (8). Substituting $1=\rho_{\infty} Y_{\infty}$ into Equation (15), we have Theorem 4 .
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