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Abstract— Screen content coding (SCC) is an extension to High 

Efficiency Video Coding (HEVC) used to compress screen content 

videos. Besides the conventional intra (INTRA) mode, new coding 

tools, intra block copy (IBC), palette (PLT) modes, and adaptive 

color-space transform (ACT) are introduced to encode screen 

content (SC) such as texts and graphics. However, the use of IBC, 

PLT and ACT increases the encoder complexity though coding 

efficiency can be improved. While there were numerous 

approaches for fast INTRA, fast IBC and fast PLT at coding unit 

(CU) level, we propose fast prediction unit (PU) decisions for 

INTRA and IBC. In addition, fast ACT approach is also proposed. 

Both approaches reduce the encoder complexity of SCC by 

making use of SC characteristics, neighbor correlations, and 

intermediate cost information via random forest (RF). 

Experimental results show that, with also fast CU mode decision 

approaches at CU level, our proposed approach, namely 

HoFastRF, can obtain 51.29% average encoding time reduction 

with only 1.45% increase in Bjøntegaard delta bitrate (BD-rate). 

It is the first fast SCC approach to obtain over 50% average 

encoding time reduction with less than 1.5% increase in BD-rate. 

I. INTRODUCTION

With the proliferation of networking and thin-client technology, 

computer screen sharing applications such as remote desktop, 

video conferencing with documents or slides sharing, and so on 

have become more and more popular. In the future, there will 

be more cloud services using screen sharing technology [1]. 

This type of video always contains a mixture of camera-

captured content (CC) and screen content (SC). These 

applications induce a huge demand for the efficient 

compression of SC. In January 2014, there was Call for 

Proposal (CfP) [2] of screen content coding (SCC) [3]-[6] as 

the extension to High Efficiency Video Coding (HEVC) [7]-

[9] by the Joint Collaborative Team on Video Coding (JCT-

VC).

SC is the video content containing computer-generated 

content such as texts, computer graphics and graphical user 

interface while CC is the video content captured by camera. 

Videos can contain a mixture of SC and CC, as in Fig. 1. CC 

can be encoded by HEVC efficiently. However, SC has been 

proved to have discontinuous-tone characteristics [10]-[18], 

which is different from CC, such as complex structure with 

sharp edges, limited number of colors and sometimes high 

contrast between colors like texts. 

The conventional HEVC intra (INTRA) mode [19]-[20] 

shown in Fig. 2(a) uses the neighbor boundary pixels to predict 

a coding unit (CU) with 33 directional predictions plus planar 

and DC predictions [19]. To reduce the complexity, rough 

mode decision (RMD) [20] is performed to select a subset of 

intra prediction candidates first. Then the optimal one is chosen 

by rate distortion optimization (RDO) where the full rate- 

Fig. 1   A sequence with both screen content and camera-captured content. 

(a) (b) (c) 

Fig. 2   Illustrations of (a) INTRA, (b) PLT, and (c) IBC modes. 

Fig. 3   Illustrations of Adaptive Color-space Transform (ACT). 

distortion (RD) cost for every candidate in the subset is 

estimated. However, it cannot efficiently encode the CUs with 

screen content such as the example shown in Fig. 2(a) since 

neighbor boundary pixels cannot predict the pixels with abrupt 

change within the CU, even with the support of various 

prediction unit (PU) sizes. Hence, two new coding tools are 

introduced in SCC to solve this problem. They are palette 

(PLT) mode [21]-[22] and intra block copy (IBC) mode [23]-

[25]. 

For PLT [21]-[22] as demonstrated in Fig. 2(b), a CU is 

separated into color data and structural data. The color data 

consists of few major colors which are predicted from color 

table or from neighbor CUs. When the colors are not in the 

major color tables, they are regarded as escape colors and are 

explicitly coded. The structural data is then represented by an 

index map and the corresponding indices are entropy coded. 

Thus, PLT helps to encode SC which contains few colors like 

texts and icons. 

IBC mode [23]-[25], as in Fig. 2(c), is a block matching 

technique to find the repeating patterns within the same frame 

which frequently occurs in SCs. For instance, repeating 

numbers and characters can be found within a document and 

spreadsheet. If IBC is used by one particular CU, each PU 

within the CU is encoded with a block vector (BV), as well as 

the residual signal of that CU which is similar to an inter mode 

in inter-frame motion estimation. 

Besides the new coding modes, PLT and IBC, there is also a 

new adaptive color-space transform (ACT) [26] for encoding 
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SC, as in Fig. 3. The coding residue is adaptively converted 

into a different color space to reduce the cross component 

redundancy prior to transform and quantization. 

However, with additional coding tools, the computational 

complexity of SCC must be higher than that of HEVC. 

Therefore, numerous fast approaches [27]-[26] were proposed 

to reduce the complexity of SCC. Zhang et al. [27] proposed to 

exploit the CU mode from the collocated CUs of the previous 

frame. This method is mainly targeted for stationary CUs. Lei 

et al. [28] proposed to utilize the content property analysis, bits 

per pixel information as well as neighbor and collocated CUs’ 

depth information to classify CUs into screen content CU 

(SCCU) or camera-captured content CU (CCCU), and then 

simplify INTRA mode, mode elimination and fast CU 

partitioning with numerous pre-defined thresholds. By 

checking whenever neighbor boundary pixels are exactly the 

same, [29] proposed to skip the RMD [10] and RDO for 

reducing the complexity of INTRA. IBC and PLT are also 

skipped when the residual error obtained by INTRA is zero. 

[30] proposed to use Bayesian decision rules based on corner 

point detection for fast CU mode and fast CU partitioning plus 

online learning approaches based on scene change detection. In 

[31], conditional probability based CU type classification was 

proposed to classify CU into several types for fast CU mode 

and fast CU partitioning. For machine learning approach, [32]-

[34] used decision trees to reduce the encoding time of SCC. 

[35] proposed to use neural network while [36]-[37] proposed 

to use convolutional neural network for reducing the encoding 

time where [37] is proved to be faster than [38]. However, they 

mainly focus on fast CU mode and fast CU partitioning only. 

In this paper, we propose a fast PU approach and a fast ACT 

approach using random forest (RF). By combining the RF 

based fast CU mode decision approach [39], our proposed 

approach, namely HoFastRF, obtains 51.29% encoding time 

reduction with only 1.45% increase in Bjøntegaard delta bitrate 

(BD-rate) [40]. With the best of our knowledge, it is the first 

fast SCC approach to obtain over 50% average encoding time 

reduction with less than 1.5% increase in BD-rate. 

II. SCC INTRA CODING 

In SCC intra coding, each video frame is split into coding 

tree units (CTUs) of 64×64 pixels. A recursive quad-tree 

coding structure is applied to each CTU. For each CTU, it has 

a size of 2N×2N and can be split into four smaller CUs of N×N, 

namely sub-CUs. This splitting process is repeated recursively 

until the smallest CU (SCU) size of 8×8 is reached. In SCC, 2N 

can be chosen as 64, 32, 16 or 8. To find the best combination 

of CU sizes within a CTU, the encoder performs the RDO 

process that chooses the optimal CU size by comparing the RD 

cost obtained by the current CU and the sum of RD costs 

obtained by its four sub-CUs. In other words, for each CU size, 

the mode that obtains the least RD cost among INTRA, IBC 

and PLT, is selected as the optimal mode, m*, as follows: 
 

𝐽𝑚 = 𝐷𝑚 + 𝜆 ∙ 𝑅𝑚 

𝑚∗ = arg min
𝑚∈𝑀

(𝐽𝑚)                                                                      (1) 

𝑀 = {𝐼𝑁𝑇𝑅𝐴, 𝐼𝐵𝐶, 𝑃𝐿𝑇} 

where 𝐷𝑚, 𝑅𝑚 and 𝐽𝑚, respectively, are the distortion, coding 

rate and RD cost obtained by the mode m, and λ is the 

Lagrangian multiplier controlled by the quantization parameter 

(QP). The CU is then split if the sum of the RD costs of the four 

sub-CUs, 𝐽𝑁,𝑖, is smaller than the cost of the current CU, 𝐽2𝑁, 

or otherwise the CU is not split, as in: 

 

{ Split                , if ∑ 𝐽𝑁,𝑖
3
𝑖=0 < 𝐽2𝑁

 Not Split , Otherwise
                                          (2) 

 

where i is the index of sub-CU. As a result, the complexity of 

encoding a CTU is largely increased in SCC compared with 

HEVC because there are additional IBC and PLT modes for 

each CU candidate. 

In addition, within a CU, there are various PU sizes for 

different coding modes. For INTRA, there are 2N×2N and 

N×N PU modes. That means, when it is coded as 2N×2N, 

single intra mode is used to encode the CU as a whole. 

Otherwise, four intra modes are used to encode the CU when it 

is coded as N×N. For IBC, there are 2N×2N, 2N×N and Nx2N 

PU modes. That means, there is one BV for 2N×2N PU mode 

and there are two BVs for 2N×N and Nx2N PU modes. 

Moreover, ACT is performed for INTRA and IBC modes. 

RDO is performed to choose whether ACT should be applied 

to the CU or not. 

III. PROPOSED FAST PU AND FAST ACT APPROACHES 

A. Feature Selection 

Three major types of features are extracted. They are screen 

content characteristics, neighbor CU modes, and intermediate 

cost information. 

1) Screen Content Characteristics  

As compared with CC, SC has different characteristics that 

has complex structure with sharp edges, has only limited 

number of colors and sometimes has high contrast between 

colors. Some SC also contain mainly horizontal or vertical 

edges. The horizontal activity 𝐴𝑐𝑡𝐻  and vertical activity 𝐴𝑐𝑡𝑉 

are extracted as features as follows: 

 

𝐴𝑐𝑡𝐻 = ∑ |𝑝𝑌(𝑖, 𝑗) − 𝑝𝑌(𝑖 − 1, 𝑗)|𝑝𝑌∈𝑃

𝐴𝑐𝑡𝑉 = ∑ |𝑝𝑌(𝑖, 𝑗) − 𝑝𝑌(𝑖, 𝑗 − 1)|𝑝𝑌∈𝑃
                                         (3) 

 

where P is the set of pixels within the CU and 𝑝𝑌(𝑖, 𝑗) is the 

luminance value at the relative location (𝑖, 𝑗) within the CU. 

𝐴𝑐𝑡𝐻  and 𝐴𝑐𝑡𝑉  are used because SC usually contains sharp 

edges.  

In addition, the variance of a CU is also selected as a feature 

in the following: 

 

𝑉𝑎𝑟 =
1

(2𝑁)2
∑ (𝑝

𝑌
(𝑖, 𝑗) − �̅�)

2
𝑝𝑌∈𝑃                                                      (4) 

 

where �̅� is the mean intensity of all pixels in the CU. Variance 

can help to measure the diversity of pixels within the CU. With 



 

larger CU variance, smaller PU sizes are encouraged to encode 

the CU, or the chance of using IBC and PLT is larger. 

Moreover, the number of high-gradient pixels is estimated 

as a feature. A pixel is defined as a high-gradient pixel if the 

luminance difference between itself and one of the neighboring 

pixels is larger than a pre-defined threshold THHG as below: 
 

𝑝
𝑌
(𝑖, 𝑗) ∈ 𝑃𝐻𝐺(𝑇𝐻𝐻𝐺) if 

|𝑝
𝑌
(𝑖, 𝑗) − 𝑝

𝑌
(𝑖 ± 1, 𝑗)| > 𝑇𝐻𝐻𝐺 ,  or 

|𝑝
𝑌
(𝑖, 𝑗) − 𝑝

𝑌
(𝑖, 𝑗 ± 1)| > 𝑇𝐻𝐻𝐺 .                                          (5) 

 

𝑁𝐻𝐺(𝑇𝐻𝐻𝐺) = |𝑃𝐻𝐺(𝑇𝐻𝐻𝐺)| 
 

where 𝑃𝐻𝐺(𝑇𝐻𝐻𝐺) is the set of high-gradient pixels within the 

CU with different values of THHG. They are set to 4, 8, 16, and 

32 in this paper. The number of elements in 𝑃𝐻𝐺(𝑇𝐻𝐻𝐺) , 

|𝑃𝐻𝐺(𝑇𝐻𝐻𝐺)|, are counted as NHG(THHG) which represents the 

number of high-gradient pixels. NHG(THHG) with different 

values of THHG. 

Besides, by concatenating the components of the luminance 

and chrominance values, i.e. 𝑝
𝑌

, 𝑝
𝑈  and 𝑝

𝑉
, the number of 

distinct colors, NDC, is counted since SCs often contain limited 

number of colors. Higher values of NDC within the CU 

decreases the chance of becoming SC because CC normally 

contains sensor noise. 

Finally, the number of background colors, NBC, is also 

considered as a feature by concatenating 𝑝
𝑌
, 𝑝

𝑈  and 𝑝
𝑉
. The 

background color is defined to be the most frequently occurred 

color within the CU. Higher values of NBC within the CU is 

more likely to be the SC as the SC is computer captured which 

has no sensor noise. 

2) Neighbor CU Modes 

It is logical that when neighbor CUs contain SC, the current 

CU is likely to be SC. For instance, a word document which 

contains large amount of texts. Therefore, the modes of left, 

above, above right, left bottom and above left CUs are 

extracted to count the numbers of neighbor CU modes that are 

INTRA, IBC and PLT, respectively, as features. Besides, the 

number of unavailable modes due to frame boundary is also 

counted as a feature. 

3) Intermediate Cost Information 

The best mode mbest just before the mode being checked or 

skipped, as well as the corresponding RD cost 𝐽𝑚𝑏𝑒𝑠𝑡
, distortion 

𝐷𝑚𝑏𝑒𝑠𝑡
, and the coding rate 𝑅𝑚𝑏𝑒𝑠𝑡  as in (1), are also selected as 

features. This is because if the RD cost, distortion or coding 

rate of the best mode is very small, it is able to give an insight 

to the encoder that the previously checked modes may be 

sufficiently effective that the current mode can be skipped. In 

contrast to CC, the chance of getting the exact or very close 

match within the same frame of SC is higher resulting in very 

low 𝐽𝑚𝑏𝑒𝑠𝑡
, 𝐷𝑚𝑏𝑒𝑠𝑡

, and 𝑅𝑚𝑏𝑒𝑠𝑡
. Therefore, we collect the latest 

intermediate cost information, i.e. the RD cost, distortion and 

coding rate of the best mode just before the target mode to 

 
Fig. 4   Illustrations of our proposed random forest (RF) approach. 

 

decide whether it should be skipped or not. For example, if a 

CU is already well coded by large PU size with a very low RD 

cost, it is likely to skip the all the small PU sizes with negligible 

impact to the coding efficiency. Or if a CU is already well 

coded without the use of ACT, the checking of ACT can be 

skipped without large impact to the coding efficiency. 

B. Feature Extraction and Hyperparameter Tuning 

To train the RFs with the features mentioned in the previous 

sub-section, the training set is totally independent of the test set 

suggested in the common test condition (CTC) [41]. The 

training set are BigDuck, CadWaveform, Chinese-

DocumentEditing, EBULupo-Candlelight, KristenAndSara-

Screen, MissionControlClip1, ParkScene, PcbLayout, Real-

TimeData, Seeking, VenueVu, Viking, and WordEditing. The 

validation set is VideoConferencingDocSharing. These 

sequences are either from JCT-VC [42] or from Joint Video 

Exploration Team (JVET) for Versatile Video Coding (VVC) 

[43]. Only the first frames of each second from the sequences 

are extracted and formed as frame-skipped sequences for 

training. The training set is acquired by encoding the training 

set using SCM-8.3 [44] with QPs of 22, 27, 32 and 37 and AI 

configuration which are recommended by CTC [41]. The CUs 

that are encoded into the bitstream are treated as positive while 

others are treated as negative samples. 

Our proposed RFs are trained using the random forest 

package [45] in a free statistical computing language and 

software called R [46]. Suppose there are T number of trees for 

a RF and d number of features for each RF, √𝑑  number of 

features (with rounded down) at each node of a tree are selected 

randomly out of d features with replacement. Each node is split 

using the best feature based on the Gini impurity or information 

gain among that subset of features. The split is terminated if 

either one of the leaf nodes, i.e. the left and right leaf nodes, 

has the number of samples smaller than s of the total samples 

to limit the depth of each tree [47]-[49]. After that, a threshold 

th is used in the voting to make skipping decision: 

 

{
Skip               , if ∑ �̂�𝑡,𝑖

𝑇
𝑡=1 < 𝑡ℎ

 Not Skip , Otherwise
                                          (6) 

 

where �̂�𝑡,𝑖 is the predicted labels for i-th CU at tree t, with �̂�𝑡,𝑖 ∈

{0, 1}. It is also illustrated in Fig. 4. The selection of  
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Fig. 5   Fast PU decisions for (a) INTRA, and (b) IBC, as well as (c) Fast ACT 

decision for INTRA and IBC using our proposed RF. 

 

these model parameters, including T, s, and th, is optimized by 

hyperparameter tuning in our training process. To perform 

hyperparameter tuning of a RF, the out of bag (OOB) error rate 

is measured. The one with the lowest OOB error rate is chosen 

as optimal. For each tree, 63.2%, roughly two-third, of the total 

training samples S, by bootstrap sampling, are input for training. 

After training, the leftover 36.8% samples, SOOB,t, are used for 

calculating the misclassification rate of t-th tree, i.e. the out of 

bag (OOB) error rate 𝐸𝑅𝑂𝑂𝐵,𝑡  where t is the tree index. And the 

OOB error rate of a RF 𝐸𝑅𝑂𝑂𝐵,𝑅𝐹  can be obtained by getting 

the average OOB error rates from all trees as follows: 

 

𝐸𝑅𝑂𝑂𝐵,𝑡 = ∑ |�̂�𝑡,𝑖 − 𝑦𝑖|𝑖∈𝑆𝑂𝑂𝐵,𝑡
/|𝑆𝑂𝑂𝐵,𝑡|

𝐸𝑅𝑂𝑂𝐵,𝑅𝐹 =
1

𝑇
∑ 𝐸𝑅 𝑂𝑂𝐵,𝑡

𝑇
𝑡=1                     

                                        (7) 

 

where 𝑦𝑖 and �̂�𝑡,𝑖 are the true and predicted labels respectively, 

and |𝑆𝑂𝑂𝐵,𝑡| is the number of samples in the set 𝑆𝑂𝑂𝐵,𝑡. That is 

the merit of random feature subspace and random data subset 

which makes RF not greedy [47]-[49]. 
 

TABLE I 
BD-RATE (%) AND ΔTIME (%) OF OUR PROPOSED APPROACHES AGAINST THE 

CONVENTIONAL SCC (M: MIXED SC AND CC, TGM: TEXTS AND GRAPHICS 

WITH MOTIONS, A: ANIMATION, CC: CAMERA CAPTURED) 

Sequences Type 
FastPU FastPU+FastACT 

BD-rate ΔTime BD-rate ΔTime 

Basketball_Screen M 0.33   -6.34 0.24 -15.24 

MissionControlClip2 M 0.22 -12.52 0.28 -20.05 

MissionControlClip3 M 0.35   -8.77 0.38 -19.99 

ChineseEditing TGM 0.08   -8.67 0.02 -16.03 

sc_console TGM 0.10   -6.76 0.02 -21.39 

sc_desktop TGM 0.30   -3.79 0.06 -22.37 

sc_flyingGraphics TGM 0.65   -6.97 0.09 -21.13 

sc_map TGM 0.58   -6.17 0.20 -11.98 

sc_programming TGM 0.45   -9.03 0.21 -17.05 

sc_SlideShow TGM 0.48 -20.25 0.25 -23.65 

sc_web_browsing TGM 0.04   -4.64 -0.27 -24.44 

sc_robot A 0.20 -17.45 1.51 -26.12 

EBURainFruits CC 0.08 -20.76 0.70 -30.64 

Kimono1 CC 0.01 -16.54 0.06 -29.17 

Average (All) 0.28 -10.62 0.27 -21.38 

 

TABLE II 
AVERAGE BD-RATE (%) AND ΔTIME (%) OF VARIOUS APPROACHES AGAINST 

THE CONVENTIONAL SCC 

Approaches BD-rate ΔTime Approaches BD-rate ΔTime 

HoFastRF (FastPU+ 

FastACT+FastCUMode) 
1.45 -51.29 [32] 1.47 -27.72 

[27] 1.17 -33.30 [33] 1.59 -44.50 

[28] 2.22 -32.42 [34] 1.42 -47.62 

[29] 1.52 -17.07 [35] 1.36 -49.33 

[30] 1.08 -36.69 [36] 2.67 -53.21 

[31] 1.20 -35.95 [37] 1.94 -53.44 

 

With our trained RFs, the RF based fast PU and fast ACT 

decisions for INTRA and IBC are depicted in Fig. 5. The 

checking of INTRA with PU N×N can be skipped by RF as in 

Fig. 5(a). The checking of IBC with PU N×2N and with PU 

2N×N can be skipped by RF as in Fig. 5(b). And the checking 

of ACT for INTRA or IBC can be skipped by RF as in Fig. 5(c). 

IV. EXPERIMENTAL RESULTS 

To evaluate the performance of the proposed mode skipping 

approaches using RF, we have performed simulations using the 

HEVC SCC reference software SCM-8.3 [44] on the testing 

sequences mentioned in CTC [41] with all intra (AI) 

configuration. The experiments were conducted on the Dell 

Precision T1700 computer with an Intel i7-4770 3.40GHz 

processor and 16GB memory. 

Table I tabulates the BD-rate [40] and encoding time 

difference of our proposed approaches against the conventional 

SCC where FastPU denotes the proposed Fast PU approach and 

FastACT denotes the proposed fast ACT approach. With 

FastPU, 10.62% encoding time reduction is obtained with only 

0.28% increase in BD-rate. With both FastPU and FastACT, 

21.38% encoding time reduction is obtained with only 0.27% 

increase in BD-rate. 



 

Table II tabulates the average BD-rate and encoding time 

difference of various fast SCC approaches against the 

conventional SCC. With FastPU+FastACT plus the fast CU 

mode decision using RF (FastCUMode) [39] as well, namely 

HoFastRF, 51.29% encoding time reduction is obtained with 

only 1.45% increase in BD-rate. Compared with the results of 

[27]-[37], to the best of our knowledge, it is the first fast SCC 

approach to obtain over 50% average encoding time reduction 

with less than 1.5% increase in BD-rate. 

V. CONCLUSIONS 

SCC is the extension to HEVC for efficient screen content 

video compression. However, the use of IBC, PLT and ACT 

increases the encoder complexity though coding efficiency can 

be improved. We propose fast PU decisions for INTRA and 

IBC. In addition, fast ACT approach is also proposed. 

Experimental results show that, our fast PU and fast ACT 

approaches plus the fast mode decision approaches at CU level 

via RFs, our proposed approach, HoFastRF, can obtain 51.29% 

average encoding time reduction with only 1.45% increase in 

BD-rate. It is the first fast SCC approach to obtain over 50% 

average encoding time reduction with less than 1.5% increase 

in BD-rate. 
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