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In a prior study [20], focusing on a class of stochastic processing network with fair resource control, we have
justified the diffusion approximation (in the context of the interchange of limits) provided that the p-th
moment of the workloads are bounded. To this end, we have introduced the so-called bounded workload
condition that requires the workload process be bounded by a free process plus the initial workload. This
condition is for a derived process, the workload, as opposed to primitives such as arrival processes and service
requirements; as such, it could be difficult to verify. In this paper we establish the interchange of limits under
a moment condition of suitable order on the primitives directly: the required order is p

∗
> 2(p+2) on the

moments of the primitive processes so as to bound the p-th moment of the workload. This moment condition
is trivial to verify, and indeed automatically holds in networks where the primitives have moments of all
orders, for instance, renewal arrivals with phase-type interarrival times and i.i.d. phase-type service times.

Keywords: resource-sharing network, diffusion limit, stationary distribution, interchange of limits, uniform
stability.

1. Introduction This is a follow-up study on our recent work [20], where we justify the
interchange of limits in a stochastic processing network under fair resource control. This is a
multiclass queueing network model with the additional features that (a) each resource (server) is
shared among the job classes according to a specific “proportional fair” mechanism, and (b) to
be processed in the network each job class may require the simultaneous occupancy of more than
one resource. To evaluate the steady-state performance of such a network, the so-called diffusion
approximation (or heavy-traffic steady-state approximation) appears to be the only analytically
viable alternative to simulation. The idea is to scale, in both time and space, the stochastic processes
of interest (e.g., those associated with queue lengths or workloads) in the original network, and
to use their limits, which are often characterized by diffusion processes, as approximations for the
performance of the original network.
To illustrate this idea more precisely, we follow the formalism in Gamarnik and Zeevi [9] to

use the rectangle in Figure 1. Let W (t), a vector process, denote the workload at time t in the
original network. Consider an infinite sequence of copies (or variations) of the original network,
indexed by k. Let W k(t) denote the workload associated with the k-th network in the sequence;
and let Ŵ k(t) :=W k(k2t)/k denote its diffusion-scaled version. Then, following edges I and III in
the rectangle, i.e., taking k →∞ and then t→∞, we will reach the diffusion limit, Ŵ (∞), and
use it as an approximation for the steady-state workload in the original network. Yet, the original
network is represented by the k-th network in the sequence, for some k large enough; hence, its
steady-state workload is best approximated by limk Ŵ

k(∞). This last limit corresponds to taking
t→∞ and then k→∞, i.e., following edges II and IV in the rectangle.
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Figure 1. Interchange of limits

Thus, to justify the diffusion approximation is tantamount to verifying the following interchange
of limits:

lim
t→∞

lim
k→∞

Ŵ k(t) = lim
k→∞

lim
t→∞

Ŵ k(t). (1)

Central to this justification is of course to identify the “right” conditions — as general as possible,
easy to verify, etc — under which the above equation (in some specific sense) can be proven. This
type of justifications has in recent years been carried out for select queueing network models, and a
brief overview of the related literature is in order. (Refer to [20], §1.1 and §1.2, for a more detailed
review.)

Related Literature Pioneering studies on the interchange of limits to justify the diffu-
sion approximation for the generalized Jackson network, a single-class queueing network include
Gamarnik and Zeevi [9], and Budhiraja and Lee [3]. In the multiclass setting, Shah et al [16] proves
the interchange of limits in a resource-sharing network with Poisson arrivals and i.i.d. exponential
service times, and thus exploits certain Markovian and martingale properties in this setting. The
same Markovian model (but allowing the service times to follow a certain class of phase-type distri-
butions) has been studied more recently in Wang et al [17], where explicit upper- and lower-bounds
are developed for the expected (weighted) sum of jobs in the network under steady state. Under
heavy-traffic scaling, the bounds are insensitive to the service-time distributions; thus, the result
also provides a justification for the interchange of limits. In another study, Gurvich [10] examines
the interchange of limits for a class of multiclass queueing networks under a condition that requires
the fluid model associated with the sequence of networks converges under heavy traffic to the
fixed-point state space at a linear rate.
In our own prior work [20], we have justified the interchange with a bounded workload condition

— that the workload can be bounded by a “free process” plus the initial workload. However, this
condition is for a derived process, the workload, as opposed to primitives such as arrival processes
and service requirements. Thus, verifying this condition could be highly non-trivial (as illustrated
by the several examples in [20]). To overcome this difficulty, in this paper we show the interchange
of limits in (1) can be accomplished by requiring a moment condition of suitable order on the
primitive processes. Specifically, the required order is p∗ > 2(p+2) on the moments of the primitive
processes in order to bound the p-th moment of the workload. This condition is trivial to verify,
and indeed automatically holds in networks where the primitives have moments of all orders, for
instance, renewal arrivals with phase-type interarrival times and i.i.d. phase-type service times.
(Note, however, this p∗ moment condition is not more general—i.e., weaker—than the bounded
workload condition, since the latter leads to the interchange without having to assume higher-order
moments on the primitives.)
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Contributions and Organization It turns out that to justify the interchange of limits under
the p∗-th moment condition requires overcoming several serious technical difficulties that are not
present in [20]. Specifically, we need to focus on a sequence of “regular” events, under which the
relevant processes behave “nicely,” and the probabilities of these events occurring will approach
1 at a certain rate (cf. Lemma 3). We can then apply Bramson’s [2] “hydro-dynamic” approach
to show that the bounded workload condition holds for sample paths in the regular events (cf.
Proposition 4); hence, the workload process, when restricted to the regular events, possesses a
bounded p-th moment. Furthermore, the p-th moment of the workload process restricted to the
small-probability, non-regular events, follows the same bound. Combining these two cases leads to
the desired result.
We have successfully applied the same p∗-th moment condition in another recent study [21] to

justify the interchange of limits in traditional multiclass queueing networks (MQN). In comparison,
the resource-sharing network (RSN) studied here has at least two distinct features, concurrent
resource occupancy and real-time resource allocation, that are not present in MQN. These features
bring forth new technical issues in identifying the regular events (alluded to above) and bounding
the workload associated such events, and in establishing the uniform stability and the uniform
continuity; refer to Figure 2 below. Consider, for instance, the complementarity property, which is
central to establishing the uniform bound for workloads in regular events (Proposition 4). While
in MQN the complementarity property holds for all pre-limit networks, as well as the limit, this is
not the case in RSN thanks to the two features mentioned above; and to overcome this difficulty
is a major technical challenge.
Figure 2 below is a high-level illustration of the logical relations among the various technical

results presented in this paper. In particular, results circled inside the dotted rectangle constitute
the main contributions of this paper; whereas results from the companion paper [20], along with
exactly what roles they play, are marked out in boxes on the right half of the figure, including
several lemmas (L12, L13, L14) that are collected at the end of the second appendix (§6.2) for easy
reference.

Below, we start with presenting in §2 the resource-sharing network model, along with the neces-
sary preliminaries, results directly quoted from [20] regarding edges I, II and III in Figure 1, and
summarized in Theorem 1. The main result concerning the interchange of limits, edge IV in Figure
1, is presented in §3; refer to Theorem 2. To prove the theorem, the major steps and intermediate
results leading to it are detailed in two subsections, §3.1 and §3.2. To facilitate exposition, long
proofs of secondary results (organized around Lemma 3 and Proposition 4) are collected in two
appendices, §5 and §6.

2. Resource-Sharing Networks The network consists of a set of servers L and a set of job
classes R. Denote R := |R| and L := |L|, and assume L≤R. To be processed in the network, each
job of a certain class r ∈R requires the simultaneous occupancy of servers, as specified by a non-

negative matrix of dimension L×R, A= [aℓr]ℓ∈L,r∈R, Assume A has a full rank (of order L). Denote
its ℓ-th row as Aℓ, a row vector. All other vectors below are column vectors. The superscript, T ,
of a matrix or vector denotes its transpose.
A special case is when A is an incidence matrix, with aℓr = 1{ℓ ∈ r}. Then, A models a (deter-

ministic) routing matrix, with each job class (or “route”) r corresponding to a set of “links” (i.e.,
servers or resources) {ℓ : aℓr = 1} that will be concurrently occupied in order to process the jobs
in that class. Similarly, the ℓ-th row of the A identifies all the job classes {r : aℓr = 1} that require
the service of link ℓ. The general case of A allows randomized (or multi-path) routing.
For each class r, denote the interarrival times between consecutive jobs as ur(i), and denote the

amount of work (service requirement) each job brings to the network as vr(i), i= 1,2, · · · . Assume



Ye and Yao: Diffusion Approximation for Fair Resource Control
4 Mathematics of Operations Research 00(0), pp. 000–000, c© 0000 INFORMS

the interarrival times and work requirements possess finite p-th moments, p > 2. In particular,
since we need to deal with systems that do not necessarily start empty, we reserve ur(1) and vr(1)
to denote, at time zero, the residual time and work until the next arrival and the next service
completion, respectively. Furthermore we assume that {(ur(i), vr(i)), i ≥ 2} are i.i.d. with mean
(λ−1

r , νr) and variance (σ2
a,r, σ

2
s,r). Denote the offered load (or, traffic intensity) as ρ= (ρr)r∈R, with

ρr = λrνr. (2)

Note that λr > 0 and νr > 0 (hence, ρr > 0) for all r ∈R.
The state of the network is n= (nr)r∈R, where nr denotes the total number of class r jobs that

are present in the network. One job (if any) from each class is processed at any time, while other
jobs in the same class waiting in a buffer and will be served on a first-come-first-served basis.
Hence, this is a head-of-the-line processor-sharing discipline (with the additional feature of service
capacity allocation detailed below).
Each server ℓ ∈ L has a given capacity, cℓ, which is shared among job classes. The allocation

of the service capacities takes place in each state, denoted Λ(n) = (Λr(n))r∈R, where Λr(n) is the
capacity allocated to class r when the network state is n. The actual time needed to complete a job
then depends on its service requirement and the capacity allocated to it. Specifically, for the i-th
class r job mentioned above, provided it is being processed in state n, then the amount of work
vr(i) associated with it is depleted at rate Λr(n), translating to a service time of vr(i)/Λr(n). Let
Γ denote the set of all feasible allocations:

Γ = {γ = (γr)r∈R : Aγ ≤ c, γ ≥ 0}. (3)

We assume the proportional fair allocation is followed, i.e., Λ(n) is the solution to the following
optimization problem:

max
γ∈Γ

∑

r∈R

βrnr log(γr). (4)

In the solution, Λr(n) is unique only for nr > 0. When nr = 0, let Λr(n) = 0, i.e., allocate nothing
to class r if the there is no class r present in the network.
The two primitive processes that drive the above network are the delayed (i.e., including the

residuals) renewal processes associated with the job arrivals and the work or service requirements
the jobs bring into the network: E(t) = (Er(t))r∈R and S(t) = (Sr(t))r∈R, t≥ 0, where

Er(t) =max

{

i :
i
∑

j=1

ur(j)≤ t

}

and Sr(t) =max

{

i :
i
∑

j=1

vr(j)≤ t

}

. (5)

With the residuals (ur(1), vr(1))r∈R removed, the renewal processes are denoted:Eo(t) = (Eo
r (t))r∈R

and So(t) = (So
r (t))r∈R, t≥ 0, where

Eo
r (t) =max

{

i :
i
∑

j=2

ur(j)≤ t

}

, and So
r (t) =max

{

i :
i
∑

j=2

vr(j)≤ t

}

. (6)

Here and below, the superscript “o” denotes the un-delayed version of a (possibly) delayed renewal
process.
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The two derived processes that characterize, along with the two primitive processes, the dynamics
of the network are the queue-length process and the service-completion (departure) process:N(t) =
(Nr(t))r∈R and D(t) = (Dr(t))r∈R, t≥ 0, where

Nr(t) = Nr(0)+Er(t)−Sr(Dr(t)), (7)

Dr(t) =

∫ t

0

Λr(N(s))ds. (8)

As it will become evident below, it is more convenient to analyze the workload, rather than the
queue length, associated with each class:

Wr(t) = νrNr(t), t≥ 0, r ∈R. (9)

Similarly, we shall write the generic workload as w = (wr)r∈R, with the convention wr = νrnr,
throughout below.
We follow the standard approach (e.g., [3, 4, 9, 10]) to construct a Markov process represen-

tation of the network by appending to the workload the residual interarrival times and service
requirements (at each time instant). Denote U(t) = (Ur(t))r∈R and V (t) = (Vr(t))r∈R, t≥ 0, where:

Ur(t) =

Er(t)+1
∑

i=1

ur(i)− t, Vr(t) =

Sr(Dr(t))+1
∑

i=1

vr(i)−Dr(t). (10)

That is, at any given time t, for class r, Ur(t) is the remaining time before the next arrival, and
Vr(t) is the remaining service requirement for the job that is in service. (If there is no class r job at
the time, Vr(t) is the service requirement for the arriving class r job.) Note, at time t= 0, we have
Ur(0) = ur(1) and Vr(0) = vr(1), the residuals at time zero introduced above. Hence, below we shall
refer to Ur(t) and Vr(t) as “residuals” (at t) as well. Then, Ξ(t) = (W (t),U(t), V (t)) is a strong
Markov process, taking values on the nonnegative orthant of the 3R-dimensional Euclidean space,
denoted X (cf. [4, 6, 13]). Clearly, the dynamics of the Markov process Ξ(t) will be completely
determined when the initial state is given. Below, we will often consider many copies of the same
network, each starting from a different initial state. To highlight the dependence on the initial state,
we will append it to the argument of the corresponding Markov process and workload process.
Hence, instead of Ξ(t) and W (t), wherever necessary we will write Ξ(t;x) and W (t;x), with x=
Ξ(0)∈X being the initial state.

2.1. Diffusion Limit and Preliminary Results To describe the diffusion limit, we intro-
duce a sequence of networks, indexed by k. Each of the networks is like the one introduced above,
having the same parameters A, βr, cℓ, and the same allocation Λ(n) (hence with the index k omit-
ted from these quantities); but the networks may differ in their arrival rates and mean service
times, which will be indexed by k as well. We assume the existence of the following limits of key
parameters, as k→∞:

(λk
r , ν

k
r , σ

k
a,r, σ

k
s,r)→ (λr, νr, σa,r, σs,r) and k(ρkr − ρr) = k(λk

rν
k
r −λrνr)→ θr, r ∈R. (11)

As a direct consequence of the last convergence, we have ρkr → ρr. From now on, we shall specifically
regard λr, νr and ρr as the limits defined above, rather than the generic parameters for a particular
network as originally introduced.
The limiting regime under diffusion scaling requires a heavy traffic condition, which we now

specify. A server ℓ is called a bottleneck, if Aℓρ=
∑

r∈R aℓrρr = cℓ, i.e., the total traffic load on that
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server is equal to its capacity (asymptotically). Below, for ease of exposition, we shall assume that
all servers in the network are bottlenecks, and hence, the following heavy traffic condition:

Aℓρ= cℓ, ℓ∈L. (12)

Recall, we require the primitives of the network, the interarrival times and service requirements,
to possess a finite p-th moment. As now there is a sequence of networks, this condition needs to
hold uniformly for all the networks. To avoid technicalities, we assume that the network sequence
is driven by the same primitives except the initial arrival and service times; that is, assume for all
k,

λk
ru

k
r(i) = λ1

ru
1
r(i) and (νk

r )
−1vkr (i) = (ν1

r )
−1v1r(i), i≥ 2, r ∈R. (13)

For the given p > 2, assume all interarrival times and service requirements have bounded p-th
moments:

E

∑

r∈R

[(u1
r(2))

p+(v1r(2))
p]<∞. (14)

To characterize the diffusion limit below, we follow the same approach in [19] to introduce the
fixed-point state space and related matrices (and to the extent possible, use the same notation).
Denote B := diag(br)r∈R, with br = ρrνr/βr, which is an R-dimensional diagonal matrix. Associated
with the heavy traffic condition is the fixed-point state space, denoted as

W = {w :w=BATπ, π= (πℓ)ℓ∈L ≥ 0}, (15)

which is an L-dimensional polyhedral cone in the positive orthant of the R-dimensional Euclidean
space. It is the space where the diffusion limit process (described below) lives. Let H := (hm)

R−L
m=1

be a matrix that satisfies:

ABH = 0 and HTBH = I. (16)

Denote G := (gℓ)ℓ∈L :=AT (ABAT )−1. Then, we have

ABG= I and GTBH = 0. (17)

Any R-dimensional (workload) vector w can be decomposed uniquely as

w=BGy+BHz. (18)

For any state w, we can measure its distance from the fixed-point state space W as follows:

dfp(w) =
∑

ℓ∈L

(−gTℓ w)
+ +

R−L
∑

m=1

|hT
mw|. (19)

Observe that for any R-dimensional vector w, w ∈W if and only if GTw = π ≥ 0 and HTw = 0.
Therefore, w is a fixed-point state (or an invariant state) if and only if dfp(w) = 0,
The Markov process associated with the k-th network is Ξk(t) = (W k(t),Uk(t), V k(t)), and it

follows the dynamics in (7-10) with the index k suitably appended.
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Apply the standard diffusion scaling (along with centering) to the primitive and derived pro-
cesses:

(Êo,k
r (t), Ŝo,k

r (t)) =
1

k

(

Eo,k
r (k2t)−λk

rk
2t,So,k

r (k2t)− (νk
r )

−1k2t
)

, (20)

(Êk
r (t), Ŝ

k
r (t)) =

1

k

(

Ek
r (k

2t)−λk
rk

2t,Sk
r (k

2t)− (νk
r )

−1k2t
)

,

(Ξ̂k
r(t), N̂

k
r (t), Ŵ

k
r (t)) =

1

k

(

Ξk
r(k

2t),Nk
r (k

2t),W k
r (k

2t)
)

.

We will use the following so-called fluid scaling of the primitive processes as well:

(Ēo,k
r (t), S̄o,k

r (t), Ēk
r (t), S̄

k
r (t)) =

1

k

(

Eo,k
r (kt), So,k

r (kt),Ek
r (kt), S

k
r (kt)

)

. (21)

Under the diffusion scaling, we can rewrite the dynamics in (7-9) as follows:

Ŵ k(t) = Ŵ k(0)+ X̂k(t)+ k[ρt− D̃k(t)]
= Ŵ k(0)+ X̂k(t)+BGŶ k(t)+BHẐk(t); (22)

D̃k(t) =

∫ t

0

Λ(N̂k(s))ds; (23)

X̂k
r (t) = νk

r

(

Êk
r (t)− Ŝk

r (D̃
k
r (t))

)

+ k(ρkr − ρr)t, for r ∈R; (24)

Ŷ k(t) = kA[ρt− D̃k(t)] = k[ct−AD̃k(t)], is non-decreasing in t≥ 0, for ℓ∈L; (25)
Ẑk(t) = kHT [ρt− D̃k(t)]. (26)

The process, D̃k
r (t) =Dk

r (k
2t)/k2, is a variation of what’s known as the fluid-scaled process D̄k

r (t) (=
Dk

r (kt)/k). The balance equation (the second equality in (22)) follows from the decomposition in
(18). Denote X̂k(t) = (X̂k

r (t))r∈R.
For the derived processes, denote their limits as follows:

Ŵ (t) = (Ŵr(t))r∈R, X̂(t) = (X̂r(t))r∈R, Ŷ (t) = (Ŷℓ(t))ℓ∈L, Ẑ(t) = (Ẑm(t))
R−L
m=1.

Furthermore, the limiting processes are characterized by the following so-called dynamic comple-

mentarity problem (DCP):

Ŵ (t) = Ŵ (0)+ X̂(t)+BGŶ (t)+BHẐ(t) (≥ 0), for t≥ 0; (27)
GTŴ (t)≥ 0, for t≥ 0; (28)
Ŷℓ(t) is non-decreasing in t≥ 0, Ŷℓ(0) = 0, ℓ∈L; (29)
∫ ∞

0

Ŵ (t)TG dŶ (t) = 0; (30)

HTŴ (t) = 0, for t≥ 0; (31)
Ẑ(0) = 0; (32)

where Ŵ (0) is the (given) initial state and X̂(t), the “free process,” is a Brownian motion with
drift (vector) θ= (θr)r∈R specified in (11), and covariance (matrix)

Υ= diag(σ2
r)r∈R, with σ2

r = ν2
r (λ

3
rσ

2
a,r + ρrν

−3
r σ2

s,r) = λrν
2
r (λ

2
rσ

2
a,r + ν−2

r σ2
s,r). (33)

The existence of the limiting processes defined above is part of the next theorem. Indeed, in
[19], we have established that for any given free process X̂(t) that is right continuous with left
limits (RCLL), there exists a unique (pathwise) solution, (Ŵ (t), Ŷ (t), Ẑ(t)), to the DCP in (27-32).
Moreover, we will study the weak convergence (denoted as “⇒”) of the diffusion-scaled processes
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in the Skorohod space, the space of RCLL functions. Strictly speaking, we need to deal with
the Skorohod metric ([1, 18]). However, since all the limiting processes involved are continuous
processes (Brownian motions), and the u.o.c. convergence to a continuous function implies the
convergence under the Skorohod metric ([1]), it is convenient (and indeed equivalent in the current
context) to treat the Skorohod space as endowed with the more familiar uniform metric.

The following DCP is a deterministic version of the one in (27-32), with the free process (unre-
flected Brownian motion) X̂(t) replaced by its drift term θt:

ŵ(t) = ŵ(0)+ θt+BGŷ(t)+BHẑ(t) (≥ 0), for t≥ 0; (34)
GT ŵ(t)≥ 0, for t≥ 0; (35)
ŷℓ(t) is non-decreasing in t≥ 0, ŷℓ(0) = 0, ℓ∈L; (36)
∫ ∞

0

ŵ(t)TG dŷ(t) = 0; (37)

HT ŵ(t) = 0, for t≥ 0; (38)
ẑ(0) = 0. (39)

Below, we shall refer to the deterministic DCP in (34-39) as stable, if there exists a time T such
that for any solution with |ŵ(0)| ≤ 1, we have ŵ(t) = 0 for all t≥ T . It is known (Theorem 8(a) of
[20]) that the deterministic DCP is stable if and only if

Aθ < 0.

Theorem 1 (a) (Edge I [19]) Suppose the heavy traffic condition in (12) is in force; and under
the diffusion scaling, the initial workloads converge to some (random) fixed-point state, while the
(time-zero) residuals vanish:

Ŵ k(0)⇒ Ŵ (0)∈W, (40)

|Ûk(0)|+ |V̂ k(0)|=
1

k
(|uk(1)|+ |vk(1)|)→ 0. (41)

Then, the following weak convergence holds when k→∞:

(

Ŵ k(·), X̂k(·), Ŷ k(·), Ẑk(·)
)

⇒
(

Ŵ (·), X̂(·), Ŷ (·), Ẑ(·)
)

,

with the limit characterized by the equations in (27-32).
(b) (Edge III [7, 20]) If the deterministic DCP in (34-39) is stable (or equivalently, Aθ < 0), then the
diffusion limit Ŵ (t) in part (a) above is positive recurrent and has a unique stationary distribution.
(c) (Edge II [5, 20]) Suppose the heavy traffic condition in (12) holds, and the DCP in (34-39) is
stable. Then, for any sufficiently large k, Ξ̂k(t) = (Ŵ k(t), Ûk(t), V̂ k(t)) is positive (Harris) recurrent
and has a unique stationary distribution. Furthermore, if the p-th moment condition in (14) holds,
then for any m ∈ [0, p− 1) and for sufficiently large k, the stationary workload has a finite m-th
moment and

lim
t→∞

E|Ŵ k(t;x)|m = E|Ŵ k(∞)|m <∞, for any initial state x, (42)

where Ŵ k(∞) stands for a random variable (vector) following the stationary distribution of Ŵ k(t).
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3. Interchange of Limits We are now ready to establish edge IV in Figure 1, along with
the convergence of the moments of the stationary workloads, We need the following condition.

p∗-th moment condition: All interarrival times and service requirements have bounded p∗-th
moments, i.e., for some p∗ > 2(p+2),

E

∑

r∈R

[(u1
r(2))

p∗ +(v1r(2))
p∗]<∞. (43)

As will be shown below, this condition will guarantee the boundedness of the p-th moment of
the workload, which holds the key to proving the convergence of stationary m-th moments of the
workload for m<p− 1.

Note that the above p∗-th moment condition implies the following slightly weaker form: for some
constant κ> 0 and for all t≥ 0,

E sup
0≤s≤t

∑

r∈R

(

|Eo,k
r (s)−λk

rs|
p∗ + |So,k

r (s)−µk
rs|

p∗
)

≤ κ(1+ tp
∗/2), (44)

and furthermore,

E sup
0≤s≤t

∑

r∈R

(

|Êo,k
r (s)|p

∗

+ |Ŝo,k
r (s)|p

∗

)

≤ κ(1+ tp
∗/2). (45)

The above variation is technically convenient and has been used in previous studies [3, 20]. To
prove the claimed implication, refer to Appendix 5.1, Lemma 9.

Theorem 2 Assume the heavy traffic condition in (12), the stability of the deterministic DCP
in (34-39) (i.e., Aθ < 0), and the p∗-th moment condition in (43). Then, the following weak
convergence of stationary distributions holds,

Ŵ k(∞)⇒ Ŵ (∞), as k→∞. (46)

In particular, since Ŵ (∞) follows the stationary distribution of Ŵ (t) as t→∞, the interchange of
the limits, t→∞ and k→∞, illustrated in Figure 1 (edges III and IV) is valid. Furthermore, for
any m∈ [0, p− 1),

E|Ŵ k(∞)|m → E|Ŵ (∞)|m, as k→∞. (47)

The above theorem parallels Theorem 14 in [20], which also justifies the interchange of limits
but under a different condition, the so-called (pathwise) bounded workload condition: for some
constant κ> 0,

sup
0≤s≤t

|Ŵ k(s)| ≤ κ

(

|Ŵ k(0)|+ sup
0≤s≤t

|X̂k(s)|

)

. (48)

In particular, Theorem 14 of [20] shows the above implies the boundedness of the p-th moment of
the workload process,

E sup
0≤s≤t

|Ŵ k(s)|p ≤ κ(|Ξ̂k(0)|p +1+ tp), (49)
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under the p-th moment condition of primitives in (14). Clearly, the above bounded workload
condition and the p∗-th moment condition do not imply each other: the latter is trivial to verify,
being imposed directly on the primitives; whereas the former does not require higher (than order
p) moments on the primitives but could be difficult (at least non-trivial) to verify.
To prove Theorem 2, we break into two subsections below. First, in §3.1 we identify certain

regular events associated with “nice” sample paths, such as the fluid-scaled arrival processes lying
within a certain range of their mean values. We develop bounds on the probabilities of these regular
events, and demonstrate that the workload process, too, behaves “nicely” under these events. For
the latter, we apply Bramson’s “hydro-dynamic” approach ([2, 19]) to show that the bounds in
(48) work for sample paths under the regular events. Next, combining these results in §3.2 with a
(crude) bound for the p-th moment of the workload under the “non-regular” (or, rare) events, we
derive the p-th moment bound of the workload in (49) under the diffusion scaling (Lemma 5). The
rest is then similar to the steps in [20], i.e., establishing the key properties of the workload process
(such as uniform integrability, uniform p-th moment stability and tightness), which then complete
the proof of Theorem 2.
A roadmap summarizing the above is illustrated in Figure 2. The part marked out by the dotted

rectangle is the focus of this paper.

probability bound of regular events (L3)

bounding workloads in regular events (P4)

crude p-th moment bound (65)

p-th moment bound of workloads (P5) uniform integrability ([20]) uniform stability ([20])

uniform p-th moment stability (P6)tightness (P6)

interchange of limits (T2)

uniform continuity (L10,L11)

uniform attraction (L12)

complementarity (L13)

oscillation inequality (L14)

Figure 2. Roadmap (T, P, L: Theorem, Proposition, Lemma)

3.1. Workload under Regular Events Define the variables:

uk,max
r (t) := max

{

uk
r(i) :

i−1
∑

i′=2

uk
r(i

′)≤ t, i= 2,3, · · ·

}

, (50)

vk,max
r (t) := max

{

vkr (i) :
i−1
∑

i′=2

vkr (i
′)≤ t, i=2,3, · · ·

}

. (51)
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The first variable is the maximal interarrival time of class r realized before time t for the k-th
network; the second variable is analogous, for the service times. Note that the initial residuals uk

r(1)
and vkr (1) are excluded. Let t∗ and u∗ be any positive times, and {mk}k∈K be a sequence of real
numbers with mk ≥ 1. Define the regular events as

Ωk(t∗, u∗,mk) = Ωk
u(t

∗,mk)∩Ωk
v(t

∗,mk)∩Ωk
X(t

∗,mk)∩Ωk
E(t

∗, u∗,mk)∩Ωk
S(t

∗, u∗,mk), (52)

where

Ωk
u(t

∗,mk) =
⋂

r∈R

{

1

kmk

uk,max
r (k2mkt

∗)≤
1

k(p∗−2)/2p∗

}

, (53)

Ωk
v(t

∗,mk) =
⋂

r∈R

{

1

kmk

vk,max
r (k2mkt

∗)≤
1

k(p∗−2)/2p∗

}

, (54)

Ωk
E(t

∗, u∗,mk) =

{

sup
0≤t≤kt∗

sup
0≤u≤u∗

|
1

mk

(Ēo,k(mk(t+u))− Ēo,k(mkt))−λku| ≤
1

log k

}

, (55)

Ωk
S(t

∗, u∗,mk) =

{

sup
0≤t≤kt∗

sup
0≤u≤u∗

1

mk

|(S̄o,k(mk(t+u))− S̄o,k(mkt))−µku| ≤
1

log k

}

, (56)

Ωk
X(t

∗,mk) =

{

sup
0≤t≤t∗

1

mk

(|Êo,k(mkt)|+ |Ŝo,k(mkt)|)≤
k

log k

}

. (57)

Here, we have introduced a sequence of regular events associated with “nice” sample paths; for
example, the fluid-scaled arrival processes lie within a certain range of their means according to
the definition of Ωk

E(t
∗, u∗,mk). Note that the ranges that bound the sample paths are carefully

specified such that the probabilities of these events must approach one at a certain rate as indicated
in the following lemma, with the proof deferred to Appendix §5.

Lemma 3 Let t∗ and u∗ be any positive times. Then, the following estimate holds for sufficiently
large k (depending on t∗ and u∗),

P(Ωk(t∗, u∗,mk))≥ 1−
(logk)p

∗+1

kp∗/2−2
, for all mk ≥ 1.

Next, denote

yk[= yk(ω,∆,mk)] :=max

(

1

mk

|Ŵ k(0)|+ sup
0≤t≤∆

1

mk

|X̂k(mkt)|,
1

mk

|Ξ̂k(0)|, 1

)

, (58)

for any time interval [0,∆], with ∆> 0, and any sequence of numbers {mk ≥ 1;k ∈K}. Let T > 0
be a fixed time of a certain magnitude (to be specified later). Divide the time interval [0,∆] into
a total of ⌈k∆/ykT ⌉ segments with equal length ykT/k, where ⌈·⌉ denotes the integer ceiling.
Observe that for any ω ∈ Ωk

X , the amount of segments k∆/ykT ≥ O(logk)→∞ as k →∞. The
j-th segment, j = 0, ..., ⌈k∆/ykT ⌉− 1, covers the time interval [jykmkT/k, (j +1)ykmkT/k]. Note
that the last interval (with j = ⌈k∆/ykT ⌉ − 1) covers a negligible piece of time beyond the right
end of [0,∆] if k∆/ykT is not an integer. For simplicity, below we shall treat k∆/ykT as an integer
so as to omit the ceiling notation. Then, for any t∈ [0,∆], we can write t= yk(jT +u)/k for some
j =0, · · · , k∆/ykT and u∈ [0, T ]. Therefore, for u∈ [0, T ] and j ≤ k∆/ykT , we write

1

ykmk

Ŵ k(mkt) =
1

ykmk

Ŵ k(
jykmkT + ykmku

k
)

=
1

kykmk

W k(jkykmkT + kykmku) := W̄ k,j(u). (59)
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The definition for the “hydro-dynamic” scaling above, W̄ k,j(u), is slightly different from the same
notation in our previous papers (e.g., [19]) in that new parameters mk and yk are introduced into
the scaling. Also note that we have suppressed the parameters mk and yk in the above hydro-
dynamic scaling for ease of notation. Some other processes, Ξ̄k,j(u), Ȳ k,j(u), Ūk,j(u) and V̄ k,j(u),
are defined in the same manner. For convenience, we define the maximum and minimum operators
as a∨b=max{a, b} and a∧b=min{a, b}, respectively; and when a and b are vectors, the operators
apply component-wise.

Proposition 4 Consider any time interval [0,∆], with ∆> 0, and let ǫ > 0 be any given (small)
number. Pick a sufficiently large T , and define (for convenience) the following constants:

∆̄ = (max{cℓ}∨ 1)∆+1, T̄ = (max{cℓ}∨ 1)T. (60)

Then, for sufficiently large k, the following properties hold for any initial state Ξ̂k(0),mk ≥ (|Ξ̂k(0)|∨
1), ω ∈Ωk(∆̄, T̄ ,mk), and positive integers j = 1, · · · , k∆/ykT :
(a) (uniform attraction)

dfp(W̄ k,j(u))≤ ǫ, for all u∈ [0, T ]; (61)

(b) (complementarity) if gTℓ W̄
k,j(u′)> ǫ for some u′ ∈ [0, T ], then

Ȳ k,j
ℓ (u)− Ȳ k,j

ℓ (0) = 0, for all u∈ [0, T ];

(c) (boundedness)

|W̄ k,j(u)| ≤ κ, for all u∈ [0, T ], (62)

where κ is a positive constant that depends only on network parameters, i.e., independent of k and
ω. In addition, the boundedness in (62) also applies to j =0.

The proof of the proposition is deferred to the appendix, §6. Note this proposition strengthens
Lemma 7 of [19] in that the results in (a-c) here hold uniformly on the regular events and allow for
additional scaling parameters. In fact, the result in (c) is what we need to bound the p-th moment
of the workload below, while those in (a) and (b) are auxiliary properties. Specifically, from the
definitions in (58, 59), the inequality in (c) reads |Ŵ k(mkt)/mk| ≤ κyk for t ∈ [0,∆], that is, the
workload is dominated by the free process plus the initial workload for sample paths in the regular
events. This bound serves as an input to the next proposition in deriving the p-th moment of the
workload.

3.2. Key Properties Leading to the Interchange Bounding the p-th moment of the
workload is a crucial step in justifying the interchange of limits. To do so, we cannot simply follow
standard approaches in the literature, e.g., Dai ([4], Lemma 4.5) and Dai and Meyn ([5], Lemma
5.2), where the fluid-scaled arrival processes serve as the bound for the workload and thus leading
to the required uniform integrability property directly. Under diffusion scaling (which is required
in our setting), the arrival processes become unbounded as k → ∞ and cannot serve the same
purpose. To overcome this difficulty, our approach is to identify the regular events and characterize
the hydro-dynamics of the networks under these events as summarized in Lemma 3 and Proposition
4 above. Equipped with these results, we are ready to bound the p-th moment of the workload, as
stated in the proposition below.
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Proposition 5 (Bounded p-th Moment of Workload) There is a constant κ > 0 such that for
any time t ≥ 0 and sufficiently large k, the following holds for any initial state Ξ̂k(0) and any
mk ≥ (|Ξ̂k(0)| ∨ 1)

E sup
0≤s≤t

∣

∣

∣

∣

1

mk

Ŵ k(mks)

∣

∣

∣

∣

p

≤ κ(1+ tp). (63)

Proof. Following Proposition 4, we first bound the workload processes in Ωk(∆̄, T̄ ,mk). By Propo-
sition 4(c), there is a constant κ1 such that the following holds for sufficiently large k, any initial
state Ξ̂k(0), any mk ≥ (|Ξ̂k(0)| ∨ 1), and any ω ∈Ωk(∆̄, T̄ ,mk):

sup
0≤t≤∆

∣

∣

∣

∣

1

mk

Ŵ k(mkt)

∣

∣

∣

∣

≤ κ1y
k ≤ κ1

(

|Ŵ k(0)|

mk

+ sup
0≤s≤∆

|X̂k(mks)|

mk

+
|Ξ̂k(0)|

mk

+1

)

. (64)

Hence, we have

E

(

sup
0≤t≤∆

1

mk

|Ŵ k(mkt)|

)p

· 1Ωk(∆̄,T̄ ,mk)
≤ κ1E(y

k)p1Ωk(∆̄,T̄ ,mk)
≤ κ1E(y

k)p ≤ κ2(1+∆p),

where the last inequality is proved following the same procedure as in Lemma 9(a) of [20]. Next, we
bound the workload in Ω\Ωk(∆̄, T̄ ,mk). Pick any positive number α and β satisfying 1/α+1/β =1
and in addition 1<β < (p∗ − 4)/2p. Then, for sufficiently large k, we have,

E

[(

sup
0≤t≤∆

∣

∣

∣

∣

1

mk

Ŵ k(mkt)

∣

∣

∣

∣

)p

· 1Ω\Ωk(∆̄,T̄ ,mk)

]

(65)

≤

[

E

(

sup
0≤t≤∆

∣

∣

∣

∣

1

mk

Ŵ k(mkt)

∣

∣

∣

∣

)αp] 1

α

·
[

E
(

1Ω\Ωk(∆̄,T̄ ,mk)

)β
]

1

β

≤

[

Eκ2

(

1+

∣

∣

∣

∣

1

kmk

Eo,k(k2mk∆)

∣

∣

∣

∣

αp)] 1

α

·
[

P(Ω \Ωk(∆̄, T̄ ,mk))
]

1

β

≤ [κ3 (1+ (k∆)αp)]
1

α ·

[

(logk)p
∗+1

kp∗/2−2

]

1

β

≤ κ4(1+∆p).

We have applied Holder’s inequality and Lemma 3 in the first and fourth inequalities respectively,
and have taken into account p∗ > 2(p+ 2) and our choice of β in the last inequality. To see the
second inequality, we note the following estimate,

1

mk

Ŵ k
r (mkt) =

1

mk

Ŵ k
r (0)+

1

kmk

νk
rE

k
r (k

2mkt)−
1

kmk

νk
rS

k
r (D

k
r (k

2mkt))

≤ 1+
1

kmk

νk
r [1+Eo,k

r (k2mkt)]≤ 1+ νk
r +

1

kmk

νk
rE

o,k
r (k2mkt).

Finally, the above two estimates lead to the proposition, since the time ∆ is arbitrarily given in
Proposition 4. �

Compared against Lemma 9 of [20], here we have removed the so-called bounded workload
condition, but at the expense of requiring the higher, p∗-th moment condition on the primitives,
in establishing the p-th moment bound on the workload.

Given the p-th moment bound of the workload in the above proposition, the remaining building
blocks to establish the interchange of limits are rather standard, as illustrated in Figure 2, the
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blocks following “p-th moment bound of workloads.” First, this will imply the uniform integrability
of the workload processes, which, along with a uniform stability property previously established
(Theorem 7(a) of [20]), will lead to the uniform p-th moment stability and tightness. With the
tightness property the proof of our main result here, Theorem 2, then follows standard arguments
typically used in justifying the interchange of limits ([3, 9, 10, 13, 14]). For completeness, we sketch
these steps below.
First, note that Proposition 5 holds with p replaced by any p′ satisfying p< p′ < p∗/2−2, which

implies the uniform integrability of workload (Lemma 9(c) of [20]), i.e., for any t > 0,

{|Ŵ k(mkt)/mk|
p}k is uniformly integrable. (66)

Observe from the diffusion limit (Theorem 1(a)) that Ŵ k(mkt)/mk should be close to
Ŵ (mkt)/mk and should approximate ŵ(t) (with ŵ(t)≤ 1), the deterministic counterpart of Ŵ (t)
as defined in (34-39). If ŵ(t) is stable (i.e., there exists a constant time t0 such that ŵ(t) = 0 for
t≥ t0), then for any t≥ t0, Ŵ

k(mkt)/mk should be close to 0 for sufficiently large k. Indeed, we
can establish

1

mk

Ŵ k(mkt)→ 0 u.o.c. of t≥ t0,

where mk ≥ |Ξ̂k(0)| and mk →∞ as k→∞. Consequently, for any t≥ t0, we have

lim
k→∞

E
1

mp
k

∣

∣

∣
Ŵ k(mkt)

∣

∣

∣

p

= E lim
k→∞

1

mp
k

∣

∣

∣
Ŵ k(mkt)

∣

∣

∣

p

= 0,

where the interchange of the expectation and the limit in the first equality is justified by the
uniform integrability in (66). Furthermore, applying the uniform stability property (Theorem 7(a)
of [20]), we can strengthen the above to obtain the uniform p-th moment stability. These results
are summarized in part (a) of the proposition below. Part (b) of the proposition, the tightness
property, then follows from part (a) and standard approaches as in [3, 5, 20]. (Thus, no proof is
required.)

Proposition 6 Assume the heavy traffic condition in (12), the stability of the deterministic DCP
in (34-39), and the p∗-th moment condition in (43).
(a) (Uniform p-th Moment Stability) There exists t0 such that the following holds for all t≥ t0,

lim
|x|→∞

sup
k

E
1

|x|p

∣

∣

∣Ŵ k(|x|t;x)
∣

∣

∣

p

= 0. (67)

(b) (Tightness) The sequence of stationary distributions, {π̂k}, is tight on X . Furthermore, if
p≥ 2, then supk Eπ̂k |Ξ̂k(0)|p−1 <∞.

Finally, given the tightness property in the above proposition, the proof of our main result here,
Theorem 2, is identical to the proof of Theorem 4 in [20], which we outline below for completeness.
In a nutshell, the argument starts by initializing the process Ξ̂k(t) (=(Ŵ k(t), Ûk(t), V̂ k(t))) in

its stationary distribution π̂k (=(π̂k
1 , π̂

k
2 , π̂

k
3 )). It is unclear whether this initialization satisfies the

condition in (40); hence, Theorem 1 cannot be applied as yet. Nevertheless, since {π̂k} is tight, we
can establish a variation of Theorem 1 (refer to Proposition 2 of [20]), such that for a subsequenceK,
{Ŵ k(tk0+ t);k ∈K} (with tk0 being a carefully chosen sequence of times that approaches 0 as k→∞)
converges weakly to a limit Ŵ (t), as characterized in (27-32). The choice of initialization makes
Ŵ k(tk0 + t) equal in distribution to Ŵ k(0), for each k ∈K. Hence, as k→∞, the limit Ŵ (t) follows
the same distribution as that of Ŵ (0), namely, π̃1. Consequently, Ŵ (t) follows the distribution π̃1
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for all t≥ 0, which implies that π̃1 must coincide with the unique stationary distribution π̂1 of the
limit Ŵ (t) guaranteed by Theorem 1(c).
In summary, we can conclude that π̂1 is the weak limit of any convergent subsequence of {π̂k

1}.
Thus, the full sequence {π̂k

1} must converge weakly to π̂1, which is the weak convergence in (46).
Finally, the convergence in (47) is a direct consequence of the convergence in (46) and the “fur-
thermore” part in Proposition 6(b).

4. Concluding Remarks In a prior study [20], we have provided a justification of the dif-
fusion approximation, via the proof of the interchange of limits, under the bounded workload
condition. Here, we have replaced this condition by a direct moment condition on the primitives,
but at the expense of requiring the higher, p∗-th moment condition on the interarrival and service
times, in establishing the p-th moment bound on the workload, with p∗ > 2(p+2). Together the two
studies provide a thorough investigation on the interchange of limits in resource sharing networks,
under two different but complementary sets of conditions. In addition, they have also revealed
some of the key differences between resource sharing networks and the more traditional multiclass
queueing networks.

5. Appendix: Proof of Lemma 3 The key to proving the lemma is to combine the prob-
ability bounds on the various events, which we first construct below. To do so, we need certain
estimates on the moments of renewal processes, which are collected in §5.1 after the proof.
To lighten notation, below we shall omit mk from the scaling parameters (not the indices) kmk

and k2mk. This can be equivalently viewed as setting mk = 1 for all k, which is innocuous, since
mk ≥ 1. In the same spirit, we also omit the arguments t∗, u∗ and mk associated with the relevant
events.

Probability bounds for Ωk
u and Ωk

v We estimate the probability bound for Ωk
u following

the approach in the proof of Lemma 5.1 in Bramson [2]. The bound for Ωk
v is similar and hence is

omitted.
Denote for each r and k,

Uk
r (i) =

i
∑

i′=2

uk
r(i

′), i≥ 2.

Observe from the definition of Ωk
u that it is sufficient to estimate the probability bound for the

event {uk,max
r (k2mkt

∗)/kmk ≤ 1/k(p∗−2)/2p∗} as the number of job classes is finite. Consider any
fixed r, and pick a sufficiently large constant κ1 > 0. We have

P

{

1

kmk

uk,max
r (k2mkt

∗)>
1

k(p∗−2)/2p∗

}

≤P
{

Uk
r (⌊κ1k

2mkt
∗⌋)≤ k2mkt

∗
}

+P

({

1

kmk

uk,max
r (k2mkt

∗)>
1

k(p∗−2)/2p∗

}

∩
{

Uk
r (⌊κ1k

2mkt
∗⌋)> k2mkt

∗
}

)

:= F1 +F2.

The first term F1 is estimated by applying Lemma 8 and the Markov inequality as follows:

F1 ≤ P

{

Uk
r (⌊κ1k

2mkt
∗⌋)

κ1k2mkt∗
−

1

λk
r

≤
1

κ1

−
1

λk
r

}

≤ P

{

|Uk
r (⌊κ1k

2mkt
∗⌋)− (κ1k

2t∗)mk

1

λk
r

|≥ (
1

λk
r

−
1

κ1

)κ1k
2mkt

∗

}

≤
κ2

(k2mk)p
∗/2

.
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In the event in the term F2, u
k,max
r (k2mkt

∗) will be selected among {uk
r (i) : i= 2, · · · , ⌊κ1k

2mkt
∗⌋}.

Hence, we have:

F2 ≤ P





⌊κ1k
2mkt

∗⌋
⋃

i=2

[{

1

kmk

uk
r (i)>

1

k(p∗−2)/2p∗

}

∩
{

Uk
r (⌊κ1k

2mkt
∗⌋)> k2mkt

∗
}

]





≤

⌊κ1k
2mkt

∗⌋
∑

i=2

P

{

1

kmk

uk
r(i)>

1

k(p∗−2)/2p∗

}

= (⌊κ1k
2mkt

∗⌋− 1)P

{

1

kmk

uk
r(2)>

1

k(p∗−2)/2p∗

}

≤ ⌊κ1k
2mkt

∗⌋E[uk
r (2)]

p∗
(

k(p∗−2)/2p∗

kmk

)p∗

≤
κ1t

∗E[uk
r(2)]

p∗

kp∗/2−1mp∗−1
k

.

The above estimates yield that there is a constant κ3, independent of k, such that for sufficiently
large k (and for any mk ≥ 1),

P

{

1

k
uk,max
r (k2t∗)>

1

k(p∗−2)/2p∗

}

≤
κ3

kp∗/2−1
.

Summing up the above over all r, we have for sufficiently large k (and for any mk ≥ 1),

P(Ω \Ωk
u)≤

κ4

kp∗/2−1
. (68)

Probability bound for Ωk
X Note that there exists a constant κ1 such that

(

sup
0≤t≤t∗

1

mk

(|Êo,k(mkt)|+ |Ŝo,k(mkt)|)

)p∗

≤ κ1 sup
0≤s≤t∗

∑

r∈R

(

|
Êo,k

r (mks)

mk

|p
∗

+ |
Ŝo,k
r (mks)

mk

|p
∗

)

.

Applying the above inequality, the p∗-th moment condition in (45), Markov inequality, and Lemma
9, we have the following estimation (for all mk ≥ 1),

P(Ω \Ωk
X) ≤ E

(

sup
0≤t≤t∗

1

mk

(|Êo,k(mkt)|+ |Ŝo,k(mkt)|)

)p∗

(logk)p
∗

kp∗

≤
κ2

mp∗

k

(1+ (mkt
∗)p

∗/2)
(logk)p

∗

kp∗
≤ κ2

(

1+ (t∗)p
∗/2
) (logk)p

∗

kp∗
.

Probability bounds for Ωk
E and Ωk

S We estimate the probability bound for Ωk
E only, since

the bound for Ωk
S is similar.

First, we show that for any positive constant α and for some positive constant κ1, the following
holds for any r ∈ R, t ∈ [0, kt∗] and u ∈ [0, u∗

1] (where u∗
1 := u∗ + t∗), and for sufficiently large k

(depending only on network parameters, u∗ and t∗),

J := P

({

|
1

mk

(Ēo,k
r (mk(t+u))− Ēo,k

r (mkt))−λk
ru|>

1

2α log k

}

⋂

Ωk
u

)

(69)

≤ κ1

(α log k)p
∗

kp∗/2−1
.

Note that in the above probability, there is no supremum operator on the event set and the time
variable u may take any value over a longer interval [0, u∗

1], in contract to the event Ωk
E defined in

(55). Write the term involving the arrival process in (69) as,

|
1

mk

(Ēo,k
r (mk(t+u))− Ēo,k

r (mkt))−λk
ru|
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≤ |
1

mk

(Ēo,k
r (mkt+ Ūk

r (mkt)+mku)− Ēo,k
r (mkt+ Ūk

r (mkt)))−λk
ru|

+
1

mk

|Ēo,k
r (mkt+ Ūk

r (mkt)+mku)− Ēo,k
r (mkt+mku)|

+
1

mk

|Ēo,k
r (mkt+ Ūk

r (mkt))− Ēo,k
r (mkt)|.

Observe in the first term at the right-hand-side of the above that J1 := (Ēo,k
r (mkt+ Ūk

r (mkt) +
mku)−Ēo,k

r (mkt+Ūk
r (mkt)))/mk−λk

ru and (Ēo,k
r (mku)/mk−λk

ru) are equal in distribution. This is
because that the timemkt+Ūk

r (mkt) is the arrival time of a class-r job and the process Ēo,k
r is there-

fore renewed at that time. By the definition of Ūk
r (mkt), the third term is equal to 1/(kmk) (≤ 1/k).

For the middle term, we restrict our attention to ω ∈ Ωk
u, which implies Ūk

r (mkt)≤ 1/k(p∗−2)/2p∗ .
Then, we have the following estimate on this term,

0 ≤
1

mk

(Ēo,k
r (mk(t+u)+ Ūk

r (mkt))− Ēo,k
r (mk(t+u)))

=
1

mk

[Ēo,k
r (mk(t+u)+ Ūk

r (mk(t+u))+ (Ūk
r (mkt)− Ūk

r (mk(t+u))))

−Ēo,k
r (mk(t+u)+ Ūk

r (mk(t+u)))]

+
1

mk

[Ēo,k
r (mk(t+u)+ Ūk

r (mk(t+u)))− Ēo,k
r (mk(t+u))]

≤
1

mk

[Ēo,k
r (mk(t+u)+ Ūk

r (mk(t+u))+
1

k(p∗−2)/2p∗
)

−Ēo,k
r (mk(t+u)+ Ūk

r (mk(t+u)))]+
1

k

:= J2 +
1

k
.

Similar to the term J1 above, the term inside the square bracket (denoted J2) is equal to
Ēo,k

r (1/k(p∗−2)/2p∗)/mk in distribution. Putting the above together yields the following estimates
(keeping in mind mk ≥ 1),

∣

∣

∣

∣

1

mk

(Ēo,k
r (mk(t+u))− Ēo,k

r (mkt))−λk
ru

∣

∣

∣

∣

≤ J1 +J2 +
2

k
, t∈ [0, kt∗], u∈ [0, u∗

1],

and consequently,

J ≤ P

({

|J1|+ |J2|+
2

k
>

1

2α logk

}

⋂

Ωk
u

)

≤ P

{

|
1

mk

Ēo,k
r (mku)−λk

ru|>
1

4α logk
−

1

k

}

+P

{

1

mk

Ēo,k
r (1/k(p∗−2)/2p∗)>

1

4α logk
−

1

k

}

≤
E|Ēo,k

r (mku)/mk −λk
ru|

p∗

(1/4α logk− 1/k)
p∗

+
E[Ēo,k

r (1/k(p∗−2)/2p∗)/mk]
p∗

(1/4α logk− 1/k)
p∗

≤
κ′(1/kp∗)(1+ (ku∗

1)
p∗/2)

(1/4α logk− 1/k)
p∗

+
κ′′(1/kp∗)

(

k/k(p∗−2)/2p∗
)p∗

(1/4α logk− 1/k)
p∗

≤ κ1

(α log k)p
∗

kp∗/2−1
,

where the second last inequality is due to Lemmas 9 and 7.
Denote for any r, k and t≥ 0,

ξkr (t) =
1

mk

Ēo,k
r (mkt)−λk

r t,

τk
r (t) = inf{u≥ 0 : |ξkr (t+u)− ξkr (t)|> 2/α log k, u is a jump time}. (70)
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We can write the event:
{

sup
0≤u≤u∗

1

|
1

mk

(Ēo,k
r (mk(t+u))− Ēo,k

r (mkt))−λk
ru|>

3

α log k

}

∩Ωk
u

=

{

sup
0≤u≤u∗

1

|ξkr (t+u)− ξkr (t)|>
3

α log k

}

∩Ωk
u ⊂ {τk

r (t)≤ u∗
1}∩Ωk

u (71)

To see the inclusion in the above, consider any sample in the first (and hence the second) event.
For this sample, we can find u′ ∈ [0, u∗

1] such that

|ξkr (t+u′)− ξkr (t)|>
3

α log k
.

Let u′′(≤ u′) be the maximum jump time of ξkr (t+ ·) before the time u′. Observe that the time length
(u′ − u′′) is a portion of a (scaled) interarrival time involved in the definition of uk,max

r (k2mkt
∗),

and according to the definition of Ωk
u, it must satisfy

u′ −u′′ ≤
1

kmk

uk,max
r (k2mkt

∗)≤
1

k(p∗−2)/2p∗
.

Moreover, as u′′ is the only jump time in [u′′, u′], we have for sufficient large k,

|ξkr (t+u′)− ξkr (t+u′′)|=
1

kmk

+λk
r(u

′ −u′′).

The above three estimates together imply

|ξkr (t+u′′)− ξkr (t)| ≥ |ξkr (t+u′)− ξkr (t)| − |ξkr (t+u′)− ξkr (t+u′′)|>
2

α log k
,

which yields τk
r (t)≤ u′′ ≤ u∗

1.
Evaluate the following,

K := P

{

τk
r (t)≤ u∗

1, |ξ
k
r (t+u∗

1)− ξkr (t+ τk
r (t)| ≤

1

2α log k

}

=

∫

u∈[0,u∗

1
]

Fτkr (t)(du)P

(

|ξkr (t+u∗
1)− ξkr (t+u)| ≤

1

2α log k

∣

∣

∣
τk
r (t) = u

)

, (72)

where we denote the distribution Fτkr (t)(u) := P
{

τk
r (t)≤ u

}

. For the integrand in the above, we
have for sufficiently large k,

P

(

|ξkr (t+u∗
1)− ξkr (t+u)| ≤

1

2α log k

∣

∣

∣
τk
r (t) = u

)

= P

(

|ξkr (u
∗
1 −u)− ξkr (0)| ≤

1

2α logk

)

≥ 1−P

({

|ξkr (u
∗
1 −u)− ξkr (0)|>

1

2α log k

}

∩Ωk
u

)

−P(Ω \Ωk
u)

≥ 1−κ1

(α logk)p
∗

kp∗/2−1
−

κ′

kp∗/2−1
≥ 1−κ2

(α logk)p
∗

kp∗/2−1
,

where the equality is because the (scaled and centered) renewal process (ξkr (t+ ·)− ξkr (t)) restarts
(probabilistically) at the stopping time τk

r (t), and the second inequality is due to (68, 69). The
probability, K, can now be bounded from below:

K ≥ P
{

τk
r (t)≤ u∗

1

}

(

1−κ2

(α log k)p
∗

kp∗/2−1

)

,
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On the other hand, we can use (68, 69) again to estimate the upper bound of K as follows,

K ≤ P

{

|ξkr (t+u∗
1)− ξkr (t)|>

1

2α log k

}

≤ κ2

(α log k)p
∗

kp∗/2−1
.

The above two bounds of K imply,

P
{

τk
r (t)≤ u∗

1, ω ∈Ωk
u

}

≤ κ2

(α logk)p
∗

kp∗/2−1

(

1−κ2

(α logk)p
∗

kp∗/2−1

)−1

≤ κ3

(α logk)p
∗

kp∗/2−1
,

for sufficiently large k.
Using the inclusion relationship in (71) and the above result inequlity, we bound the following

probability,

P

{

sup
0≤t≤kt∗

sup
0≤u≤u∗

|
1

mk

(Ēo,k
r (mk(t+u))− Ēo,k

r (mkt))−λk
ru|>

6

α log k
,ω ∈Ωk

u

}

= P

(

k−1
⋃

j=0

{

sup
jt∗≤t≤(j+1)t∗

sup
0≤u≤u∗

|
1

mk

(Ēo,k
r (mk(t+u))− Ēo,k

r (mkt))−λk
ru|>

6

α log k
,ω ∈Ωk

u

})

≤

k−1
∑

j=0

P

{

sup
jt∗≤t≤(j+1)t∗

sup
0≤u≤u∗

|
1

mk

(Ēo,k
r (mk(t+u))− Ēo,k

r (mkjt
∗))−λk

r(t+u− jt∗)|

+|
1

mk

(Ēo,k
r (mkt)− Ēo,k

r (mkjt
∗))−λk

r(t− jt∗)|>
6

α log k
,ω ∈Ωk

u

}

≤

k−1
∑

j=0

P

{

2 sup
0≤u≤u∗

1

|
1

mk

(Ēo,k
r (mkjt

∗ +mku)− Ēo,k
r (mkjt

∗))−λk
ru|>

6

α log k
,ω ∈Ωk

u

}

≤

k−1
∑

j=0

P
{

τk
r (jt

∗)≤ u∗
1

}

≤ kκ3

(α log k)p
∗

kp∗/2−1
≤ κ3

(α logk)p
∗

kp∗/2−2
.

With carefully chosen constant α, the above inequality implies the following immediately,

P

(

(

Ω \Ωk
E

)

⋂

Ωk
u

)

≤ κ4

(logk)p
∗

kp∗/2−2
.

Combined with the probability bound for the event Ωk
u, the above further implies,

P
(

Ω \Ωk
E

)

≤ κ5

(logk)p
∗

kp∗/2−2
.

5.1. Some Results on Moments of Renewal Processes This section collects some inde-
pendent results on the moments of renewal processes, which are used in the above estimates.
Let Xi, i= 1,2, · · · , be identically and independently distributed nonnegative random variables,

with EX1 = µ> 0. Let Sn =
∑n

i=1Xi (S0 = 0), and Yt =max{n : Sn ≤ t}.

Lemma 7 For any r > 0, there exists a constant ar > 0 (depending on r and the distribution of
X1 only) such that

EY r
t ≤ ar(1+ tr), t≥ 0. (73)

The lemma is a direct result of the strong law of counting (renewal) process (e.g., Theorem 5.1 in
Chapter 2 of Gut [11]), and hence its proof is omitted. Note that the lemma requires the existence
of the first moment of Xi only.
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Lemma 8 Assume EXr
i <∞ for some r ≥ 2. Then, there exists a constant br (depending on r

only) such that

E|Sn −nµ|r ≤ brE|X1 −µ|rn
r
2 , E

(

max
1≤i≤n

|Si − iµ|

)r

≤

(

r

r− 1

)r

brE|X1 −µ|rn
r
2 .

The first inequality can be found from Gut ([11], page 169), and the second follows from Lp

maximum inequality (e.g., Theorem 5.4.3 of Durrett [8]).

Lemma 9 Let r > p≥ 2, and assume EXr
i <∞. Then, there exists a constant c such that for all

t≥ 0,

E

(

sup
0≤s≤t

|Ys −µ−1s|

)p

≤ c
(

1+ t
p
2

)

.

This lemma, to the best of our knowledge, first appeared as Theorem 4 of Krichagina and Taksar
[15]), with a long proof. Here for completeness, we show it follows rather quickly from Lemmas 7
and 8.
Proof. Note that

Yt −µ−1t=−µ−1 (SYt+1 −µ(Yt +1))− 1+µ−1(SYt+1 − t),

and

SYt+1 − t ≤ SYt+1 −SYt
= (SYt+1 −µ(Yt +1))− (SYt

−µYt)+µ
≤ 2 sup

0≤s≤t

|SYs+1 −µ(Ys+1)|+µ.

Hence, we have

sup
0≤s≤t

|Ys −µ−1s| ≤ 3µ−1 sup
0≤s≤t

|SYs+1 −µ(Ys+1)|. (74)

Applying Lemma 8, we have

E

(

sup
0≤s≤t

|SYs+1 −µ(Ys+1)|p · 1{Yt<2µ−1t+2}

)

(75)

≤ E

(

sup
0≤i≤2µ−1t+3

|Si −µi|p

)

≤ c′1

(

1+ t
p
2

)

.

From (74) and (75), we have

E

(

sup
0≤s≤t

|Ys −µ−1s|p · 1{Yt<2µ−1t+2}

)

≤ c1

(

1+ t
p
2

)

. (76)

On the other hand, denote α= r/(r−p) and β = r/p, which ensures 1/α+1/β = 1. Then, we have

E

(

sup
0≤s≤t

|Ys −µ−1s|p · 1{Yt≥2µ−1t+2}

)

≤ E
(

(Y p
t +(µ−1t)p) · 1{Yt≥2µ−1t+2}

)

(77)

≤
(

E(Y p
t +(µ−1t)p)α

)
1

α

(

E
(

1{Yt≥2µ−1t+2}

)β
)

1

β

≤ (c′2(1+ tαp))
1

α (P{Yt ≥ 2µ−1t+2})
1

β

≤ c′′2(1+ tp)(P{S⌊2µ−1t+2⌋ ≤ t})
1

β ≤ c′′2(1+ tp)(P{|S⌊2µ−1t+2⌋ −µ⌊2µ−1t+2⌋| ≥ µ+ t})
1

β

≤ c′′2(1+ tp)

(

brE|X1 −µ|r⌊2µ−1t+2⌋r/2

(µ+ t)r

)
1

β

≤ c2

(

1+ t
p
2

)

.
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Here we have applied Lemmas 7 and 8 in the third and the sixth inequalities respectively. Finally,
the desired result is implied by the inequalities in (76) and (77). �

We remark that rigorously speaking, the inequalities in (44, 45) hold for any p′ < p∗ (instead of
p∗) according to the above lemma. Nevertheless, this will not affect any result in the paper, if we
choose p′ > 2(p+ 2); and to avoid introducing the annoying extra parameter (p′), we write p∗ in
these inequalities directly.

6. Appendix: Proof of Proposition 4 We return to prove Proposition 4. As a preparation,
the next lemma claims that the fluid-scaled pre-limit networks W̄ k,j(u) can be approximated by the
so-called fluid model, (w̄(t), ū(1), v̄(1)), which satisfies the following set of equations and conditions:

w̄(t) = w̄(0)+diag(ρ)(te− ū(1))+− (d̄(t)− v̄(1))+ (78)
= w̄(0)− diag(ρ)(te∧ ū(1))+ (d̄(t)∧ v̄(1))+ ρt− d̄(t),

d̄r(t) =

∫ t

0

Λ̄r(n̄(s))ds, (79)

Λ̄r(n) =

{

Λr(n) if nr > 0,
ρr if nr = 0.

(80)

The R-dimensional nonnegative vector function, w̄(t)≡ diag(ν)n̄(t), is interpreted as the fluid level
process. The “residuals”, ū(1) and v̄(1), are R-dimensional vector constants, where the parameter
“(1)” is attached in order to align the notation with its counterpart in the pre-limit networks. Here,
we denote as e the vector with all components being one’s. The dimension of e can be understood
from the context.

Lemma 10 (Uniform Continuity) Let M be any given positive numbers (and ∆, T , ∆̄ and T̄ are
specified as in Proposition 4).
(a) For any ǫ > 0, there exists k∗ such that for any k ≥ k∗, the following holds for any mk ≥
|Ξ̂k(0)| ∨ 1, ω ∈Ωk(∆̄, T̄ ,mk), and 0≤ j ≤ k∆/ykT : if

|W̄ k,j(0)|+ |Ūk,j(0)|+ |V̄ k,j(0)| ≤M, (81)

then, we can find a fluid model (w̄(t), ū(1), v̄(1)) satisfying (78-80) and |w̄(0)|+ |ū(1)|+ |v̄(1)| ≤M
such that

sup
0≤u≤T

|W̄ k,j(u)− w̄(u)|+ |Ūk,j(0)− ū(1)|+ |V̄ k,j(0)− v̄(1)|< ǫ.

(b) Moreover, the time T can be chosen sufficiently long (depending on network parameters only)
such that the following holds for any mk ≥ |Ξ̂k(0)| ∨ 1, ω ∈ Ωk(∆̄, T̄ ,mk) and 1 ≤ j ≤ k∆/ykT
(excluding j = 0):

Ūk,j(0) and V̄ k,j(0)≤
1

k(p∗−1)/2p∗
.

Consequently, for any ǫ > 0, there exists k∗ such that the following holds for any mk ≥ 1, ω ∈
Ωk(∆̄, T̄ ,mk), and k≥ k∗, 1≤ j ≤ k∆/ykT , if

|W̄ k,j(0)| ≤M, (82)

then, we can find a fluid model (w̄(t), ū(1) = 0, v̄(1) = 0) satisfying (78-80) and |w̄(0)| ≤M such
that

sup
0≤u≤T

|W̄ k,j(u)− w̄(u)|< ǫ.



Ye and Yao: Diffusion Approximation for Fair Resource Control
22 Mathematics of Operations Research 00(0), pp. 000–000, c© 0000 INFORMS

The proof of the above lemma, along with other preliminary results needed (e.g., the uniform
attraction, complementarity and oscillation inequality), is deferred to subsections §6.1 and §6.2
below.

The proof of Proposition 4 is a modification of the proof of Lemma 7 of [19] by carefully accom-
modating the extra scaling factor yk and the regular events.
We specify the time length of T as follows:

T ≥ max{Tκ,ǫ/8, Tκ,σ/2}, (83)

where the terms on the right hand side are defined in Lemma 12, and σ = σ(κ′, ǫ/2) is specified
in Lemma 13. Note that T is large enough so that in the fluid network in Lemma 12 (under the
heavy traffic condition), the state w̄(t) will be close enough (by an error bound of ǫ/8 or σ/2) to
the fixed-point state, starting from an initial state (w̄(0), ū(1), v̄(1)) that is bounded by κ. Here,
ǫ is given in the current lemma under proof, and κ and κ′ are constants that depend on network
parameters only:

κ= κw +2κc +1, κ′ = κw ·κ+1, (84)

where κw and κc are given in Lemma 12 and Lemma 14. The rationale for the choice of both κ
and κ′ will be clear in the context of the proof.
Step 1. We prove the three parts of Proposition 4, (a,b,c), for j = 1.
Let ǫ′ > 0 be any given number. Note that |Ξ̄k,0(0)|= |Ξ̂k(0)/yk| ≤ 1 according to the definitions

in (58, 59). By Lemma 10, we have for sufficiently large k, and for any initial state Ξ̂k(0), mk ≥
(|Ξ̂k(0)| ∨ 1) and ω ∈Ωk(∆̄, T̄ ,mk), there exists a fluid model (w̄(u), ū(1), v̄(1)) satisfying (78-80),
which may depend on k, Ξ̂k(0), mk and ω, such that,

|w̄(0)|+ |ū(1)|+ |v̄(1)| ≤ 1 (≤ κ), and (85)
sup

u∈[0,2T ]

(

|W̄ k,0(u)− w̄(u)|+ |Ūk,0(0)− ū(1)|+ |V̄ k,0(0)− v̄(1)|
)

< ǫ′.

Since T ≥ Tκ,ǫ/8, applying the uniform attraction property in Lemma 12 to the above w̄(u) yields:

dfp(w̄(u))≤
ǫ

8
for all u≥ T ; and |w̄(u)| ≤ κw(|w̄(0)|+ |ū(1)|+ |v̄(1)|) for all u≥ 0. (86)

Note that W̄ k,0(T + u)≡ W̄ k,1(u) (and W̄ k,0(0) = Ŵ k(0)/yk). Hence, choosing a sufficiently small
ǫ′ at the beginning of the proof, the estimate in (85), along with (86), implies that the conclusion
(a) holds with j = 1 for sufficiently large k and for all ω ∈Ωk(∆̄, T̄ ,mk). By (85, 86) again, we have
for all u∈ [0,2T ],

|W̄ k,0(u)| ≤ |w̄(u)|+ ǫ′ ≤ κw|Ξ̄
k,0(0)|+2ǫ′ ≤ κw + ǫ,

and for all u∈ [0, T ],

|W̄ k,1(u)|= |W̄ k,0(T +u)| ≤ κw + ǫ (≤ κ∧κ′). (87)

That is, the bounding property in (c), for both j = 0 and j = 1, is satisfied.
Furthermore, since T ≥ Tκ,σ/2, the first inequality in (86) also hold with ǫ/8 replaced by σ/2,

i.e., dfp(w̄(u))≤ σ/2 for u≥ T ; and therefore, the result in (a), with ǫ replaced by σ as well, holds
with j =1, i.e., for any sufficiently large k and for any ω ∈Ωk(∆̄, T̄ ,mk),

dfp(W̄ k,1(u))≤ σ, for u∈ [0, T ]. (88)
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In addition to (86), we can require the following via Lemma 10 and Lemma 12 too:

|GT (w̄(T +u)−w∗)| ≤
ǫ

8
, (89)

|GT (W̄ k,1(u)− w̄(T +u))|= |GT (W̄ k,0(T +u)− w̄(T +u))| ≤
ǫ

8
, (90)

for u ∈ [0, T ] and for some fixed-point state w∗ (which is associated with k and ω too). Now,
consider any server ℓ satisfying the “if” condition in (b) for j = 1. Using the estimations in (89)
and (90), we have further that for any u∈ [0, T ],

|gTℓ (W̄
k,1(u)− W̄ k,1(u′))|

≤ |gTℓ (W̄
k,1(u)− w̄(T +u))|+ |gTℓ (w̄(T +u)−w∗)|

+|gTℓ (w
∗ − w̄(T +u′))|+ |gTℓ (w̄(T +u′)− W̄ k,1(u′))|

≤
ǫ

8
+

ǫ

8
+

ǫ

8
+

ǫ

8
=

ǫ

2
,

and hence

gTℓ W̄
k,1(u)≥ gTℓ W̄

k,1(u′)−
ǫ

2
≥

ǫ

2
. (91)

Thereafter, we have

Ȳ k,1
ℓ (u)− Ȳ k,1

ℓ (0) =

∫ u

0

(

cℓ −AℓΛ(W̄
k,1(s))

)

ds=0, (92)

where the first equality follows from the definitions of the processes Ȳ k,j(u) and Ŷ k(t); and in the
second equality we have applied Lemma 13 to the server ℓ given the upper bound in (87) and the
estimations in (88) and (91).
Step 2. We now extend the above to j = 2, . . . , kδ/ykT . Suppose again, to the contrary, there

exists a subsequence K1 of k such that, for any k ∈ K1, at least one of the results in (a,b,c) does
not hold for some integer j ∈ [2, kδ/ykT ] and for some Ξ̂k(0), mk ≥ (|Ξ̂k(0)| ∨ 1) and sample-path
ω ∈ Ωk(∆̄, T̄ ,mk). Let jk be the smallest positive integer in the interval [2, kδ/ykT ] such that at
least one of the properties in (a, b, c) does not hold with the associated Ξ̂k(0), mk and ω. To reach
a contradiction, in the rest of the proof we will show that the desired properties in (a, b, c) hold
for j = jk for sufficiently large k ∈K1, and indeed for any initial state Ξ̂k(0), mk ≥ (|Ξ̂k(0)|∨1) and
ω ∈Ωk(∆̄, T̄ ,mk).
Let ǫ′ > 0 be any given number. Following the earlier argument, under the (contradictory)

assumption above, the results in (a,b,c) hold for j = 1, ..., jk − 1, any Ξ̂k(0), mk ≥ (|Ξ̂k(0)| ∨ 1) and
ω ∈Ωk(∆̄, T̄ ,mk), for each k ∈K1. Specifically, for j = jk − 1 (≥ 1), we have

|W̄ k,jk−1(0)| ≤ κ, for all k ∈K1.

By Lemma 10(b), we have for any sufficiently large k ∈K1, and for any Ξ̂k(0), mk ≥ (|Ξ̂k(0)| ∨ 1)
and ω ∈Ωk(∆̄, T̄ ,mk), there exists a fluid model w̄(u) satisfying (78-80) (which may depend on k,
Ξ̂k(0), mk and ω) such that

sup
u∈[0,2T ]

|W̄ k,jk−1(u)− w̄(u)|< ǫ′ (93)

with |w̄(0)| ≤ κ. (Here, we know that |Ūk,jk−1(0)|+ |V̄ k,jk−1(0)| → 0 as k→ 0, and can set ū(1) =
v̄(1) = 0 by Lemma 10(b).) Since T ≥ Tκ,ǫ/8, applying the uniform attraction property in Lemma
12 to the above limit yields:

dfp(w̄(u))≤
ǫ

8
for all u≥ T. (94)
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Note that W̄ k,jk−1(T +u)≡ W̄ k,jk(u). Hence, the convergence in (93), along with (94), implies that
(a) holds with j = jk and ω ∈Ωk(∆̄, T̄ ,mk), for sufficiently large k ∈K1.
In addition to (94), we can require the following via Lemma 10 and Lemma 12 too:

|w̄(u)| ≤ κw|w̄(0)| ≤ κwκ, for all u≥ 0; (95)

|GT (w̄(T +u)−w∗)| ≤
ǫ

8
, for u≥ 0, and for some w∗ ∈W; (96)

|GT (W̄ k,jk(u)− w̄(T +u))|= |GT (W̄ k,jk−1(T +u)− w̄(T +u))| ≤
ǫ

8
, (97)

for u∈ [0, T ], and for sufficiently large k ∈K1.

(Keep in mind that the above hold for all ω ∈Ωk(∆̄, T̄ ,mk), and that w̄(u) and w∗ are associated
with k and ω too.) The first bound above implies the following for sufficiently large k ∈ K1, for
u∈ [0, T ] and ω ∈Ωk(∆̄, T̄ ,mk):

|W̄ k,jk (u)| ≤ |w̄(T +u)|+ ǫ≤ κw|w̄(0)|+ ǫ≤ κwκ+ ǫ= κ′. (98)

Furthermore, since T ≥ Tκ,σ/2, the inequality in (94) also hold with ǫ/8 replaced by σ/2, i.e.,
dfp(w̄(u))≤ σ/2 and therefore, the result in (a), with ǫ replaced by σ as well, holds with j = jk
and ω ∈Ωk(∆̄, T̄ ,mk), for sufficiently large k ∈K1, i.e.,

dfp(W̄ k,jk(u))≤ σ, for u∈ [0, T ]. (99)

Now, consider any server ℓ and ω ∈ Ωk(∆̄, T̄ ,mk) satisfying the “if” condition in (b) for j = jk.
Similar to (91) and (92), we use the estimations in (96) and (97) to show that for sufficiently large
k(∈K1) and for any u∈ [0, T ] and ω ∈Ωk(∆̄, T̄ ,mk),

gTℓ W̄
k,jk(u)≥ W̄ k,jk(u′)−

ǫ

2
≥

ǫ

2
, (100)

and thereafter apply the estimations in (98, 99, 100) to derive the following,

Ȳ
k,jk
ℓ (u)− Ȳ

k,jk
ℓ (0) =

∫ u

0

(

cℓ −AℓΛ(N̄
k,jk (s))

)

ds=0. (101)

Consider any sufficiently large k ∈ K1, such that the results in (a) and (b) hold for j =
1, · · · , jk (but (a) needs not holds for j = 0) and for all ω ∈ Ωk(∆̄, T̄ ,mk). Fix any Ξ̂k(0), mk ≥
(|Ξ̂k(0)| ∨ 1), and ω ∈ Ωk(∆̄, T̄ ,mk). This implies that the processes, (w(t), x(t), y(t), z(t)) :=
(Ŵ k(mkt), X̂

k(mkt), Ŷ
k(mkt), Ẑ

k(mkt))/y
kmk, satisfy the specifications in Lemma 14 in the time

interval t ∈ [ykT/k, (jky
kT + ykT )/k], which merges all intervals corresponding to j = 1, · · · , jk.

Hence, we have for any t∈ [ykT/k, (jky
kT + ykT )/k] (⊂ [0,∆]),

Osc

(

1

ykmk

Ŵ k(mks), s∈ [ykT/k, t]

)

≤ κc

(

Osc

(

1

ykmk

X̂k(mks), s∈ [ykT/k, t]

)

+ ǫ

)

= κc(2+ ǫ). (102)

Consequently, we have the following estimations,
∣

∣

∣

∣

1

ykmk

Ŵ k(mkt)

∣

∣

∣

∣

≤

∣

∣

∣

∣

1

ykmk

Ŵ k(mky
kT/k)

∣

∣

∣

∣

+Osc

(

1

ykmk

Ŵ k(mks), s∈ [ykT/k, t]

)

≤ κw + ǫ+κc(2+ ǫ),

where in the second inequality we have also applied the conclusion in (87), i.e.,
|Ŵ k(mky

kT/k)/ykmk| = |W̄ k,1(0)| ≤ κw + ǫ. Keeping in mind that W̄ k,jk(u) ≡ Ŵ k((jky
kmkT +

ykmku)/k)/y
kmk, the above implies that (c) holds with j = jk for sufficiently large k ∈K1.
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6.1. Proof of Lemma 10 To prove the lemma, we first need some preliminary results.
As an abstraction of the fluid-scaled pre-limit networks W̄ k,j(u), we consider the following set

of equations on (w(t), x(t), u(1), v(1)):

w(t) =w(0)− diag(ρ)(te∧u(1))+ (d(t)∧ v(1))+x(t)+ ρt− d(t)≥ 0, (103)

dr(t) =

∫ t

0

Λr(n(s))ds. (104)

In the above, w(t) (= diag(ν)n(t)) is an R-dimensional nonnegative vector function of time t≥ 0,
which can be interpreted as the (generic and scaled) workload process. x(t) is also an R-dimensional
vector function of time t ≥ 0, associated with the “free process” in the pre-limit networks that
captures the deviations of arrival and service processes from their means. The “residuals”, u(1)
and v(1), are R-dimensional vector constants.
The next lemma claims that the above can be approximated by the so-called fluid model specified

in (78-80). And it is indeed a uniform continuity property if we consider all the processes involved
in the D-space (e.g., [1]) equipped with the uniform norm.

Lemma 11(Uniform Continuity) Let T and M be any given positive numbers. For any ǫ, there
exists a δ > 0 such that for any (w(t), x(t), u(1), v(1)) satisfying (103-104) and

|w(0)|+ |u(1)|+ |v(1)| ≤M, sup
0≤t≤T

|x(t)|< δ, (105)

we can find a fluid model (w̄(t), ū(1), v̄(1)) satisfying (78-80) and

|w̄(0)|+ |ū(1)|+ |v̄(1)| ≤M, sup
0≤t≤T

|w(t)− w̄(t)|+ |u(1)− ū(1)|+ |v(1)− v̄(1)|< ǫ.

In addition, if the condition in (105) is replaced by

sup
0≤t≤T

|x(t)|+u(1)+ v(1)< δ,

we can further require ū(1) = v̄(1) = 0 for the fluid model.

Proof. If to the contrary, we can find an ǫ0 > 0 and a sequence {(w(i)(t), x(i)(t), u(i)(1), v(i)(1)); i=
1,2, · · · } satisfying (103-104) and

|w(i)(0)|+ |u(i)(1)|+ |v(i)(1)| ≤M, lim
i→∞

sup
0≤t≤T

|x(i)(t)|= 0,

such that for all i, the following holds,

sup
0≤t≤T

|w(i)(t)− w̄(t)|+ |u(i)(1)− ū(1)|+ |v(i)(1)− v̄(1)| ≥ ǫ0, (106)

for any fluid model (w̄(t), ū(1), v̄(1)) satisfying (78-80) with |w(0)|+ |u(1)|+ |v(1)| ≤M .
Applying the convenitional approach for proving fluid limit theorem, however, we can find a

subsequence of i such that as i→∞ along the subsequence, we have

sup
0≤t≤T

|w(i)(t)− w̄(t)|+ |u(i)(1)− ū(1)|+ |v(i)(1)− v̄(1)|→ 0.

for some fluid model (w̄(t), ū(1), v̄(1)) satisfying (78-80) with |w(0)|+ |u(1)|+ |v(1)| ≤M , which
contradicts to (106).
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The additional part of the lemma is proved in the same manner. �

To apply the above lemma for proving Lemma 10, we first spell out the the dynamics of the
networks W̄ k,j(u) in period [0, T ] (i.e., Ŵ k(mkt)/y

kmk in [jykT/k, (j+1)ykT/k] orW k(t)/kykmk in
[jkykmkT, (j+1)kykmkT ]). The original and unscaled arrival process, restarted at time jkykmkT ,
is also a (delayed) renewal process, which we denote as,

Ek,j
r (t) = Ek

r (jky
kmkT + t)−Ek

r (jky
kmkT ).

It is defined by the delayed starting time Uk,j
r (0) := Uk

r (jky
kmkT ) (the “initial” residual

arrival time) and the renewal sequence {uk
r (i) : i ≥ Ek

r (jky
kmkT ) + 2}. Denote the correspond-

ing non-delayed version as Eo,k,j
r (t), which is then defined by the renewal sequence {uk

r(i) :
i ≥ Ek(jkykmkT ) + 2}. Denote Ūk,j

r (0) = Uk,j
r (0)/kykmk, Ēk,j

r (u) = Ek,j
r (kykmku)/ky

kmk and
Ēo,k,j

r (u) =Eo,k,j
r (kykmku)/ky

kmk. Then,

Ēk,j
r (u)−λk

ru = Ēo,k,j
r ([u− Ūk,j

r (0)]+)−λk
r [u− Ūk,j

r (0)]+

+1
{u≥Ūk,j

r (0)}
/kykmk −λk

r(u∧ Ūk,j
r (0)).

The service process is characterized as,

Sk,j
r (t) = Sk

r (Dr(jky
kmkT )+ t)−Sk

r (Dr(jky
kmkT )),

Dk,j
r (t) = Dk

r (jky
kmkT + t)−Dk

r (jky
kmkT ) =

∫ jkykmkT+t

jkykmkT

Λr(N
k(s))ds.

That is, Sk,j
r (t) is defined by the delayed starting time V k,j

r (0) := V k
r (D

k
r (jky

kmkT )) (the “initial”
residual arrival time) and the renewal sequence {vkr (i) : i≥ Sk

r (Dr(jky
kmkT ))+2}. Denote the cor-

responding non-delayed version as So,k,j
r (t), which is then defined by the renewal sequence {vkr (i) :

i ≥ Sk
r (Dr(jky

kmkT )) + 2}. Denote V̄ k,j
r (0) = V k,j

r (0)/kykmk, S̄k,j
r (u) = Sk,j

r (kykmku)/ky
kmk,

S̄o,k,j
r (u) = So,k,j

r (kykmku)/ky
kmk, and D̄k,j

r (u) =Dk,j
r (kykmku)/ky

kmk. Then, we write

S̄k,j
r (u)− (νk

r )
−1u = S̄o,k,j

r ([u− V̄ k,j
r (0)]+)− (νk

r )
−1[u− V̄ k,j

r (0)]+

+1
{u≥V̄

k,j
r (0)}

/kykmk − (νk
r )

−1(u∧ V̄ k,j
r (0)),

and

D̄k,j
r (u) =

∫ u

0

Λr(N̄
k,j(s))ds. (107)

Finally, the workload process can be written as,

W̄ k,j
r (u) = W̄ k,j

r (0)+ νk
r Ē

k,j
r (u)− νk

r S̄
k,j
r (D̄k,j

r (u)) (108)
= W̄ k,j

r (0)+ νk
r

(

Ēk,j
r (u)−λk

ru
)

−
(

νk
r S̄

k,j
r (D̄k,j

r (u))− D̄k,j
r (u)

)

+
(

ρkru− ρru
)

+
(

ρru− D̄k,j
r (u)

)

= W̄ k,j(0)− ρr(u∧ Ūk,j
r (0))+ (D̄k,j

r (u)∧ V̄ k,j
r (0))

+νk
r

(

Ēo,k,j
r ([u− Ūk,j

r (0)]+)−λk
r [u− Ūk,j

r (0)]+
)

−
(

νk
r S̄

o,k,j
r ([D̄k,j

r (u)− V̄ k,j
r (0)]+)− [D̄k,j

r (u)− V̄ k,j
r (0)]+

)

−
νk
r

kykmk

(

1
{u≥Ū

k,j
r (0)}

+1
{D̄

k,j
r (u)≥V̄

k,j
r (0)}

)

−(ρkr − ρr)(u∧ Ūk,j
r (0))+

(

ρkr − ρr
)

u+
(

ρru− D̄k,j
r (u)

)

.
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Proof (of Lemma 10). To apply Lemma 11, we denote the terms in (108) which we show will
vanish as follows for convenience,

xr(u) := νk
rΣE − νk

rΣS +(ρkr − ρr)(u−u∧ Ūk,j
r (0)) (109)

+
νk
r

kykmk

(

1
{u≥Ū

k,j
r (0)}

− 1
{D̄

k,j
r (u)≥V̄

k,j
r (0)}

)

,

where

ΣE := Ēo,k,j
r ([u− Ūk,j

r (0)]+)−λk
r [u− Ūk,j

r (0)]+,
ΣS := S̄o,k,j

r ([D̄k,j
r (u)− V̄ k,j

r (0)]+)−µk
r [D̄

k,j
r (u)− V̄ k,j

r (0)]+.

First, we estimate the term involving the arrival process, ΣE. For any u∈ [0, T ], we have

|ΣE| =
1

kykmk

|Eo,k
r (kmkτ + kykmk[u− Ūk,j

r (0)]+) (110)

−Eo,k
r (kmkτ)− kykmkλ

k
r [u− Ūk,j

r (0)]+|

≤ sup
u′∈[0,T ]

1

yk
|

1

kmk

(Eo,k
r (kmk(τ + yku′))−Eo,k

r (kmkτ))− kykλk
ru

′|

=
1

yk
sup

u′∈[0,T ]

|
1

mk

(Ēo,k
r (mk(τ + yku′))− Ēo,k

r (mkτ))− ykλk
ru

′|

≤
1

yk

⌈yk⌉
∑

i=1

sup
u′∈[0,T ]

|
1

mk

(Ēo,k
r (mk(τ +(i− 1)T +u′))

−Ēo,k
r (mk(τ +(i− 1)T )))−λk

ru
′|

(Here we denote τ := jykT −Uk,0
r (0)/kmk +Uk,j

r (0)/kmk for convenience.) Estimate the time τ +
(i− 1)T inside the supremum above for i≤ ⌈yk⌉,

τ +(i− 1)T ≤ jykT −
Uk,0

r (0)

kmk

+
Uk,j

r (0)

kmk

+ ykT

≤
k∆

ykT
ykT + ykŪk,j

r (0)+ ykT ≤ k∆+ ykM + ykT.

Since |Ŵ k(0)/mk| ≤ 1, we have yk ≤ 1+ k/ logk for ω ∈Ωk
X(∆̄,mk). The above estimate implies

τ +(i− 1)T ≤ k(∆+O(1/ logk))≤ k∆̄

for sufficiently large k. The above inequality indicates that the time periods involved in (110) fall
within those covered in Ωk

E(∆̄, T̄ ,mk), so that the bound in that event can be invoked for each item
in (110); that is, we have for sufficiently large k, for any mk ≥ (|Ξ̂k(0)| ∨ 1) and ω ∈Ωk(∆̄, T̄ ,mk),
for all i=1, · · · , ⌈yk⌉,

sup
u′∈[0,T ]

|
1

mk

(Ēo,k
r (mk(τ +(i− 1)T +u′))− Ēo,k

r (mk(τ +(i− 1)T )))−λk
ru

′| (111)

≤ sup
t∈[0,k∆̄]

sup
u′∈[0,T̄ ]

|
1

mk

(Ēo,k
r (mk(t+u′))− Ēo,k

r (mkt))−λk
ru

′| ≤ δ,

where the second inequality follows from the definition of Ωk(∆̄, T̄ ,mk) (⊂ Ωk
E(∆̄, T̄ ,mk)) with

sufficiently large k (say, 1/ logk < δ). Then, we have from (110) and (111),

ΣE ≤
1

yk
⌈yk⌉δ ≤ 2δ. (112)
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Second, we estimate the term involving the service process, ΣS. The approach is similar to the
estimation of ΣE. Denote c̄=max{cℓ}∨ 1 for convenience. For any u∈ [0, T ], we have

|ΣS | =
1

kykmk

|So,k
r (kmkτ + kykmk[D̄

k,j
r (u)− V̄ k,j

r (0)]+)−So,k
r (kmkτ)

− kykmkµ
k
r [D̄

k,j
r (u)− V̄ k,j

r (0)]+|

≤ sup
u′∈[0,T̄ ]

1

kykmk

|So,k
r (kmkτ + kykmku

′)−So,k
r (kmkτ)− kykmkµ

k
ru

′|

=
1

yk
sup

u′∈[0,T̄ ]

|
1

mk

(S̄o,k
r (mk(τ + yku′))− S̄o,k

r (mkτ))− ykµk
ru

′|

≤
1

yk

⌈yk⌉
∑

i=1

sup
u′∈[0,T̄ ]

|
1

mk

(S̄o,k
r (mk(τ +(i− 1)T̄ +u′))− S̄o,k

r (mk(τ +(i− 1)T̄ )))−µk
ru

′|

(Here, reusing the notation, we denote τ :=Dk
r (jky

kmkT )/kmk −Uk,0
r (0)/kmk +Uk,j

r (0)/kmk for
convenience.) The first inequality in the above is because for u∈ [0, T ],

[D̄k,j
r (u)− V̄ k,j

r (0)]+ ≤ D̄k,j
r (u)≤ c̄T ≤ T̄ .

Estimate the time τ +(i− 1)T̄ inside the supremum above for j < k∆/ykT , i < ⌈yk⌉,

τ +(i− 1)T̄ ≤
Dk

r (jky
kmkT )

kmk

−
Uk,0

r (0)

kmk

+
Uk,j

r (0)

kmk

+ ykT̄

≤ c̄ykjT + ykŪk,j
r (0)+ ykT ≤ kc̄∆+ ykM + ykT̄ .≤ k(c̄∆+O(1/ logk))≤ k∆̄,

for ω ∈ Ωk
X(∆̄,mk) and sufficiently large k. Hence, we have for sufficiently large k, for any mk ≥

(|Ξ̂k(0)| ∨ 1) and ω ∈Ωk(∆̄, T̄ ,mk),

sup
u′∈[0,T̄ ]

|
1

mk

(S̄o,k
r (mk(τ +(i− 1)T̄ +u′))− S̄o,k

r (mk(τ +(i− 1)T̄ )))−µk
ru

′|

≤ sup
t∈[0,k∆̄]

sup
u′∈[0,T̄ ]

|
1

mk

(S̄o,k
r (mk(t+u′))− S̄o,k

r (mkt))−µk
ru

′| ≤ δ,

and thereafter,

ΣS ≤ 2δ. (113)

From (109, 112, 113), we know that the condition in (105) in Lemma 11 (in particular,
sup0≤t≤T |x(t)| < δ) can be justified for all sufficiently large k, all j = 0,1, · · · , k∆/ykT and all
ω ∈Ωk(∆̄, T̄ ,mk). Therefore, Lemma 11 can be invoked to claim the conclusion in (a).
We sketch the proof for part (b) only. Note that the time T can be chosen such that

T > Ūk,0
r (0), D̄k,0

r (T )> V̄ k,0
r (0), (114)

for r ∈ R, for sufficiently large k. The second inequality is a consequence of the conclusion in
(a) and the uniform attraction property in Lemma 12: given the bounded initial state |Ξ̄k,0(0)|=
|Ξ̂k(0)|/ykmk ≤ 1, the process D̄k,0

r (t) is close to d̄r(t) for sufficiently large k, whereas d̄r(t) is
close to ρrt for sufficiently large t. The inequalities in (114) implies that for j ≥ 1, Uk,j

r (0) (resp.
V k,j
r (0)) must be a portion of an interarrival time (resp. a service requirement) of class-r other than

the initial residual arrival time uk
r(1) (resp. initial service requirement vkr (1)) of the original k-th

network. Hence, following the definition in (50, 51), we have for 1≤ j ≤ k∆̄/ykT and r ∈R,

Uk,j
r (0)≤ uk,max

r (k2mk∆̄), V k,j
r (0)≤ vk,max

r (k2mk∆̄).

Consequently, give the assumption ω ∈Ωk(∆̄, T̄ ,mk)⊂Ωk
u(∆̄,mk)∩Ωk

v(∆̄,mk), the above inequal-
ities imply the first conclusion in part (b), which along with the last conclusion in Lemma 11,
further implies the second conclusion in part (b). �
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6.2. Uniform Attraction, Complementarity and Oscillation Inequality We replicate
some useful tools from our previous work [20]; also refer to that paper for the original references.

Lemma 12 Consider the fluid limit w̄(t) in Lemma 10 (i.e., the fluid model in (78-80)), along
with the constant M and τ specified there. Assume the heavy traffic condition in (12) holds.
(a) The server-based workload, Aℓw̄(t) (ℓ∈L), is non-decreasing in time t≥Mτ ; and there exists
a constant κw that only depends on the network parameters, such that the following bounds hold
for all t≥ 0,

|w̄(t)| ≤ κw(|w̄(0)|+ |ū(1)|+ |v̄(1)|) (≤ κwM). (115)

(b) (Uniform Attraction) There exists a (unique) fixed-point state w∗ such that, for any given ǫ > 0
and for some sufficiently large time TM,ǫ (depending on M and ǫ), the following holds:

|w̄(t)−w∗| ≤ ǫ, for t≥ TM,ǫ. (116)

Furthermore, the time TM,ǫ can be chosen large enough such that the following also holds:

dfp(w̄(t))≤ |GT (w̄(t)−w∗)|+ |HT w̄(t)| ≤ ǫ, for t≥ TM,ǫ. (117)

(c) If w̄(0) is a fixed-point state and (ū(1), v̄(1)) = 0, then w̄(t) = w̄(0) and d̄(t) = ρt for all t≥ 0.

The following lemma characterizes the reflection property of the regulator Ŷ k(t) (= k
∫ t

0
(c −

AΛ(N̂k(s)))ds) given in (25).

Lemma 13(Complementarity) Let κ> 0 and ǫ > 0 be given constants. Then, there exists a (suffi-
ciently small) constant σ > 0 such that, for any state w satisfying

|w| ≤ κ and dfp(w)≤ σ, (118)

the following implication holds for any ℓ∈L:

gTℓ w> ǫ ⇒ AℓΛ(n) =
∑

r∈R

aℓrΛr(n) = cℓ. (119)

In words, the server ℓ will be fully occupied if the workload state of the network is away from the
ℓ-facet (corresponding to gTℓ w= 0), and toward the interior, of the fixed-point state space W.

The oscillation inequality is a useful tool to establish the boundedness of the workload process
(refer to Proposition 4(c)); refer to [12, 20] for the following form of the inequality. To state the
inequality, denote for any RCLL (vector) function f(u) (u≥ 0) and any time interval [s, t],

Osc(f(·), [s, t]) = sup{|f(u1)− f(u2)| : s≤ u1 ≤ u2 ≤ t}.

Lemma 14(Oscillation Inequality) Suppose there exists a constant κc > 0 such that, for any
ǫ ≥ 0 and any RCLL functions, w(t) = (wℓ(t))ℓ∈L, x(t) = (xr(t))r∈R, y(t) = (yℓ(t))ℓ∈L and z(t) =
(zm(t))

R−L
m=1, satisfying

w(t) =w(0)+x(t)+BGy(t)+BHz(t) (≥ 0), for t≥ 0;
GTw(t)≥−ǫ, for t≥ 0;
yℓ(t) is non-decreasing in t≥ 0, yℓ(0) = 0, ℓ∈L;
yℓ(t) can not increase at time t, if gTℓ w(t)≥ ǫ.
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Then, the following oscillation inequalities hold for any 0≤ s≤ t,

Osc(GTw(·), [s, t]) and Osc(y(·), [s, t])≤ κc(Osc(x(·), [s, t]) + ǫ). (120)

If in addition,

|HTw(t)| ≤ ǫ, for t≥ 0, (121)

then the above oscillation inequalities can be strengthened as follows: for any 0≤ s≤ t,

Osc(w(·), [s, t]) and Osc(y(·), [s, t])≤ κc(Osc(x(·), [s, t]) + ǫ). (122)
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