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ABSTRACT
In this contribution, we describe the systems presented by the PolyU
CBS Team at the second Shared Task on Learning Semantic Simi-
larities for the Financial Domain (FinSim-2), where participating
teams had to identify the right hypernyms for a list of target terms
from the financial domain.

For this task, we ran our classification experiments with several
distributional, string-based, and Transformer features. Our results
show that a simple logistic regression classifier, when trained on a
combination of word embeddings, semantic and string similarity
metrics and BERT-derived probabilities, achieves a strong perfor-
mance (above 90%) in financial hypernymy detection.
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1 INTRODUCTION
The hypernymy relation, linking together a term and its super-
ordinate concept (e.g. cat-animal), has always been of essential
importance for the research in computational lexical semantics
[37], given its role as the backbone of the structure of ontologies
[5–7, 18] and in the recognition of entailment relations [11, 45].

With the increasing number of lexical networks and resources
dedicated to specific textual domains, the research community con-
sequently saw an increase in the interest in techniques for domain
adaptation [14]. As Natural Language Processing technologies are
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more and more frequently used in accounting and finance [25],
the FinSim competition has been recently introduced to test the
capacity of these models to perform tasks of term categorization in
the financial domain [13].

In the second edition of the shared task, organized by Fortia
Financial Solutions 1 and co-located with the Web Conference 2021,
the organizers provided an expanded list of financial terms, to be
matched with a set of 10 candidate hypernyms [26]. The hypernyms
correspond to 10 of the high-level concepts in the Financial Industry
Business Ontology (FIBO). 2

In the present paper, we introduce the systems developed by
the PolyU-CBS team in the context of the FinSim2 shared task
on hypernymy detection. Our top system, achieving an accuracy
score of 90.6% accuracy on the shared task test set, is based on a
combination of word embeddings, semantic and string similarity
metrics and BERT-based features.

2 RELATEDWORK
2.1 Hypernymy Detection in Computational

Semantics
Like for other semantic relations, the earlier approaches for detect-
ing hypernymy were based on patterns. Patterns are generally very
precise for identification of hypernyms-hyponyms [16, 17, 20, 46],
even when the task requires to discriminate between multiple rela-
tions at once [32], but they suffer from a limited recall, since the two
target terms and the pattern have to appear in the same context.

Since mid-2000s, Distributional Semantic Models (DSMs) became
a standard de facto in computational semantics: their main feature
is to represent words as vectors, whose values are derived from
the co-occurrence patterns of the words in a text corpus. The more
similar the contexts in which the words appear, the more similar
their meaning, and the similarity is typically assessed by means of
vector cosine [21]. DSMs do not suffer from the recall problem of
pattern-basedmethods, and thus they became the first choice for the
research on semantic relations. However, they only provide a quan-
titative assessment of how similar two words are (a similarity score),
without saying anything about their specific semantic relation [9].
To address this issue, several researchers focused on the similarity
metric, proposing alternatives to cosine that can be more efficient
in setting apart hypernyms from other semantically-related words
[10, 22, 40, 48]. In parallel, research on semantic relations benefit-
ted from the release of the large datasets for evaluating semantic
relations, including hypernymy [3, 22, 23, 42, 43, 47].
1https://www.fortia.fr/.
2https://spec.edmcouncil.org/fibo/

https://doi.org/10.1145/3442442.3451387
https://doi.org/10.1145/3442442.3451387
https://doi.org/10.1145/3442442.3451387
https://www.fortia.fr/


WWW ’21 Companion, April 19–23, 2021, Ljubljana, Slovenia Chersoni and Huang

In a second phase, thanks to the public availability of easy-to-
use packages for training word embeddings [4, 27, 33], the focus
shifted on using these vectors as features for supervised classi-
fiers [2, 39, 47], sometimes combining distributional information
with pattern-based methods [36, 44], sometimes injecting in the
vector space extra lexical knowledge from an external ontology
[30, 31] (e.g. WordNet [28]). Shared tasks on the topic of the au-
tomatic identification of semantic relations have been regularly
organized [49, 52], showing that it is often difficult to discriminate
hypernymy from similar semantic relations, such as synonymy and
co-hyponymy.

2.2 Hypernymy Detection for Ontology
Creation

Hypernyms have always received a lot of attention also in taxon-
omy and ontology research: since they correspond to higher-level
categories for target concepts, they play an important role in the
organization of the terminology for a given domain. In the earlier
shared task that were organized within the SemEval community
[5, 6], hypernymy detection was treated as a binary classification
task, meaning that, given a candidate pair of terms, a system had
to predict whether a hypernym-hyponym relation was holding
between them. In more recent shared tasks, the problem was refor-
mulated as hypernymy discovery [8]: given a target term, systems
have to find potential hypernyms in a domain-specific search space.

The recent effort of the FinSim shared task [13] proposed to
identify hypernyms in the financial domain through a multiclass
classification task: the target terms had to be assigned one out of
eight (mutually exclusive) hypernymy labels, which corresponded
to higher-level classes in the FIBO ontology. As an extra challenge,
the dataset was extremely small (199 items in total), making it diffi-
cult to tackle the task with the modern deep learning approaches.

Among the six participating systems, the top scoreswere achieved
by the IITK team [19], which presented a combination of a rule-
based approach and of a Bernoulli Naive Bayes classifier applied
to the word embeddings of the target terms. The former approach
took advantage of the fact that several dataset terms contained the
name of the right hypernym label (e.g. the hypernym of Closed End
Fund is Funds), while the latter was based onWord2Vec embeddings
[27] trained on a corpus of financial prospectuses.

3 EXPERIMENTAL SETTINGS
3.1 Datasets
The shared task organizers provided a training set and a test, respec-
tively with 614 and 212 target terms (examples are shown in Table
1). The task consists of classifying the target terms into one out of
ten hypernym classes: Bonds, Credit Index, Equity Index, For-
ward, Funds, Future, MMIs, Options, Stocks, Swap. The labels
correspond to high-level classes in the FIBO ontology.

The data in the training set come with the gold standard labels,
while those are absent in the test set. For running the evaluation of
our systems, we used a 80:20 random split of the training data (491
and 123 terms), opting for a 10 runs Monte Carlo cross-validation.
The reported results refer to the average values for the evaluation
metrics over the 10 runs.

Term Label
S&P 100 Index Equity Index
Green Bond Bonds

Index Forward Forward
Preference Share Stocks

Table 1: Examples of term-hypernym pairs.

3.2 Metrics
The organizers provided scripts to evaluate the predictions in terms
of Accuracy and Mean Rank. Notice that the systems are not ex-
pected just to output a prediction for each instance: they have to
output a rank of the candidate labels, from the most to the least
likely one. Accuracy and Mean Rank are defined as follows:

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
1
𝑛
∗

𝑛∑
𝑖=1

𝐼 (𝑦𝑖 = 𝑦𝑙𝑖 [0]) (1)

𝑀𝑒𝑎𝑛𝑅𝑎𝑛𝑘 =
1
𝑛
∗

𝑛∑
𝑖=1

𝑟𝑎𝑛𝑘𝑖 (2)

Notice that 𝑟𝑎𝑛𝑘𝑖 corresponds to the rank of the correct label if
the latter is among the top 3 predictions and 4 otherwise, as in the
Semeval 2018 evaluation of the hypernymy discovery task [7].

3.3 Features
As baseline features (𝑏𝑎𝑠𝑒), we used the 300 dimensions of Word2Vec
word embeddings trained on a corpus of financial prospectuses.
Those were provided by the shared task organizers. For terms com-
posed by multiple words, we simply represented them by summing
the vectors of the single words [29].

As a second set of features, we used similarity metrics (𝑠𝑖𝑚)
between the vectors of the target terms and those of the hypernyms.
Notice that for the multiword hypernyms, the vector representa-
tions have also been composed via vector sum. As similarity metrics,
we chose cosine similarity, which is the standard metric in Distribu-
tional Semantics, and the Spearman correlation between the vectors,
as recent studies on word embeddings have shown that cosine may
be outperformed by rank-based metrics in several similarity estima-
tion tasks [38, 41, 51]. For each target term, we computed these two
similarity scores between the term and each one of the candidate
hypernyms, and thus we extracted a total of 20 features for each
dataset instance (2 features ∗ 10 classes).

Moreover, keeping in mind the "label inclusion" effect pointed
out by Keswani et al. [19], we included some string-based fea-
tures (𝑠𝑡𝑟 ) to reflect surface-level similarities between terms and
hypernyms. More specifically, we computed 1) the Jaccard similar-
ity; 2) a boolean feature, equal to 1 if the hypernym was included
in the target term and 0 otherwise. Since those features were com-
puted for each possible term-hypernym pairing, we extracted a total
of 20 features for each dataset instance (2 features ∗ 10 classes).

Finally, we also used the language modeling capabilities of the
recently-introduced Transformersmodels to derive extra features.
For each possible term-hypernym pairing, we generated a sentence
with the form "The term is a hypernym", a typical co-occurrence pat-
tern for word pairs in hypernymy-hyponymy relation. We call this
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sentence the probe sentence. We decided to engineer these features
since recent studies showed that Transformers have interesting
capabilities in associating nouns with their hypernyms, especially
when the latter have to be picked from a closed set of possible an-
swers [15, 35].We testedwith theGPT-2 [34] andwith the BERT [12]
model, using respectively GPT-2 Base 3 and BERT-large-cased. 4

For GPT-2, we extracted two different features per term-class
pairing, for a total of 20 (2 ∗ 10 features per instance): the probability
of the whole probe sentence, and the probability of the last token of
the sentence. For BERT, the procedure was more complex: given a
probe sentence with a given term-hypernym pair, we replace each
word composing the hypernym label with a [MASK] token, and we
use the masked language modeling functionality of BERT to assign
a probability to the word under the mask. As BERT-based features,
we then take the average of the token probabilities and themaximum
probability score. For example, for the probe sentence The S%P 100
Index is an Equity Index, we generate two masked sentences:

• The S%P 100 Index is an [MASK] Index.
• The S%P 100 Index is an Equity [MASK].

We took the average and the maximum of the probability values
for each label, for a total of 20 BERT-based features (2 ∗ 10).

3.4 Classification Models
As baseline models, we fed the 300 dimensions of the embedding
of the term vector to the following classifiers (all in the standard
scikit-learn implementation):

• Gaussian Naive Bayes (𝑁𝐵)
• Logistic Regression (𝐿𝑅)
• Random Forest Classifier (𝑅𝐹 )

We gradually augmented the models by adding the features by
groups and computed the scores for all the combinations over 10
runs with Monte Carlo cross-validation. The only exception were
the Transformer-based features, since we do not have access to
powerful computational resources and the processing times would
have been too long. Therefore, Transformer features (either BERT or
GPT-2 ones) have been added only on the top of the best performing
model with the other feature groups.

4 RESULTS

Classifier Baseline +str +sim +all
NB 0.80/1.38 0.84/1.31 0.82/1.33 0.85/1.25
LR 0.86/1.29 0.92/1.12 0.93/1.11 0.93/1.10
RF 0.85/1.28 0.85/1.28 0.87/1.23 0.88/1.19

Table 2: Accuracy/mean rank scores for all classifiers with
baseline, similarity (𝑠𝑖𝑚) and string-based features (𝑠𝑡𝑟 ) and
their combination (𝑎𝑙𝑙).

Table 2 shows the results for the models with all the groups
of features, except for the Transformers. We can observe that the
Logistic Regression (𝐿𝑅) classifier, while being close to the others
with the baseline features, gradually improved by adding the other
3We used the implementation of the lm-scorer library.
4We used the implementation of the happy-transformers library.

Transformer Accuracy/Mean Rank
GPT-2 0.90/1.15
BERT 0.93/1.11

Table 3: Accuracy/mean rank scores of the best logistic re-
gression classifier augmented with Transformers features.

Transformer Accuracy/Mean Rank
PolyU-CBS_1 0.90/1.19
PolyU-CBS_2 0.89/1.20

Table 4: Accuracy/mean rank scores of the two submitted
systems on the shared task test set.

groups of features and had performances stably above 0.90 for the
accuracy. The 𝑠𝑡𝑟 and the 𝑠𝑖𝑚 both led to improvements and the
model using all of them (𝐿𝑅 + 𝑎𝑙𝑙) turned out to be the best one,
although the advantage on the models using only one of the two
groups was marginal and only for the Mean Rank metric. Thus, we
decided to use this model in combination with the Transformers.

Table 3 shows the performance for the 𝐿𝑅+𝑎𝑙𝑙 model augmented
with the Transformer features. The Transformers did not seem to
improve the general classification accuracy, which was three points
lower with GPT-2, while the model with BERT had just a slight
increase of the Mean Rank. Given that the model with BERT in
Table 3 and the model 𝐿𝑅 + 𝑎𝑙𝑙 in Table 2 were the best performing
ones, we submitted their results for the shared task, respectively, as
PolyU-CBS_1 and PolyU-CBS_2. On the test set, as it can be seen
in Table 4, the BERT features finally gave the model a slight edge
over the competitor. This model was also the one that achieved the
top score in the FinSim-2 shared task [26].

5 CONCLUSIONS
In this paper, we presented the PolyU-CBS systems that participated
into the FinSim-2 shared task on hypernymy detection for the finan-
cial domain. Among the features that we tested, both semantic and
string similarity features led to important gains over the baseline.
On the one hand, the importance of surface string similarities for
this task had already been suggested by the winners of the previous
edition [19], and on the other hand semantic metrics have a long
history as valuable predictors of the hypernymy relation [37].

Concerning the Transformers, we engineered some features in-
spired by the recent NLP literature on probing tasks. We found only
marginal improvements over the systems not using them, but in
the end BERT probabilities still gave the model a slight edge over
competitors on the test set, confirming that these neural architec-
tures can contribute useful information for hypernymy detection
in settings with a close set of labels [15, 35].

We think that these results are extremely promising, especially
considering that we did not make use of any domain-specific corpus
or resource, with the only exception of the baseline embeddings. In
future work, using more specialized models might lead to further
improvements. For example, the capacity of the recently-introduced
BERT models for finance [1, 24, 50] to model taxonomical relations
is, to the best of our knowledge, yet to be explored.
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