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 Occluded cell corrosion process is numerically studied
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stress

 External electric field can arrest assisted corrosion and prolong service lifetime
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1 Nomenclature

p Set of order parameters

c Set of concentration variables

φ Electric field

d Displacement vector

εe Elastic strain

eD Elastic stiffness matrix

σ Stress tensor

Kij Scale factor of interfacial energy density

ζij Interfacial thickness between phases i and j

ijS Interfacial energy density between phases i and j

Hij Height of energy barrier between phases i and j

r Reaction rate

μ Chemical potential

Λ Driving force of the reaction

L Coefficient of the contribution of interfacial energy

 Coefficient of the contribution of reaction kinetics

D Diffusion coefficient

ε Electric conductivity of medias
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1 Introduction

2 Ocean energy, involving the energy carried by ocean waves, tides, salinity, and ocean 

3 temperature differences, has been regarded as one of the most sustainable energy sources. It is 

4 estimated that over 75 TW power can be harvested from ocean around the world, which is 

5 equivalent to the power generating from 75,000 nuclear reactors [1, 2]. Large-scale 

6 commercial exploitation of ocean energy, as a supplementary or replacement of fossil energy 

7 sources, could be a solution to the great problems facing mankind, such as energy crisis, 

8 greenhouse gas emissions leading to global warming, and environmental degradation. 

9 Therefore, various ocean-power generators, based on either electromagnetism or 

10 triboelectricity, have been proposed. In particular, the newly-invented triboelectric energy 

11 generators (TENGs) [3 – 6], having high energy conversion efficiency up to 70% at low 

12 frequency (<1 Hz), could be a promising solution to harvest the vast energy carried by ocean 

13 waves. However, the service lifetime of an ocean power generator would inevitably be 

14 restricted by the severe electrochemical corrosion in the seawater environment, which leads to 

15 degradation in the integrity and durability of metallic components, such as turbines and 

16 electrode. While corrosion-induced repairs and replacements have already led to a huge 

17 economic burden in many countries (for example, it amounted to approximately 3.34% of 

18 GDP in 2018 in China [7].), it is expected that the large-scale exploitation of ocean power 

19 plants would further increase the burden. 

20 To resist corrosion, metallic components are usually alloyed with active-passive metals 
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1 such as aluminum or chromium to form an oxide-based passive film. However, the dissolution 

2 or breakdown of passive film leads to extremely localized corrosion [8 – 10]. Understanding 

3 a localized corrosion is very difficult because it involves complex interplay among many 

4 chemical processes, such as the transports of corrosive substances, hydrolysis, precipitation 

5 and accumulation of corrosion products, as well as the resulting Galvanic-pitting corrosion. In 

6 addition, a metallic component is generally subject to mechanical loading, wherein the local 

7 stress and strain concentration around a progressively changing pit can accelerate the localized 

8 corrosion and also increase the risk of other corrosion phenomena such as stress corrosion 

9 cracking initiation at the pitting site. Because it is difficult to experimentally differentiate and 

10 determine the effect of each individual factor in the highly heterogeneous and strongly coupled 

11 corrosion process, theoretical and numerical models are needed especially when an active 

12 corrosion control and protection through electrochemical means could be implemented in a 

13 power plant.

14 The theoretical and numerical investigations of corrosion started with the assumption of 

15 steady-state corrosion process, i.e., reactions are assumed to be homogenous in an electrolyte. 

16 These investigations illuminated the effects of chemical environment, such as Cl- 

17 concentration and pH value, which can be found in the studies by McCafferty et al. [11], 

18 Galvele [12], Sharland et al. [13], Guseva et al. [14], and Deshpande et al. [15]. To enable a 

19 theoretical treatment, early models assume a fixed corrosion geometry. With the development 

20 of computational approaches, the movement of corrosion boundary can be resolved by using 
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1 the finite volume method (FVM) [16], finite element method (FEM) [17], extended finite 

2 element method (XFEM) [18], nonlocal peri-dynamic (PD) modeling [19, 20], cellular 

3 automata (CA) modeling [21 – 24] and phase-field (PF) method [25 – 28]. In FEM and XFEM 

4 based models, the corrosion boundary is a sharp interface. Therefore, additional algorithms, 

5 such as the remeshing or mesh moving scheme for FEM-based models and the interface 

6 tracking scheme for XFEM-based models, are required, which significantly affect the accuracy 

7 and convergence of numerical simulations. Alternatively, the FVM, PD, CA and PF methods 

8 does not involve sharp interfaces. Among them, the PF model assuming diffusive interfaces is 

9 one of the most convenient method to capture a morphology evolution. With a one-

10 dimensional (1D) PF model, Xiao et al. [25] investigated crevice corrosion of iron in saltwater, 

11 wherein the effects of overpotential and pH value were revealed. Ansari et al. [26] then 

12 extended Xiao’s model to a 2D scenario; Mai et al. [27] employed the Allen–Cahn equation 

13 with a current-density-dependent reaction kinetics parameter in their PF model to describe the 

14 migration of reaction front; and Chadwick et al. [28] suggested a boundary-smoothening 

15 method in their PF model to describe the morphology evolution of a corrosion pit.

16 While the aforementioned models have been capable of unveiling a detailed corrosion 

17 process, a more comprehensive model, including all the relevant physical, chemical, and 

18 mechanical processes, should be required to make the numerical framework applicable to 

19 realistic scenarios. It is noted that the Galvanic coupling inevitably occurs in a localized 

20 corrosion process and the formation of insoluble depositions (IDs) have a very significant 
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1 influence on the local electrochemical environment. Therefore, some attempts have been made 

2 to address these problems. Employing FEM, Yin et al. [29] and Wang et al. [30] investigated 

3 the Galvanic-pitting corrosion induced by cathodic IDs. In these models, reactions occurred in 

4 the electrolyte were assumed to be homogenous; a moving mesh technique was employed to 

5 describe the anodic dissolution; and the blocking and hindrance effects of the predefined IDs 

6 were revealed. Treating cathodic reactions as boundary conditions, Mai et al. [31] and Lin et 

7 al. [32] proposed PF models to study the coupling of Galvanic corrosion and pitting, in which 

8 the cathode was assumed to be a fixed boundary and the evolution of IDs was not involved. 

9 To involve the evolution of IDs, Ansari et al. [33] developed a multi-phase-field (multi-PF) 

10 model with IDs being one of the phases. In this model, the coupled Galvanic corrosion was 

11 not incorporated and the description of the reactions in the electrolyte is incomplete, for 

12 example, the hydrolysis of metal-chloride is omitted and as such the effect of Cl- concentration 

13 cannot be revealed.

14 Nearly all metallic components are used to withstand mechanical loadings. For example, 

15 in an ocean power plant, mechanical loadings could be externally applied in the form of 

16 irregular ocean flow, wave and wind etc. Furthermore, inherent residual stresses could be 

17 induced in a fabrication process involving heat-treatment, machining, and/or cold working. 

18 Many experimental investigations have indicated the nontrivial stress effect on a corrosion 

19 process [34 – 39]. For example, Wang et al.[35] and Kim [38] found that the open circuit 

20 potential reduced with the increase in the applied stress; Ren et al.[34], Wang et al.[35] and 
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1 Yang et al. [37] observed an increase in the corrosion rate (or corrosion current) when the 

2 applied mechanical loading increased. Therefore, the mechano-electrochemical coupling must 

3 be involved in modelling corrosion. Referring to the linear relation between free energy and 

4 the pressure, Gutman [40] suggested the additional stress term in chemical potential. Sarkar et 

5 al. [41] analytically studied the effects of stress and surface curvature on corrosion rate with 

6 the assumption that the current density is dependent on them. Assuming that the stress-

7 dependent current density follows Gutman’s theory [40], Wang et al. [21] and Fatoba et al. 

8 [23] establish their numerical model of corrosion based on the FEM-CA method, that is, the 

9 governing equations are solved by FEM and the movement of a corrosion front is described 

10 by the CA method. However, CA parameters are not electrochemical quantities but prescribed 

11 probabilities [24], which are difficult to determine in application. Jafarzadeh et al. [19] 

12 assumed a similar stress-dependent current density formulation based on Gutman's theory [40] 

13 and solved the problem based on the PD method. The PF model of mechano-electrochemical 

14 coupling was proposed by Lin et al. [32], who expressed the reaction kinetics as a generalized 

15 Butler-Volmer (BV) equation involving chemical potential, electrostatic field, interface 

16 energy, and mechanical energy. 

17 To the best of our knowledge, a theoretical or numerical model has not been available to 

18 describe all the complexities discussed above (i.e., the formation of IDs, the Galvanic-pitting 

19 corrosion, and the mechano-electrochemical coupling) although separate efforts have been 

20 made. Therefore, we feel obliged to develop a new multi-PF model to deal with them. In this 
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1 work, we considered the corrosion of iron to exemplify the new model. Nevertheless, the 

2 theoretical framework should be extensible to describe the corrosion behaviors in other 

3 metallic materials, if the chemical processes in them have been well characterized. In the 

4 following, we start with the thermodynamics framework that formulates the Helmholtz free 

5 energy as the sum of chemical potential, interfacial energy, electrostatic potential energy, and 

6 mechanical strain energy. The anodic dissolution and ID formation are regarded as phase 

7 transformations and described by Allen-Cahn equations. With the involvement of the Nernst-

8 Planck, Poisson, and stress-equilibrium equations, the complete set of multi-PF equations 

9 describes the effects of electric field, Cl- concentration, pH value and the hindrance of cathodic 

10 IDs, as well as the two types of couplings, i.e., Galvanic-pitting and mechano-electrochemical, 

11 in a localized corrosion.

12

13 2. Methodology

14 2.1 Corrosion mechanism

15 Fig. 1

16 The occluded cell corrosion, as illustrated in Fig. 1, is regarded as one of the most 

17 dangerous localized corrosions that could occur in the ocean environment. It starts with a local 

18 breakdown of the passive film, which leads to the development of a corrosion pit in seawater. 

19 Under the impact of aggressive ions, such as Cl-, H+, the metal, i.e., Fe in this study, is corroded 

20 and releases cations (Fe2+) into seawater, which undergo complex reactions with Cl-, H+, OH- 



9

1 and form various corrosion products. These reactions can be expressed as:

2 , (1.a)2
( ) 2sFe Fe e  

3 at the anode (Fe)-electrolyte interface, 

4 , (1.b) 
2

22 pptFe Cl FeCl  

5 , (1.c)     2 2 2
2 2 2ppt ppt

FeCl H O Fe OH Cl H   

6 , (1.d)   
2

2
2

ppt
Fe OH Fe OH  

7 in the electrolyte, and

8 , (1.e)2 24 2 4e H O O OH   

9 , (1.f)22 2e H H   

10 , (1.g)       2 2ppt s
Fe OH Fe OH

11 at the electrolyte-IDs interface. In the above formulae, the subscript “s” and “ppt” represent 

12 solid-state products and the products precipitated from seawater, respectively. The 

13 thermodynamically stable products of hydrolysis, e.g., Fe(OH)2, may deposit near corrosion 

14 pit, forming IDs, which blocks the pit and leads to an occluded cell corrosion. With the 

15 formation of an occluded cell, the solution within the corresponding pit become increasingly 

16 acidic and has a high concentration of Cl-, which is the result of hydrolysis (i.e., Eq. (1.c)) and 

17 electric-field assisted diffusion from outside. The acidic environment and high concentration 

18 of Cl- further lead to an accelerated local corrosion, which is one of the most significant causes 

19 of catastrophic failure of metals serving in the ocean environment.

20
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1 2.2. Thermodynamics

2 To establish a theoretical description of the aforementioned corrosion process, let us 

3 express the Helmholtz free energy, , of the concerned system, Ω, as:F

4 , (2) , , , ,f d


  p p c φ dF

5 where f, dω, p, and c denote the free energy density, infinitesimal volumetric element, set of 

6 order parameters, and set of concentration variables, respectively, φ and d represent the 

7 electric and displacement fields, respectively. The order parameters, p, and concentrations, c, 

8 are further expressed as:  

9 , (3.a)      ( ) ( ) 2( ) 2( )

max max
1 2 3 1 2, , , ,1

s s s s
Fe Fe Fe OH Fe OHp p p c c c c p p   p

10 , (3.b)
      2 2 22

, , , , , , , ,
ppt ppt

FeCl OFe OHNa Cl H OH Fe e
c c c c c c c c c     c

11 respectively, where p1, p2, and p3 designate the anodic iron, cathodic IDs and electrolyte, 

12 respectively. In Eq. (3.a),   represents a dimensionless maxc c        2
 or s s

Fe Fe OH 

13 concentration, where the superscript “max” indicates the maximum molar concentration in the 

14 corresponding phase. Letting p1 and p2 be the dimensionless concentration is to ensure that 

15 either of them is unity in the corresponding solid phase and zero in the other solid phase. To 

16 designate the liquid electrolyte phase, we use , as expressed in Eq. (3.a), 3 1 21p p p  

17 namely, p3 is zero in solid phase but unity in electrolyte.

18 Following previous theoretical works on corrosion [32], the free energy density, f, is 

19 treated as a sum of the interface energy density, fint, chemical potential energy density, fchem, 

20 electric potential energy density, felec, and mechanical energy density, fmech, namely:
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1 . (4)         int, , , , , , , ,chem elec mechf f f f f     p p c φ d p p p c c φ p d

2 These energetic terms are further formulated hereunder.

3 Following Kundin et al. [42], the interfacial energy density is expressed as:

4 , (5)  23int
,

,
2

n ij
j i i ji j i

K
f p p p p



 
     

 
p p

5 where Kij is the scale factor of interfacial energy density for the interface between phases i and 

6 j. In the use of a diffusive interface with the finite thickness, ζij, to approximate a sharp (zero 

7 thickness) interface with the interface energy (per unit area), , it is derived that  ijS ij ij ijK  S

8 [43]. 

9 The chemical potential energy density fchem gives rise to the driving forces of the diffusions 

10 of reactants and products, which involves the energy barrier to separate disparate phases. It is 

11 expressed as:

12 . (6)
        

      

3 2 2 max 0
,

*

2
2 22

, ln

                    , , , , , , ,

nchem
ij i ji j i

ppt ppt

f H p p c RT c c c RT

Na Cl H OH Fe FeCl Fe OH O



    

    

   



 p c

13 In Eq. (6), the first term on the right-hand side is the sum of double-well energetic functions 

14 [44] to ensure that stable phases i and j are separated by the energy barrier Hij, which can be 

15 related to the interfacial characteristics as  [43]. The second term is the 18ij ij ijH  S

16 summation of the contributions from all diffusible substances in the system, which follows the 

17 expression of chemical potential of diffusible substances in an ideal solution [45]. Therein, R, 

18 T and  are the ideal gas constant, thermodynamic temperature, and standard chemical 0
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1 potential, respectively. 

2 The electric potential energy density, resulting from conservative Coulomb forces 

3 between different charged particles, is expressed as:

4 . (7)   2
* *

*
, ,  , , , , ,elecf Fn c Na Cl H OH Fe e       c φ

5 where φ is the electric potential; F is the Faraday constant; n is the charge number. 

6 Finally, the free energy density due to mechanical stresses is expressed as: 

7 , (8)   
 

     2
1 2,

s s

mech mech mech
Fe Fe OHf h p f h p f p d

8 where h(x) is the continuous interpolation function to cope with the material discontinuity 

9 between different phases. Different form of h(x) leads essentially to different types of PF 

10 model. Herein, we set  because of its simplicity in guaranteeing    3 210 15 6h x x x x  

11 minimum free energy at pi = 0 and 1 (cf.  [46]).     e e 2
Tmechf  ε D ε

12  is the mechanical energy density of a solid phase with D and εe        2
,s s

Fe Fe OH

13 being the stiffness matrix and elastic strain tensor, respectively. The latter is obtained from the 

14 geometric relation:  wherein we have     e e 2ij i j j id x d x      ε  1,2,3;  =1,2,3i j

15 assumed small deformation. In present simulation, we assume that the ID phase (Fe(OH)2(s)) 

16 is porous and fragile, which is unable to withstand mechanical loading. In this case, Eq. (8) is 

17 reduced to:

18 . (9)   
 1,
s

mech mech
Fef h p fp d

19 2.3. Reaction kinetics

20 For a generalized reaction expressed as: , the reaction rate, r, can ji ZX
i i j jn R m P 
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1 be defined as [47]:

2 , (10)1 1 Z jXi ji PR

i j

cc
r

n t m t


  

 

3 where Ri and Pj symbolize reactants and products respectively, ni (or mj) and Xi (or Zj) denote 

4 the stoichiometric number and charge number, respectively. In a reactive system, the forward 

5 and backward reactions take place simultaneously, leading to the net reaction rate:

6 , (11)   0
TS R TS PRT RTr r r k e e           

 
r s

7 where  and  represent the forward and backward reaction rates, respectively. They are rr rs

8 further expressed in the Arrhenius form in Eq. (11), where k0 is the rate coefficient; μR, μP are 

9 the chemical potentials of reactants and products, respectively; μTS is the chemical potential at 

10 the transition state. For a reaction involving multiple reactants and products, μR and μP, are 

11  and , respectively, where the chemical potential, μ, is the Xi
i

R
ii R

n   Z j
j

P
jj P

n  

12 variational derivative of the total free energy, , with respect to the concentration, c. F

13 The chemical potential can also be separated into the activity, a, and excess chemical 

14 potential, , of a specie in the form of . Thus, the chemical potentials, ex
exlnRT a    

15 μR and μP, can respectively be recast as:

16 , (12.a)  exln
i

X Xi i
i i

n
R

iii R R
RT a n    

 
 +

17 . (12.b)  exln
j

Z Zj j
j j

n
P

jjj P P
RT a n 

 
  

 
 +

18 The chemical potential at the transition state, μTS, is defined following Bazant [48] as:
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1 , (13) ex exln 1X Zi j
i j

TS TS
i ji jR P

RT a n n        

2 where aTS is the activity of reaction at the transition state; ρ is the asymmetry parameter, which 

3 is approximately a constant between zero and one for various reactions [49]. 

4 According to the definition of Bazant [48], the activity is only concentration dependent, 

5 defined as:

6 . (14)
  int

0
*

*

1exp
chemf f d

a
RT c

 







           



7 Correspondingly, the excess chemical potential, , is:*
ex

8 , (15) int

ex 0
*

*

chemf f f d

c

 
 






 
 



9 which involves the contributions of mechanical energy, electric potential, and standard 

10 chemical potential.

11 For the anodic dissolution: Fe(s) → Fe2+ + 2e- (Eq. (1.a)) occurring at the metallic 

12 electrode-electrolyte interface, the reaction rate, , can be expressed as (see Appendix  
2

sFe Fe
r 

13 A for derivation): 

14 , (16)
   

  2

2 2

2

int
13

max

1
exp exp exp

s s

cor Fe cor
Fe Fe Fe Fe

Fe

c
r

RT RT c RT
  

 


 

                   

15 where κ is the scaled reaction rate,  is the chemical potential resulting from the electrode-int
13

16 electrolyte interface energy, and Λcor is the driving force of the reaction. They are expressed 

17 as:

18 , (17.a)
 

 

 

2

2

2

0

s

s

s

Fe Fe

TSFe Fe
Fe Fe

k

a
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1 , (17.b)
 

    int 2 2
13 13 3 1 1 3 13 1 3 1 3max

1 2
sFe

K p p p p H p p p p
c

       

2 and

3 , (17.c) 
 

   2
0

max
1

2
3

s

mech m
cor M LFe

Fe

f V tr F
c p

   


     



4 respectively. In Eq. (17.c), Vm is the molar volume of the load-bearing solid phase, 

5  is the trace of the stress tensor reflecting the effect of hydrostatic   11 22 33tr     σ

6 stress [40], and φM and φL represent the electric potentials in metallic electrode and electrolyte, 

7 respectively. Note that the electric potential difference φM – φL at the electrode-electrolyte 

8 interfacial renders the influence of electric field on corrosion, namely, it is possible to slow 

9 down a corrosion process by applying appropriate external electric potential. For those who 

10 are familiar with BV equation, it is noted that the reaction rate equation (16) may also be recast 

11 in the BV form, in which the overpotential will be related to diffusivity, electric field, 

12 interfacial energy, and mechanical stress (see our previous work ref. [32] or Appendix B). In 

13 Eq. (16), the contribution from the interfacial energy, , is much smaller than RT. int
13

14 Therefore, the reaction rate can be recast as:

15 , (18.a)
     

  2

2 2 2

2

int
13 max

1
exp exp

s s s

cor Fe cor
Fe Fe Fe Fe Fe Fe

Fe

c
r L

RT c RT
   

  


  

                

16 , (18.b)
 

   2

2

1
exps

s

Fe Fe cor
Fe Fe

L
RT RT

 







  
  

 

17 where L is regarded as the coefficient scaling the influence of interface on the reaction rate.

18 For deposition: Fe(OH)2(ppt) → Fe(OH)2(s) at ID-electrolyte interfaces, the reaction rate 
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1 can be derived in a similar manner as:

2 , (19)

               

       

   

   

2 2 2 2

2

2 2

2

int
23

max

(1 )
exp exp

ppt s ppt s

ppt

ppt s

ppt

Fe OH Fe OH Fe OH Fe OH

Fe OH dep dep
Fe OH Fe OH

Fe OH

r L

c

c RT RT



 


 



  

                       

3 where

4 , (20.a)       

         2 2

2 2

1
expppt s

ppt s

Fe OH Fe OH dep
Fe OH Fe OHL

RT RT

 



  
  

 

5 , (20.b)       

       

       

2 2

2 2

2 2

0

ppt s

ppt s

ppt s

Fe OH Fe OH

Fe OH Fe OH TS
Fe OH Fe OH

k

a









6 , (20.c)
   

    
2

int 2 2
23 23 3 2 2 3 23 2 3 2 3max

1 2
sFe OH

K p p p p H p p p p
c

       

7 and

8 , (20.d)   2

0

ppt
dep Fe OH 

9 where the subscript “dep” denotes deposition.

10

11 2.4. Governing equations

12 Because the order parameter, p1, represents the normalized concentration of iron. It can 

13 be related to the reaction rate in the form of . The exact governing 
   2

max
1 ~

ss
FeFe Fe

p t r c
  

14 equation for p1 should be expressed as: 
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1 . (21)

 

  
    

 

 

 

 

  
 

2

2
2

2

2

2 21
13 3 1 1 3 13 1 3 1 32

max

13
max max

1

2 2
12 2 1 1 2 12 1 2 12

max

2

1
          exp exp

         2

s

s

s

s

s

s

Fe Fe

Fe

Fe Fe cor Fe cor

Fe Fe

Fe Fe

Fe

Lp K p p p p H p p p p
t c

cg
p c RT c RT

L
K p p p p H p p p p

c

  

















      



                

      2

2 Comparing to Eq. (18.a), the addition of the last term on the right-hand side is to mollify the 

3 discontinuity crossing the electrode-ID interface following the approach introduced in ref. [42], 

4 and the multiplication of   to the second term is to ensure that the reaction only 13 1g p 

5 occurs at the electrode-electrolyte interface. Following Kundin et al. [42], the function gij is 

6 expressed as: 

7 . (22)
 

 
 

 
ji

ij n n
k kk k i

h ph p
g

h p h p


   
   
       

8 Similarly, noting that p2 is the normalized concentration of Fe(OH)2(s), we have 

9 . The governing equation for p2 is then:           2 2 2

max
2 ~

ppt s sFe OH Fe OH Fe OHp t r c 

10 . (23)

       

    
    

       

   

   

   

       

    

2 2

2

2 2 2

2 2

2 2

2

2 22
23 3 2 2 3 23 2 3 2 32

max

23
max max

2

2
max

2

(1 )
exp exp

ppt s

s

ppt s ppt

s ppt

ppt s

s

Fe OH Fe OH

Fe OH

Fe OH Fe OH Fe OH dep dep

Fe OH Fe OH

Fe OH Fe OH

Fe OH

Lp K p p p p H p p p p
t c

cg
p c c RT RT

L

c

  








      



                         

    2 2
21 1 2 2 1 21 2 1 2 12K p p p p H p p p p    

11 The variation in concentrations in an electrolyte is governed by the Nernst-Planck 
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1 equation:

2 , (24.a)*=  c D FcD c n r
t RT

  
  

         

3 , (24.b)     1 2 3
M IDs LD h p D h p D h p D     

4 where D is the diffusion coefficient of the chemical specie , and the superscript “M”, “IDs”, 

5 “L” represent the metallic electrode, IDs, and electrolyte phases, respectively. In Eq. (24.a), 

6 the first term on the right-hand side describes the diffusion driven by concentration gradient 

7 and electric potential; the second is the source or sink due to reactions (See Appendix C).

8 The electric field is governed by the Poisson equation, expressed as:

9 , (25.a)    2 , , , , ,
Na Cl H OH Fe e

n F c c c c c c c
t

       
 

     


10 where ε is the electric conductivity, expressed as:

11 . (25.b)     1 2 3
M IDs Lh p h p h p     

12 The displacement field is governed by equilibrium equation, expressed as:

13 . (26)  e
1

1div 0
2

ji

j i

ddh p
x x

   
           

D

14

15 3. Numerical results and discussion

16 Fig. 2

17 To implement above governing equations, let us consider, for simplicity, a 2D scenario as 

18 shown in Fig. 2. The numerical model consists of a metallic electrode and an electrolyte of the 

19 dimensions 80 μm × 40 μm and 80 μm × 500 μm, respectively. Between them a 0.2-μm thick 
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1 passive film is assumed, which has a breach of the width a = 4 μm. Beneath the breach, an 

2 initial semi-ellipsoid pit is assumed with the semi-major and semi-minor axes a = 4 μm and b 

3 = 0 ~ 4 μm, respectively. Owing to symmetry, only half of the model as shown in Fig. 2 was 

4 solved.

5 The initial phase order parameter, p, is set to be p = {p1 = 1, p2 = 0, p3 = 0} in the electrode, 

6 p = {p1 = 0, p2 = 1, p3 = 0} in the ID, and p = {p1 = 0, p2 = 0, p3 = 1} in the electrolyte. The 

7 zero-flux conditions for the phase order parameter, p, are applied to all sides of the model 

8 domain. The initial concentrations in the electrolyte and the far field (top boundary) are set as 

9 c = { = 0.2 mol L-1, = 0.2 mol L-1, = 10-7 mol L-1, = 10-7 mol L-1, = 10-5 Na
c  Cl

c  H
c  OH

c  2Oc

10 mol L-1} simulating the ocean environment. For other sides, zero-flux conditions of diffusible 

11 substances are applied. The electrical potential at the top of the electrolyte is set as φL = 0. At 

12 the bottom of the metal, the zero-flux boundary and the Dirichlet boundary with uniform 

13 electric potential, φM, are, respectively, applied to simulate the spontaneous Galvanic-cell 

14 corrosion and the corrosion under the applied electric field. For mechanical boundary 

15 conditions, the top of the metal is unconstrained; the bottom and right are constrained along 

16 their normal direction; and a tensile traction is applied to the left boundary. The passive film 

17 is assumed to be a zero-flux boundary for the phase order parameter, p, ion concentrations, c, 

18 and electrical field, φ. However, the transport of electrons through the passive film is assumed 

19 because a passive film usually contains some electroconductive components (e.g., Fe3O4). 

20 This assumption is also necessary in the present study as it allows the cathodic reactions at the 
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1 surface of IDs (Eqs. (1.e) and (1.f)). The temperature is set as 20 °C in simulation. The 

2 parameters used in simulation are listed in Table 1. The COMSOL Multiphysics® modeling 

3 software [55] is employed for the solution of the proposed multi-PF model. To guarantee the 

4 convergence of the solution and have a reasonable computational efficiency, the simulation 

5 domain was divided into two parts, as shown in Fig. D1 (see Appendix D). Part I contains both 

6 the metallic part and the electrolyte, wherein a uniform square mesh with the element size of 

7 0.2 μm (i.e., 1/5 of the interface thickness) was adopted because the migrations of interfaces 

8 must be accurately described in this region. Part II is the far-field electrolyte, the uniform 

9 square mesh with the larger size of 2 μm was adopted to solve ion diffusions. Triangle elements 

10 with the maximum size of 2 μm were used to mesh the transition region between part I and 

11 part II. The non-linear governing equations were solved by using the Newton-Raphson method 

12 in COMSOL, in which the time step was automatically refined, if necessary, to ensure the 

13 convergence of a solution step. In our simulations, the initial and maximum time steps were 

14 0.001 and 0.05 s, respectively, which have been sufficiently small to ensure a stable solution. 

15 Fig. D2 shows the variation of time step in a simulation determined by COMSOL, showing 

16 that the time step quickly increased from 0.001 to 0.05 s in the first few steps and then remained 

17 at 0.05 s, illustrating the stability of the nonlinear solution.

18

19 Table 1
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1 3.1. Evolutions of pit and local environment

2 Fig. 3

3 The typical results of simulated local corrosion are shown in Fig. 3. Because the corrosion 

4 rates are almost identical along the interface between the electrolyte and the metal, the initial 

5 flat breach of the passive film evolves gradually to a semi-circular corrosion pit, as shown in 

6 Fig. 3(a), which has also been revealed in previous studies [26 – 27, 32 – 33]. Associated with 

7 the enlargement of the pit, the ID also grows. Because the diffusion pathway for corrosion 

8 products is constrained by the passive film, the deposition rate of Fe(OH)2 are higher near the 

9 corrosion pit, leading to the result that the ID blocks the pit and forms a occluded cell zone. In 

10 Laycock et al.’s [56] and Almuaili’s [57] experiments, it was found that corrosion products 

11 suspended over the surface of pit and floating in the electrolyte. These IDs connected and 

12 formed a porous cover, known as the lacy cover [56, 57]. While we only deal with one ID in 

13 the present numerically study, we would like to remark that a lacy cover can also be reproduced 

14 if the random nucleation of IDs is involved in our model, which can be achieved by adding 

15 noise terms into governing equations.

16 Once the occluded cell zone forms, the significant increase in acidity can be observed, as 

17 shown in Fig. 3(b). This evolution has been the fundamental concept in occluded cell corrosion 

18 as stated by Brown [58], that is the acidity is caused by the hydrolysis of one or more 

19 components of salt (FeCl2 in the present work) and it persists because of the restricted 

20 interchange between the occluded cell zone and the bulk environment. The significant decrease 
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1 in pH have also been experimentally reported by Loete et al. [59]. In their experiment, an 

2 artificial occluded corrosion cell with the size of a few hundred micrometers is employed and 

3 a device similar to total internal reflection fluorescence microscopy was developed to image 

4 the pH profiles in a corrosion cell. We also note that the gradual decrease in pH have also been 

5 experimentally observed in an artificial crevice corrosion by Bogar et al. [60] and Wolfe et al. 

6 [61]. With the simulation, the rapid accumulation of Cl- anions in the occluded cell zone can 

7 be observed, as shown in Fig. 3(c), which is owing to the hydrolysis of FeCl2 and the transport 

8 of Cl- anions from outside to neutralize the positive charges of Fe2+ and H+. Note that Cl- has 

9 an autocatalytic effect on the formation and hydrolysis of FeCl2, as shown in Eqs. (1.b and 

10 1.c). This causes the rapid increase in the acidity in the occluded cell zone.

11 The formation of occluded cell zone also results in a sudden change in the local electric 

12 field, as shown in Fig. 3(d). We plot the electric potentials in the metallic electrode, M, and 

13 the electrolyte in the pit, L, in Fig. 4(a). It is observed that the variation of φM exhibits three 

14 stages, that is, it first decreases to a negative potential with a reduced decreasing rate, then 

15 quickly increases, and finally levels off at a positive value. For φL, it always increases with 

16 time, which may also be divided into slow-fast-slow three stages, as shown in Fig. 4(a). It is 

17 noted that the electric potential difference at electrode-electrolyte interface, φM – φL, remains 

18 negative, as shown in Fig. 4(a).

19 Fig. 4

20 The variations in the localized electric field is certainly the consequence of the change in 
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1 the local chemical environment and the formation of the occluded cell zone. During corrosion, 

2 anodic dissolution releases Fe2+ anions into the electrolyte with electrons flowing into IDs. 

3 The former reacts with Cl-, OH+ to form FeCl2 and Fe(OH)2 in electrolyte, and the latter reacts 

4 with H+ and O2 at the surface of IDs, named cathodic semi-reaction. At the beginning, the 

5 opening of the pit allows chemical substances, such as Cl-, H+, FeCl2, to escape from the 

6 corrosion pit into the outside environment; therefore, the reactions in the electrolyte are 

7 homogenous and the cathodic semi-reaction at the surface of IDs are very weak. Consequently, 

8 the negative charges producing from anodic dissolution cannot be fully neutralized by cathodic 

9 semi-reaction and accumulate in the metallic electrode, leading to the rapid decrease in M. 

10 Meanwhile, as the chemical environment remains almost unchanged, the electric potential in 

11 the electrolyte varies very slowly. Consequently, the electrode-electrolyte potential difference 

12 M  L, being negative, becomes increasingly larger in magnitude, as shown in Fig. 4(a), 

13 which is the characteristic of the early-stage corrosion. When the occluded cell forms, the rapid 

14 increase in acidity accelerates the cathodic semi-reaction, which results in a remarkable 

15 decrease in the negative charge in the metallic electrode. Meanwhile, the enhanced cathodic 

16 semi-reaction also promotes the anodic semi-reaction, producing more Fe2+ and H+ in the local 

17 environment and resulting in the rapid increase in the positive charge in the electrolyte.  

18 Consequently, the combination of the decrease in negative charge in metallic electrode and the 

19 increase in positive charge in electrolyte results in the increase in the electric potential for both 

20 of electrode and electrolyte, which leads to the reduction of electric potential difference φM – 
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1 φL as shown in Fig. 4(a).

2 Equation (17.c) indicates that if mechanical stress does not present, the driving force of 

3 pitting corrosion is dictated by the potential difference, φM – φL. Therefore, the increasing 

4 negativity in φM – φL in the early stage leads to the decrease in the driving force of pitting, 

5 which suppresses the anodic dissolution and slows down the pitting. After the occluded cell 

6 forms, the rapid increase in φM – φL results in the fast increase in the corrosion driving force 

7 and accelerates the pitting. Consequently, a concave-to-convex (convex-upward-to-concave-

8 downward) transition in the evolution of the pitting depth is expected, as shown in Fig. 4(b), 

9 which has also been observed in other numerical studies [21].

10 With the numerical model, we can further study the impact of aggressive chemical 

11 substances, such as Cl- and H+, on the localized corrosion. The initial and boundary 

12 concentrations of Cl- may be varied from 0.1 mol L-1 to 0.3 mol L-1 to simulate diluted 

13 saltwater environments, and the concentrations of H+ is varied from 10-7 mol L-1 to 10-2 mol 

14 L-1 to simulate the variation from neutral to acid environments. The neutralization of the 

15 chemical environment is assumed considering the existence of Na+ and other cations. To have 

16 a systematic comparison, we consider the following four cases: 

17 Case I： = 0.1 mol L-1, = 10-7 mol L-1
Cl

c  H
c 

18 Case II: = 0.2 mol L-1, = 10-7 mol L-1
Cl

c  H
c 

19 Case III: = 0.3 mol L-1, = 10-7 mol L-1
Cl

c  H
c 

20 Case IV: = 0.2 mol L-1, = 10-2 mol L-1
Cl

c  H
c 
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1 Fig. 5

2 Fig. 5(a) shows the variation of pitting depth with corrosion time for the four cases. In the 

3 neutral electrolyte with a low Cl- concentration, the reactions are homogeneous in the duration 

4 of about 300 s, resulting in the gradual reduction in the pit growth rate. However, the further 

5 increase in the corrosion time still leads the formation of the occluded cell, resulting in the 

6 rapid increase in acidity and the accelerated pit growth rate. The black curves in Figs. 5(a – f) 

7 illustrate the concave-to-convex transition in the growth of the pit and the associated 

8 remarkable change in the chemical environment and electric field. The increase in Cl- 

9 concentration (Case II) leads to a faster formation of the occluded cell, as indicated by red 

10 curves in Figs. 5(a – f), which is the scenario described in Section 3.1. When the chemical 

11 environment is more aggressive with the increase in the concentrations of Cl- and H+, as 

12 exemplified by cases III and IV, the formation of occluded cell is further promoted. In these 

13 cases, the concave-to-convex transition in the growth of pit become less obvious because the 

14 occluded cell forms at a very early stage. Consequently, although the changes in the chemical 

15 environment and electric field are still significant, the growth of the pit becomes approximately 

16 linear, because the change in the driving force,  M – L, is less significant, as shown by the 

17 blue and green curves in Figs. 5(a – f)).

18 For the purpose of comparison, the corrosion simulation without IDs are also conducted. 

19 Note that ID is the cathode. Without ID, we suppose that the metallic component is 

20 electronically grounded to direct the flow of electrons, i.e., the Dirichlet boundary conditions 
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1 with zero electric potential, φM = 0, and zero concentration of electrons, , are applied at 0
e

c  

2 the bottom of metallic electrode. Also, the cathodic reactions, i.e., Eqs. (1.e ~ 1.g), are not 

3 involved in the solution. 

4 Fig. 6(a – d) compares the evolutions of Cl- concentration, pH value at the bottom of the 

5 pit, electrode-electrolyte interfacial potential difference, M – L, and pitting depth, 

6 respectively, for the cases with and without IDs. It is noted that the variations of Cl- 

7 concentration and pH value are much gentler in the case without IDs than those with IDs (Fig. 

8 6(a, b)), because the diffusions through the open pit without IDs are much easier. Without IDs, 

9 the electrode is grounded and the increase in the electric potential in the electrolyte is mainly 

10 caused by the accumulation of Fe2+ cations. Therefore, φM – φL decreases slower that that does 

11 with IDs, as shown in Fig. 6(c), leading to the higher pit growth rate than that with IDs, as 

12 shown in Fig. 6(d).

13 Fig. 6

14

15 3.2. Effect of mechanical loading

16 Metallic components are usually subjected mechanical loading, leading to a mechano-

17 chemical coupled corrosion process. To investigate a simple coupling effect, let us consider 

18 the scenario that the metallic part in the simulation model is transversely pulled In the region 

19 with a breakdown of the passive film, the initial breach is either flat or semi-ellipsoidal (see 

20 Fig. 2).
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1 Fig. 7

2 Figs. 7(a) and (b) show the evolution of the pit morphology when the surface tractions are 

3 100 and 200 MPa (elastic load), respectively, and the concentration in electrolyte is = 0.2 Cl
c 

4 mol L-1, = 10-7 mol L-1. While the initial breaches are both flat, the region of stress H
c 

5 concentration differs due to the difference in stress magnitude. Under a small tensile traction 

6 (e.g., 100 MPa), the initial flat breach turns into a semi-circular pit with an increasing radius, 

7 as shown in Fig. 7(a). When the applied tension is larger, the initial flat breach develops into 

8 a “W”-shaped pit with corners of stress concentration. It is because that during corrosion, the 

9 initial flat corroding surface would firstly develop into a semi-ellipsoid pit with a corner (see 

10 the pitting corrosion at 10s in Fig. 7(b)), which results in the stress concentration at the corner 

11 rather than the bottom of the pit. Such a stress concentration accelerates the localized corrosion 

12 rate, finally resulting in an inhomogeneous metallic dissolution rate and the “W”-shaped 

13 pitting, as shown in Fig. 7(b). Note that if the initial pit is already semi-circular, as shown in 

14 Fig. 7(c), the stress concentration region remains at the tip, leading to a spear-shaped pit, which 

15 has also been observed in our previous study [32].

16 Fig. 8

17 Let us further consider two kinds of electrolyte, which are less aggressive ( = 0.1 mol Cl
c 

18 L-1, = 10-7 mol L-1) and more aggressive ( = 0.3 mol L-1, = 10-3 mol L-1) than that H
c  Cl

c  H
c 

19 studied in Fig. 8. Immersing in these two electrolytes, the effect of mechanical stress is more 

20 distinct. If the metallic component has an initial flat breach of a = 4 μm and b = 0 μm and is 
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1 under a uniaxial tension of Fx = 250 MPa, Fig. 8(a) shows clearly that the effect of stress is 

2 very significant when the chemical environment is aggressive. Note that the applied stress 

3 leads to an upturn of the pitting depth (the green curve in Fig. 8(a)) owing to the concentrated 

4 stresses at the tip of the pit, as shown in Fig. 8(b). the concentrated stresses accelerate local 

5 corrosion, causing in turn the further increase in local stresses. We also note that the initial flat 

6 breach could develop into a W-shaped pit with two symmetric corners of stress concentration, 

7 as also shown in Fig. 7(b), because the largest curvature occurs near the left/right end of the 

8 flat pit during the early development of the pit (i.e., the region at the line of symmetry remains 

9 flat). With a large external loading, the stress concentration at the position of largest curvature 

10 can accelerate local metallic dissolution rate, resulting in the W-shaped pit, as shown in Fig. 

11 8(b). Such an autocatalysis leads to a rapid stress-corrosion cracking (SCC), which is the most 

12 dangerous in application. 

13

14 3.3 Effect of external electric field

15 Cathodic protection is the most often employed to resist corrosion, which can be achieved 

16 by connecting the metallic components under protection to a more active sacrificing metal. In 

17 a power plant, the metallic component may be electrically connected to the negative pole of 

18 an external power supply, which maintains a constant electric potential in the metallic 

19 component. In the following, the effect of external electric field on pitting corrosion is studied. 

20 Shown in Figs. 9(a, b) are the cases that the electric potentials applied (ap) to the metallic part 
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1 are -20 and -50 mV respectively with the chemical environment referring to seawater ( = Cl
c 

2 0.2 mol L-1, = 10-7 mol L-1). When the applied electric potential is small, φap = -20 mV, H
c 

3 L increases with time (Fig. 9(a)); when the applied potential is large, φap = -50 mV, L remains 

4 almost unchanged (Fig. 9(b)). The comparison of these two scenarios indicates that the applied 

5 potential must be larger than a critical magnitude to achieve a strong protection. If the applied 

6 electric potential is small, the weak cathodic polarization of metallic electrode still brings 

7 about a rapid metallic dissolution, leading to the accumulation of Fe2+ in the local environment 

8 and the increase in φL, the growth of IDs, and finally the formation of occluded cell. With a 

9 sufficiently large ap, the metallic dissolution can be significantly suppressed so that the 

10 chemical environment inside the corrosion pit remains identical to that outside. Thus, φM – φL 

11 remains constant and the linear increase of pitting depth dc is expected (the blue and green 

12 lines in Fig. 10). 

13 It is worth stressing that the corrosion behavior under the applied electric field is markedly 

14 different from the spontaneous Galvanic-cell corrosion discussed in previous sections. In the 

15 spontaneous Galvanic-cell corrosion process, a concave-to-convex transition in the evolution 

16 of the pitting depth is observed after occluded cell formation (the dash line in Fig.10). However, 

17 if the cathodic protection is implemented, φM becomes a constant (the applied external electric 

18 potential) and the increasing potential in the electrolyte, due to the accumulation of Fe2+ under 

19 a small φap, leads only to the decrease in the electric potential difference, φM – φL, and therefore, 

20 the gradual slowdown of pitting. But occluded cell can still form after a long-term corrosion 
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1 if φap is small, which is shown in the inset of Fig. 10.

2 Fig. 9

3 Fig. 10

4 A stress field tends to promote chemical reaction owing to the increase in free energy and 

5 the Gutman’s effect [40]. In Fig. 8, it has been shown that a large external loading can lead to 

6 the dangerous autocatalytic effect on SCC. To avoid the catastrophe, the applied electric 

7 potential should counteract the adverse effect of external loading. For example, Fig. 11 shows 

8 how the applied electric potential changes the growth kinetics of the corrosion pit when the 

9 applied tensile traction is Fx = 250 MPa. It is noted that when φap = -10 mV the upturn of the 

10 pitting depth due to stress concentration has been suppressed at least within the simulated 100s. 

11 With the further increase in φap the mean rate of pitting further decreases. When φap = -60 mV, 

12 the pitting rate has been reduced by more than one order of magnitude compared with the 

13 scenario that the external electric field is not applied (shown in the inset of Fig. 11(a)).

14 Alternatively, the service lifetime of a metallic component may be assessed based on the 

15 yield strength. To avoid the dangerous SCC, the tensile stress, σx, at the tip of pit should not 

16 be larger than the yield strength. As an example, letting the yield stress be 600MPa (the yield 

17 strength of high-strength steels is about 600 ~ 1600 MPa), the critical corrosion time, tcr, is 

18 determined when the concentrated σx at the tip of the pit reaches this critical magnitude, as 

19 shown in the inset of Fig. 11(b). Fig. 11(b) shows tcr versus ap for the cases of different Fx, 

20 which indicates how the service life increases with the applied electric potential. In 
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1 engineering applications, such a plot could be useful for the lifetime management of metallic 

2 components used in the ocean or more aggressive environments. 

3 Fig. 11

4 While a quantitative simulation-experiment comparison would best validate our 

5 theoretical mode, the former is still difficult because of the limitation of measurement 

6 techniques to characterize an actual occluded-cell corrosion. For example, Wolfe et al. [61] 

7 performed pH measurements using conventional microelectrodes in an artificial crevice with 

8 the size over 200 μm, much larger than an actual crevice. Loete et al. [59] developed a device 

9 similar to a total internal reflection fluorescence microscopy to image the pH profiles in an 

10 artificial corrosion cell, of which the size was also hundreds of micrometers. The 

11 measurements in these large cells are essentially to obtain the far-field concentration 

12 evolutions of chemical substances rather than those in a localized pit. In addition, with a large 

13 opening of an artificial cell, occluded cell cannot form spontaneously through the growth of 

14 IDs. Consequently, the existing in-situ experiments with artificial cells are still very different 

15 from the actual scenario of pitting which we tried to understand based on the multi-PF model. 

16 Nevertheless, some of our numerical result can be supported by experimental findings at 

17 least qualitatively. Also, our result is consistent with other numerical models based on other 

18 approaches. For example: our simulations reveal that IDs are suspended over the surface of a 

19 pit and floating in the electrolyte, which has been observed by Laycock et al. [56] and Almuaili 

20 [57] in their experiments; the significant decrease in pH, as shown Fig. 3(b), is the most 
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1 important phenomenon resulted from occluded-cell corrosion, as stated by Brown [58], which 

2 has been experimentally observed by Loete et al. [59], Bogar et al. [60] and Wolfe et al. [61]; 

3 and the concave-to-convex transition in the evolution of the pitting depth, as shown in Fig. 

4 4(b) and Fig. 5(a), has also been unveiled in Vautrin-Ul et al.’s numerical studies [21], in 

5 which a cellular automata model was proposed to study an occluded-cell corrosion. These 

6 qualitive comparison make us believe that the proposed model is correct though the proposed 

7 parameters may be more accurately determined through a quantitative simulation-experiment 

8 comparison, which could soon be possible with the development of experimental technologies.

9

10 4. Conclusions

11 A new multi-PF model is proposed to study localized corrosion which occurs ubiquitously 

12 in an ocean environment. In particular, we argue that the establishment of future ocean power 

13 plants requires such a simulation tool to predict the service lifetime of metallic components or 

14 achieve the more active corrosion control. The theoretical model deals with the formulations 

15 of chemical potential, interfacial energy, electrostatic potential energy, and mechanical strain 

16 energy, which amount to the Helmholtz free energy of the system. The anodic dissolution and 

17 ID formation are treated in the numerical model, which is the reason that a multi-phase-field 

18 model is needed. The electrochemical reactions are formulated based on the generalized Allen-

19 Cahn equation, wherein the reaction rates are expressed in the form of Butler–Volmer function. 

20 The complete set of governing equations of the multi-PF model involves further the Nernst-
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1 Planck equation, Poisson equation, and the mechanical equilibrium equation, which can be 

2 used to tackle mechano-electrochemical coupling in a corrosion process. The main points 

3 derived from the simulation results are as follows:

4 (1). The numerical model reveals not only a detailed occluded cell corrosion process found in 

5 experiments but also clarify the complexity involving the anodic-cathodic reaction coupling, 

6 the variations in local electric and stress fields, the transports, hydrolysis, and precipitation of 

7 chemical substances, and the resulted morphology evolution.

8 (2). Based on the multi-PF model, the autocatalytic effect resulting from the interplay of the 

9 concentrated stresses and the local aggressive chemical environment is predicted. It results in 

10 an accelerated increase in the pitting rate; and the concentrated stress leads further to the 

11 catastrophic SCC.

12 (3). The application of an external electric field can significantly reduce the pitting rate and 

13 increase the service lifetime of a metallic component, especially when it is stressed. The 

14 computational model would be helpful for the lifetime management of metallic components 

15 serving in the ocean or other more aggressive environment.
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1 Appendix A

2 For the anodic corrosion (Eq. (1.a)) at the metallic electrode-electrolyte interface, the 

3 chemical potential of the reactant can be derived according to Eqs. (12.a), (14) and (15), which 

4 reads:

5 , (A1) 
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6 where M/L denotes that the anodic dissolution only takes place at the metallic electrode-

7 electrolyte interface. The activity of the reaction, , and the excess chemical potential, 
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11 In Eq. (A2),  represents the chemical potential resulting from the electrode-electrolyte int
13

12 interfacial energy. Eq. (A3) indicates that the excess chemical potential origins from the 

13 mechanical deformation of a load-bearing metallic electrode. Referring to the linear relation 

14 between free energy and the pressure P, Gutman [40] suggested the additional term in chemical 

15 potential as , where Vm is the molar volume of a load-bearing solid. Because mV P  

16 tension and compression both increases the chemical potential of the solid materials [40], the 

17 pressure, P, should be the absolute value of the hydrostatic part of a stress tensor, that is 
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1 . Thus, Eq. (A3) is recast as:  3P tr σ

2 . (A4) 
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3 Correspondingly, the chemical potential of the product of the anodic corrosion (Eq. (1.a)), 

4 can be derived as:

5 , (A5)
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6 where the first term of the right hand-side of Eq. (A5) represents the contribution from the 

7 chemical substances concentration, the second and third term represents the contribution from 

8 standard chemical potential and electric field, which are expressed as follows:

9 , (A6) 2 2 2
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11 The chemical potential in the transition state is expressed as:
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13 Substituting Eqs. (A1 ~ A8) into Eq. (11) leads to the expression of the reaction rate given in 

14 Eqs. (16) and (17).

15

16 Appendix B

17 For the reaction Fe(s) → Fe2+ + e-, the electric potential difference at the electrode-

18 electrolyte interface under an electrochemical equilibrium can be derived as: 
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2 The electrochemical reaction takes place under the overpotential, η, defined as:

3 . (B2)
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4 Subsequently, the reaction rate can also be expressed in the form of the generalized BV 

5 equation by substituting Eq. (A2) into Eq. (21.a) as:

6 . (B3)
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8 Appendix C

9 The expression of homogeneous reaction in electrolyte (Eqs. (1.b ~ 1.f)), are listed in 

10 Table C1:

11 Table C1

12 In table C1,  and  are the forward and backward reaction rate coefficients, k
r

k
s

13 respectively; Keq is the chemical equilibrium constant in the form of ; =  logeqK k k
r s

2H Oc

14 1000 mol m-3 [51]. According to reaction formula (Eqs. (1.a ~ 1.g)), the set of sources or sinks 

15 for the concentration of chemical substances, r, in Eq. (23), can be expressed as:

16 , (C1.a)       2 22 2
2

ppt pptFe Cl Fe OHH H O H OH H H
r r r r     

  

17 , (C1.b)   
2

2 2
2

pptOH O OH Fe Fe OH
r r r   

 

18 , (C1.c)       
2

2 2 2
2 2

ppt ppt pptFeCl Fe OHCl Fe FeCl
r r r  

 

19 , (C1.d)       
2 2 2 2

22s pptpptFe Fe Fe Fe Fe OH Fe FeCl
r r r r     

  



38

1 , (C1.e)         
22 2 22ppt ppt pptppt

FeCl FeCl Fe OHFe FeCl
r r r 

 

2 , (C1.f)                     
2

22 2 2 22pptppt ppt ppt sppt
Fe OH FeCl Fe OH Fe OH Fe OHFe Fe OH

r r r r 
  

3 , (C1.g)2 2
O O OH

r r 
 

4 , (C1.h) 
2

2 2
2 4

se Fe Fe O OH H H
r r r r     

  

5 The diffusion coefficient of the chemical substances, participating the reactions (Eqs. (1.a 

6 ~ 1.g)), are listed in Table C2. 

7 Table C2

8 The ID is considered as a porous media. Therefore, the diffusion coefficient of chemical 

9 substances in the IDs are expressed based on the Bruggeman relation [62] as:

10 . (C2)      1.5 2
* * 2 22

 , , , , , , ,IDs L
ppt ppt

D D Na Cl H OH Fe FeCl Fe OH O       

11 where χ is the porosity of IDs. For the electron transport in IDs, the Diffusion coefficient is set 

12 as = . Note that electrons are assumed to transport in IDs and passive film, due IDs
e

D 
610 M

e
D 



13 to the fact that the compositions of IDs and passive film are usually complex with some 

14 electroconductive components, for example Fe3O4.

15

16 Appendix D

17 The molar mass and density of Fe(OH)2 are  = 90 g mol-1 and  = 4 g  2Fe OHm  2Fe OH

18 cm-3, respectively. Thus, the maximum molar concentration of the ID, Fe(OH)2, is  =  2

max
Fe OHc

19 = 42 mol L-1.   2 2Fe OH Fe OHm

20 The equilibrium electric potential of the anodic dissolution of iron is -0.6 V [54]. Thus, 
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1 the reference chemical potential,  is about -100 kJ mol-1 based on Eq. (B1) by omitting 2
0
Fe

 

2 the effect of concentration and stress.

3 An interfacial reaction can be treated as phase transformation in a phase-field model. 

4 Herein, we shall deal with the andic dissolution (Eq. 21) and the IDs formation (Eq. 22). The 

5 1D analytical solutions for the velocity of phase boundary migration can be obtained under the 

6 steady state conditions [32], i.e., the elemental concentration, electric potential, and elastic 

7 energy no longer change with time, which are expressed as:

8 , (D1)
   

  2

2 2

2
13 max

1
exp exp

s s

cor Fe cor
Fe Fe Fe Fe

Fe

c
v

RT c RT
   

 


 

               

9 , (D2)

       

       

   

   

2 2

2

2 2

2

23 max

(1 )
exp exp

ppt s

ppt

ppt s

ppt

Fe OH Fe OH

Fe OH dep dep
Fe OH Fe OH

Fe OH

v

c

c RT RT
 

 







                       

10 where v is the velocity of phase boundary migration. 

11 If the impacts of stress and electric field are negligible, the 1D velocity,  and  
2

sFe Fe
v 

12  can be rewritten as:       2 2ppt sFe OH Fe OHv 

13 , (D3)
   

  2 2 2

2 2

2

0 0

13 max

1
exp exp

s s

Fe Fe Fe
Fe Fe Fe Fe

Fe

c
v

RT c RT
  

    

 


 

    
              

14 . (D4)

       

       

   

   

   

2 2

2 2 2

2 2

2

0 0

23 max

(1 )
exp exp

ppt s

ppt

ppt s

ppt

Fe OH Fe OH

Fe OH Fe OH Fe OH
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v

c

c RT RT

  
 







      
       
           

15 In this work,  is set as 0.2 μm s-1, which is a realistic value of localized corrosion  
2

sFe Fe
v 

16 [63]. For , there is not a measured value. Hence, we assume that it is same        2 2ppt sFe OH Fe OHv 
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1 as . These assumptions lead to the determination of the kinetic coefficients  
2

sFe Fe
v 

2  ≈ ≈ 2×10-10 s-1, with = = 1 μm,  = 0.5, = 
2

sFe Fe
         2 2ppt sFe OH Fe OH  13 23 

2
0
Fe

 

3 = 100 kJ mol-1,  and . 2

0
Fe OH 2 0

Fe
c          2 2

max 1
ppt pptFe OH Fe OHc c 

4 Fig. D1

5 Fig. D2
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1 Figure caption

2 Fig. 1 Schematics of occluded cell corrosion.

3 Fig. 2 The geometry and boundary condition of simulation.

4 Fig. 3 Evolution of pitting corrosion and local environment, herein (a) describes the 

5 dissolution of metallic electrode (p1 =1), and the formation of IDs (2p2 = 2); (b ~ d) 

6 characterizes the evolution of PH, concentration of Cl-, and electric potential, 

7 respectively.

8 Fig. 4 Evolution of (a) electric potential and (b) pit depth, dc, with corrosion time.

9 Fig. 5 Effect of chemical environments on evolutions of (a) pitting depth, (b) concentration 

10 of Cl-, (c) pH value at the bottom of the pit, (d, e) the electric potentials in the electrolyte, 

11 the electrode, respectively, and (f) the electrode-electrolyte interfacial electric potential 

12 difference, φM – φL.

13 Fig. 6 Evolution of (a) concentration of Cl-, (b) pH value at the bottom of the pit, (c) the 

14 electrode-electrolyte interfacial electric potential difference, φM – φL and (d) the pitting 

15 depth for the corrosion process with and without IDs.

16 Fig. 7 Evolution of pitting corrosion with stress development for the metallic components 

17 with (a, b) an initial flat corroding surface and (c) an initial semi-ellipsoid breach (the 

18 semi-major and semi-minor axes being, respectively, a = b = 4 μm), which are under 

19 the uniaxial tension, Fx = (a, b) 100 and (c) 200 MPa. The concentrations in electrolyte 

20 are = 0.2 mol L-1, = 10-7 mol L-1.Cl
c  H

c 
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1 Fig. 8 Comparison of the evolutions of (a) the pitting depth, dc, and (b) the concentrated 

2 normal stress (σx) at the tip of pit under different chemical environments (mild and 

3 aggressive) and applied stress (0, 250 MPa). In this demonstration, The mild and 

4 aggressive chemical environments refer to ( = 0.1 mol L-1, = 10-7 mol L-1 ) and Cl
c  H

c 

5 ( = 0.3 mol L-1, = 10-3 mol L-1), respectively.Cl
c  H

c 

6 Fig. 9 Contour plots of electric field with time for the metallic component under the applied 

7 potential, φap = (a) -20 and (b) -50 mV.

8 Fig. 10Evolution of depth of corrosion pit under the applied potential, φap; the inset shows the 

9 occluded cell formation when the applied potential φap is -20 mV.

10 Fig. 11Effect of applied potential on (a) the variation of the pitting depth when passive film 

11 has a flat breach; and (b) the service lifetime tcr. In (a), the aggressive electrolyte of (

12 = 0.3 mol L-1, = 10-3 mol L-1) and the tensile traction of Fx = 250 MPa were Cl
c  H

c 

13 considered; and the inset shows the mean rate of pitting, , versus φap. In (b), tcr is m
tipv

14 assessed based on the critical stress as shown in the inset; and three cases were 

15 simulated: A. Fx = 250 MPa and seawater ( = 0.2 mol L-1, = 10-7 mol L-1), B. Cl
c  H

c 

16 Fx = 250 MPa and the aggressive electrolyte ( = 0.3 mol L-1, = 10-3 mol L-1), Cl
c  H

c 

17 and C. Fx = 350 MPa and seawater ( = 0.2 mol L-1, = 10-7 mol L-1).Cl
c  H

c 

18 Fig. D1 FE mesh of the geometry used in simulation.

19 Fig. D2 Convergence curve for the case: = 0.2 mol L-1, = 10-7 mol L-1.Cl
c  H

c 

20
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1 Table

Parameter Value

Interfacial energy density 12 13 23 S S S
1 J m-2 [32]

Interface thickness 12 13 23   
1 μm [32]

Young’s modulus of the metal phase E 200 GPa

Poisson’s ratio of the metal phase v 0.33

Maximum concentration of metal 

(Fe)
 

max
sFec 1.4×102 mol L-1 [32]

Maximum concentration of metal ion 

in electrolyte (Fe2+) 
2

max
Fe

c  5.436 mol L-1 [32]

Maximum concentration of IDs 

(Fe(OH)2) 
   2

max

sFe OHc
4.2×10 mol L-1 

(See Appendix D)

Coefficients to scale the contributions 

of the interfacial energy

 

       

2

2 2

s

ppt s

Fe Fe

Fe OH Fe OH

L

L







10-9/m3 J-1 s-1

Reference chemical potential of Fe2+

2
0
Fe

 

-100 kJ mol-1

(See Appendix D)

Reference chemical potential of  2

0
Fe OH 100 kJ mol-1
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Fe(OH)2

Coefficient to scale the contributions 

of anodic dissolution kinetics
 

2
sFe Fe

 

2×10-10 s-1

(See Appendix D)

Coefficient to scale the contributions 

of ID formation kinetics

       2 2ppt sFe OH Fe OH  2×10-10 s-1

(See Appendix D)

Asymmetry factor ρ 0.5 [32]

Electric conductivity of electrolyte L 1 S m-1 [32]

Electric conductivity of IDs IDs 1 S m-1 [32]

Electric conductivity of metal (M) S 107 S m-1 [32]

Ideal gas constant R 8.314 J mol-1 K-1

Faraday’s constant F 96485 C mol-1

Porosity of IDs χ 0.05

1 Table 1 Parameters used in simulation

2
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Reaction formula Reaction rate expression Keq k


 2H O H OH 
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H O H OH

H O H OH

H O H OH H OH
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14 [50] 1 mol m-3 s-1
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- 105 m6 mol-2 s-1
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-2 [50] 10-3 m6 mol-2 s-1
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-0.4 [51] 10-5 m6 mol-2 s-1

 2 2e H H    _
2 2H H H H e H

r k c c   



- 105 m3 mol-1 s-1

 2 24 2 4e O H O OH      _ 22 2

4

OO OH O OH e
r k c c  




- 105 m12 mol-4 s-1

1 Table C1 Reaction rate formula.

2
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Chemical 

substances

Diffusion coefficient in electrolyte

DL (m2 s-1)

Diffusion coefficient in metal 

DM (m2 s-1)

H+ 9.31×10-9 [52] -

OH- 5.22×10-9 [52] -

Fe2+ 1×10-9 [52] -

Na+ 1.3×10-9 [53] -

Cl- 2×10-9 [53] -

Fe(OH)2 1×10-9 [53] -

FeCl2 1×10-9 [53] -

O2 2.04×10-9 [52] -

1 Table C2 Diffusion coefficients of chemical substances. 
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