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Abstract 

Sentiment analytics, as a computational method to extract emotion and detect polarity, has 

gained increasing attention in tourism research. However, issues regarding how to properly 

apply sentiment analytics are seldom addressed in the tourism literature. This study addresses 

such methodological challenges by employing the metalearning perspective to examine the 

design effects on predictive accuracy using a sentiment analysis experiment for Chinese 

travel news. Our results reveal strong interactions among key design factors of sentiment 

analytics on predictive accuracy; accordingly, this study formulates a metalearning 

framework to improve predictive accuracy for computational tourism research. Our study 

attempts to highlight and improve the methodological relevance and appropriateness of 

sentiment analytics for future tourism studies. 
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Introduction 

With the proliferation of big data, there is an increasing trend for tourism researchers to adopt 

computational methods in their studies. In particular, sentiment analytics, which works as an 

effective method to automatically extract public opinions and analyze sentiment polarity from 

massive textual data (Cambria 2016), has thus piqued researchers’ interest (Alaei, Becken, 

and Stantic 2017; Kirilenko et al. 2017). Traditionally, sentiment has been studied under 

different variants (e.g., emotion, attitude, and perception) with a focus on interpreting the 

causal mechanisms related to tourism development (Deery, Jago, and Fredline 2012; Kim, 

Uysal, and Sirgy 2013; Nunkoo and So 2016; Sharpley 2014; Uysal et al. 2016). Along with 

massive increases in the volume and types of online data, researchers have applied sentiment 

analytics to mitigate the effects of human subjectivity and improve the generalizability of 

scholarly findings (e.g., Duan et al. 2016; Geetha, Singha, and Sinha 2017; Xiang et al. 

2017). However, scant research has considered the predictive accuracy of sentiment analytics, 

and hence issues regarding how to properly apply sentiment analytics are seldom addressed 

in the tourism literature. 

 The increasingly computational nature of social science implores researchers to pay 

greater attention to the predictive accuracy in addition to the interpretation of causal relations 

(Hofman, Sharma, and Watts 2017). The lack of research on predictive accuracy may lead to 

false positives in traditional hypothesis testing (Simmons, Nelson, and Simonsohn 2011) and 

could present a major obstacle when conducting such studies in tourism (Schuckert, Liu, and 

Law 2015). More importantly, sentiment analytics are technically sophisticated and domain-

specific. The method generally combines many design factors from natural language 

processing (e.g., feature extraction), statistical techniques (e.g., feature weighting), and 

machine learning (e.g., sentiment classifier) (Alaei, Becken, and Stantic 2017). Hofman et al. 

(2017) argued that for such computational methods, prediction results depend largely on 
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“researcher degrees of freedom.” A recent study by Kirilenko et al. (2017) noted that a 

specific set of choices pertaining to datasets, classification models, and performance metrics 

could generate significant differences in predictive accuracy of sentiment analytics.  

 It is a challenging task to study the predictive accuracy of sentiment analytics for 

tourism. Such task is more methodological (e.g., choosing design factors) than technical (e.g., 

improving a new classification algorithm) (Hofman, Sharma, and Watts 2017). Hence, we 

need an integrative effort to examine how different design factors in sentiment analytics 

influence predictive accuracy, and how to ensure predictive accuracy of semantic analytics 

via a systematic approach. Specifically, this paper attempts to address the following research 

questions:  

(1) What are the key design factors of sentiment analytics for tourism?  

(2) How do these design factors influence the predictive accuracy of sentiment analytics 

for tourism?  

(3) How can these design factors be systematically incorporated to improve the 

predictive accuracy of sentiment analytics for tourism? 

To answer these questions, we designed an experiment based on the metalearning theory 

to uncover the black box of sentiment analytics within the context of Chinese travel news. 

This context was selected for the following reasons: first, news coverage is generally 

considered a credible source for social realities when examining public opinion, but the 

massive volume and high variance of news have made this task of social listening extremely 

time consuming, costly and often manually impossible (Chiu et al. 2015); and second, 

tourism development in China, including domestic, inbound, and outbound tourism, has 

experienced exponential growth over the past decades (Jin and Wang 2016). Thus, research 

on Chinese tourism has drawn increasing attention from academics and practitioners alike.  

Metalearning is a concept emerged from educational psychology and has been 
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subsequently applied to machine learning (Smith-Miles 2008). The key idea is to delve into 

the machine learning process and adjust learning approaches according to a given task 

(Lemke, Budka, and Gabrys 2015). Developing a holistic awareness of the interactive 

mechanism in sentiment analytics, rather than simply considering relevant factors 

individually, should substantially improve the predictive accuracy of sentiment analytics 

when analyzing Chinese travel news.  

This study’s effort towards predictive accuracy of sentiment analytics for tourism aims to 

raise methodological awareness and improve the methodological relevance and 

appropriateness of sentiment analytics in future tourism research. Meanwhile, the resulting 

sentiment classification models may contribute to extensive sentiment analysis of Chinese 

travel news for policymakers and industry practitioners.   
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Literature review 

Sentiment analytics 

Sentiment analytics is the computational study of people’s emotions toward objects (Liu 

2012). The most popular task of sentiment analytics is analyzing the sentiment polarity of 

textual data and classifying texts into sentiment categories, such as positive and negative 

(Pang and Lee 2008; Schuckert, Liu, and Law 2015). To successfully discover, interpret, and 

communicate extracted opinions and detected polarity, sentiment analytics relies on multi-

disciplinary efforts including natural language processing, statistics, and machine learning 

(Cambria 2016).  

 Existing approaches to sentiment analytics can be classified into two broad categories: 

semantic orientation approaches and machine learning approaches (Chiu et al. 2015). 

Semantic orientation approaches hold that text is classified into affect categories on the basis 

of the presence of fairly unambiguous affect words, such as “happy”, “sad”, “afraid”, and 

“bored.” Lexicon resources of affect words include the WordNet-Affect, SentiWordNet, and 

SenticNet (Cambria 2016). Semantic orientation approaches are popular thanks to their 

accessibility and economy. However, the weaknesses of these approaches include poor affect 

recognition given complex linguistic rules, and heavy dependence on the depth and breadth 

of the employed lexicon resources (Cambria 2016). For a domain lacking of such resources, 

machine learning approaches can mitigate the above limitations.  

 By feeding a machine learning algorithm a training corpus of affectively annotated texts, 

machine learning approaches can not only learn the affective polarity of affect keywords (as 

in semantic orientation approaches) but can also consider the polarity of other arbitrary 

keywords (like lexical affinity) and word co-occurrence frequencies (Cambria 2016). 

However, machine learning approaches rely on statistical models that are meaningful when 

given a sufficiently large text input; therefore, the approaches can achieve better performance 
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on the document or paragraph level compared to smaller text units, such as sentences or 

clauses.  

The domain of sentiment analytics for Chinese travel news has limited lexicon resources 

of affect words, but a sufficiently large text corpus (Alaei, Becken, and Stantic 2017), 

therefore this study focused specifically on machine learning approaches.  

Sentiment analytics in tourism 

 Tourism is an ideal application field of semantic analytics. In this field, sentiment was 

traditionally studied as a synonym for emotion or attitude, underscoring the significance of 

sentiment study in creating a harmonious host-guest interaction when developing sustainable 

destinations. Several review papers (Deery, Jago, and Fredline 2012; Nunkoo and So 2016; 

Sharpley 2014; Uysal et al. 2016) framed the focus of existing research as identifying and 

interpreting causal relationships around sentiment using typical qualitative (e.g., content 

analysis) and quantitative methods (e.g., structural equation modeling).  

 In recent years, a growing body of literature has applied sentiment analytics in the 

tourism context (Alaei, Becken, and Stantic 2017; Kirilenko et al. 2017). These studies tend 

to explore sentiment in electronic word-of-mouth (eWOM), such as positive or negative 

online reviews left by customers for products or services across various domains, including 

hotels (e.g., Duan et al. 2016; Hu and Chen 2016; Lee, Jeong, and Lee 2017; Wang et al. 

2013), restaurants (e.g., Kang, Yoo, and Han 2012; Marrese-Taylor, Velásquez, and Bravo-

Marquez 2014; Zhang et al. 2011), and travel destinations (e.g., Capriello et al. 2013; Geetha, 

Singha, and Sinha 2017; Luo and Zhai 2017; Philander and Zhong 2016; Sanz-Blas and 

Buzova 2016; Ye, Zhang, and Law 2009). Although we clearly observe increasing interests in 

applying sentiment analytics to tourism research, few studies have considered the predictive 

accuracy of sentiment analytics, and many authors have not reported performance measures 

(Kirilenko et al. 2017).  
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 Discussions surrounding the methodological challenges of computational social science 

have increased in recent years (Lazer et al. 2009). For example, Ekbia et al. (2015) 

synthesized several epistemological dilemmas in big data analytics, and Hofman et al. (2017) 

pointed out the complementarity between predictive accuracy and interpretability for future 

computational social science. Several tourism researchers have joined in these deliberations. 

Xiang et al. (2017) identified issues of predictive accuracy related to data quality in social 

media analytics by incorporating data from three major online platforms (TripAdvisor, 

Expedia, and Yelp). Schmunk et al. (2013) studied the predictive accuracy of sentiment 

analytics by comparing four automated sentiment analysis tools (one lexicon-based and three 

machine learning-based) to reviews posted by visitors of a ski resort on TripAdvisor and 

Booking.com. More recently, Kirilenko et al. (2017) evaluated the suitability of different 

types of automated classifiers for tourism by comparing their performance to that of human 

raters and emphasized the importance of software selection when applying sentiment 

analytics.  

 However, it remains unclear how design factors influence the predictive accuracy of 

sentiment analytics and how to synthesize these design factors to ensure predictive accuracy 

in tourism research. In the following section, we elaborate on the metalearning theory to 

identify key design factors and examine their effects on predictive accuracy in the context of 

Chinese travel news.   
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Design factors and hypotheses  

Educational psychologist John Biggs (1985) explained that metalearning is a higher-level 

cognitive ability related to “learning about learning”, defined as learners’ awareness and 

control over their own learning; in other words, metalearning is one’s ability to understand 

and adapt to the act of learning instead of the learned subject knowledge. Moreover, 

metalearning is the fundamental capability for people to assess and adapt their learning 

approach to complete demanding tasks.  

Metalearning researchers view the machine learning process for a particular task (e.g., 

sentiment analytics) as a normal learning process, focusing on the prediction results of the 

machine. Over the past 20 years, machine learning research has generated myriad 

approaches, including those related to parameterization, preprocessing, and post-processing. 

The machine learning process has accordingly become increasingly complex. Researchers are 

eager to know the preferable approaches for given machine learning tasks rather than 

selecting appropriate algorithms and parameterization methods through trial and error.  

   The success of sentiment analytics is generally determined by an appropriate set of design 

factors including approaches to represent and classify documents (Serrano-Guerrero et al. 

2015; Alaei, Becken, and Stantic 2017). Instead of directly identifying the opinions expressed 

in news articles, metalearning focuses on identifying the key design factors of sentiment 

analytics, the possible approaches to address these design factors, and the combination of 

these approaches that performs the best (Lemke, Budka, and Gabrys 2015).  

Several key design factors exist in sentiment analytics for Chinese travel news, namely 

news feature extraction, news feature weighting, and news sentiment classifier.  

News feature extraction. The unstructured textual data of news articles must be 

transformed to structured data prior to processing by sentiment classifiers. The literature has 

identified three popular approaches to extracting news article features: bag-of-words (BOW) 
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(Tan, Zhang, and Jin 2008; Wang et al. 2013; Chiu et al. 2015), character unigrams, and 

character bigrams (Kang, Yoo, and Han 2012; Zhang et al. 2011). BOW is based on the 

assumption that a document can be represented by a set of words. In BOW, each word in a 

news article is represented as a separate variable, which allows for simple and efficient 

sentiment analysis. Unlike English, Chinese uses pictograms/characters with no spaces 

between words. When using BOW in Chinese news, word segmentation can assist the 

computer in dividing Chinese characters into words. Character unigrams and bigrams are two 

widely used forms of character n-gram (Zhang et al. 2011). A character n-gram is a 

contiguous sequence of characters with length n. A given document is simply segmented into 

a set of sequences of n ordered and adjacent characters. For example, a bigram represents two 

adjacent characters, and a unigram is a single character. The main advantages of the n-gram 

model include its language independency and simplicity. Word segmentation is not needed in 

a character n-gram.  

News feature weighting. Another significant factor in news sentiment classification is 

feature weighting (Nassirtoussi et al. 2015). The weight of each feature of a news article 

measures its impact on the final sentiment classification. Prior research has indicated three 

popular feature weighting approaches: Boolean occurrence (BO) (Wang et al. 2013; Wu, 

Zheng, and Olson 2014), term frequency (TF) (Ye, Zhang, and Law 2009; Zhang et al. 2011), 

and term frequency inverse document frequency (TFIDF) (Bravo-Marquez et al. 2014; Chen, 

Liu, and Chiu 2011). The BO approach is also called Boolean weighting or binary 

representation; it is a basic technique of weighting features where two values (i.e., 0 and 1) 

represent a feature’s absence or presence. TF is an extensively used feature weighting 

approach, which weighs each feature based on the frequency with which a term appears. 

Lastly, TFIDF is another efficient weighting approach in sentiment classification; it considers 

terms that appear frequently in all documents because the terms that are frequently present in 
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all documents may contain limited sentiment information for the purpose of sentiment 

classification (e.g., the term tourist in travel news). News corpora can be projected into the 

feature vector space after the preceding process. The feature vector matrix can then be 

manipulated by classifiers as a type of structured data.  

News sentiment classifier. Most supervised machine learning methods can be used to 

classify news into positive and negative categories. Naïve Bayes (NB) (Tan, Zhang, and Jin 

2008; Ye, Zhang, and Law 2009) and support vector machines (SVM) (Schmunk et al. 2013; 

Wang et al. 2013) are two classic classifiers for sentiment analytics. Given a feature vector 

matrix, an NB algorithm computes the posterior probability that a news article belongs to 

different sentiment polarity classes and assigns it to the class with the highest posterior 

probability. Given a training news set, an SVM training algorithm builds a model that assigns 

news articles to one sentiment class or another. The algorithm maps articles represented as 

points in a high-dimensional feature space by constructing a maximum margin hyperplane, 

thereby separating sentiment classes. Good separation is achieved by the hyperplane with the 

greatest distance to the nearest training data points of any class (i.e., functional margin); a 

considerably large margin means a low generalization error for the classifier. The dimension 

of feature space is quite large in sentiment classification, so the linear kernel is commonly 

used because the problem is linearly separable (Xia, Zong, and Li 2011).  

According to the metalearning perspective, these design factors and corresponding 

approaches may interact to influence the predictive accuracy of sentiment analytics.  For 

instance, in terms of the sentiment analytics of Chinese online hotel reviews, Shi and Li 

(2011) adopted BOW to extract features, TFIDF to weigh features, and SVM to classify the 

text. In contrast, Ye et al. (2009) employed the TF feature weighting approach given its good 

performance with English-language online travel destination reviews. Wu et al. (2014) used 

the BO weighting approach along with BOW and SVM to examine Chinese financial forum 
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posts. However, Zhang et al. (2011) determined that character bigrams, BO, and NB 

performed better in Cantonese online restaurant reviews. Therefore, we propose the following 

hypotheses regarding the internal dynamics of sentiment analytics: 

 

Hypothesis 1 (H1): There exists a significant three-way interaction effect among the design 

factors of feature extraction, feature weighting, and sentiment classifier on the 

predictive accuracy of sentiment analytics for Chinese travel news.   

Hypothesis 2 (H2): There exists a significant interaction effect between the design factors of 

feature weighting and sentiment classifier on the predictive accuracy of sentiment 

analytics for Chinese travel news.  

Hypothesis 3 (H3): There exists a significant interaction effect between the design factors of 

feature extraction and sentiment classifier on the predictive accuracy of sentiment 

analytics for Chinese travel news.  

Hypothesis 4 (H4): There exists a significant interaction effect between the design factors of 

feature extraction and feature weighting on the predictive accuracy of sentiment 

analytics for Chinese travel news.  

 

The sentiment analytics process used to test these hypotheses, including key design 

factors and corresponding approaches, is illustrated in Figure 1. The process begins with 

benchmark building and ends with performance evaluation, including three important design 

factors regarding the Chinese news sentiment analytics task: news feature extraction, news 

feature weighting, and news sentiment classifier. In particular, we employed three different 

news feature extraction approaches and three news feature weighting approaches to project 

unstructured news textual data into structured vector space. For news sentiment classifier, we 

selected two commonly used machine learning algorithms, NB and SVM. Accordingly, 18 
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possible combinations of approaches built a complete sentiment classification model. The 

research task of improving predicative accuracy of sentiment analytics for Chinese travel 

news consisted of empirical examination and comparison of these 18 approach combinations 

to identify the most effective one. To pinpoint the main and interaction effects of these three 

factors, we established a benchmark corpus and employed a standard accuracy metric with 

10-fold cross-validation to evaluate the alternative models’ performance. We also fine-tuned 

the classifier parameters for the 18 sentiment classification models.  

============================ 

Please insert Figure 1 about here. 

============================  
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Experiment design 

This section elaborates on the metalearning experiment design according to the proposed 

sentiment analytics process. The process was mainly implemented using RapidMiner Studio 

7.3, one of the leading data science platforms, which provides advanced analytics capabilities 

by combining analysis operators and setting corresponding parameters. Operators are the 

building blocks of professional data analysis in RapidMiner Studio, including basic data 

processing and classification. Several Python programs were also developed, thereby 

facilitating the building of a benchmark corpus and extending the Chinese text processing 

capability of RapidMiner Studio. 

Benchmark building  

Given the lack of a publicly available dataset for sentiment analytics of Chinese travel news, 

we began this experiment by building a benchmark corpus. Specifically, we incorporated the 

following steps (Xu et al. 2008): searching and crawling, selecting, and annotating. 

Searching and crawling. News coverage spreads through mass media (e.g., newspapers 

and television) and social media (e.g., blogs and tweets). However, Flanagin and Metzger 

(2000) determined that newspapers boast the highest information credibility among all 

sources. Therefore, we searched and selected news articles from WiseNews 

(http://wisenews.wisers.net), a comprehensive Chinese news database covering news from 

major newspapers published in the Greater China region, including Mainland China, Hong 

Kong, Taiwan, and Macau (Chow et al. 2007). The present study focused on travel news 

articles published in 135 major newspapers in the Greater China region (i.e., 88 in Mainland 

China, 18 in Hong Kong, 17 in Taiwan, and 12 in Macau) between January and December 

2015. We searched for relevant news articles using keywords (i.e., tourism, travel, tour, 

tourist, and traveler) and developed a web crawler to collect, parse, reformat, and store news 



  

14 

 

articles from the web page results. In all, we collected 11,321 news articles. 

Selecting. To improve the sample’s relevance and rigor, we further selected news articles 

for annotation that met the following criteria: each article should be over 100 words, the 

typical length of meaningful news articles (Moznette and Rarick 1968); and the news release 

time should be evenly spread throughout the year. The sample size for a news analysis needs 

to be manageable. Given that the sample size in recent studies analyzing news articles ranged 

from 88 (Liu and Pennington-Gray 2015) to 829 (Peel and Steen 2007), we employed 

RapidMiner Studio to sample 2,000 articles that fulfilled the preceding criteria. Additionally, 

for this study, the topics of the selected news articles needed to be sufficiently relevant to 

tourism. For example, after manual review, news articles pertaining mostly to the stock 

market and advertisements were excluded. This process ultimately resulted in 1,769 eligible 

articles for sentiment annotation. 

Annotating. The sampled news articles were manually annotated to train and test the 

sentiment classification models. Communication studies have indicated that opinion in most 

news articles is either explicitly or implicitly embedded (Van De Kauter, Breesch, and Hoste 

2015). Therefore, most tourism sentiment analysis studies have classified textual data into 

two classes (e.g., Duan et al. 2016; Schuckert, Liu, and Law 2015), and we adopted the same 

strategy. The polarity of positive news was labeled as +1, indicating support for tourism 

development or other relevant tourism issues. The polarity of negative news was coded as −1, 

denoting the opposite viewpoint. Overall sentiment polarity depended on the dominant 

narrative when annotating news with mixed sentiment polarity (i.e., both positive and 

negative). 

Unlike user-generated content, news articles are often written from a third-person point of 

view and frequently include implicit sentiments. For example, one news report presented 

information related to an influx of inbound tourists to a destination; however, the focus was 
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on traffic jams, environmental problems, and local residents’ inconvenience due to tourists. 

Therefore, the sentiment polarity of this news piece was annotated as negative even though it 

included objective narratives. 

To minimize annotator bias, we used control coding to estimate whether annotators 

assigned news sentiment polarities objectively (Stepchenkova and Eales 2011). We employed 

two native Chinese-speaking annotators who were graduates of a tourism management 

program to provide independent annotations based on codebook guidelines. Annotation 

differences were resolved through follow-up discussions between the two annotators. For the 

control coding process, we measured inter-annotator agreement and obtained a percentage 

agreement of 91% and kappa score of 0.86, suggesting a high level of agreement between the 

two annotators (Landis and Koch 1977). 

A balanced benchmark dataset with an equal number of positive and negative articles has 

been widely adopted in sentiment analysis research (Moraes, Valiati, and Gavião Neto 2013; 

Pang and Lee 2004). Most classification algorithms (e.g., NB and SVM) assume that datasets 

are evenly distributed among various classes and may ignore minority classes (Lee and Lee 

2012). Zhang et al. (2016) stated that for machine learning-based sentiment classification 

models, a balanced training dataset is preferable for building better classifiers and achieving 

higher accuracy. A balanced testing dataset also produces more reliable results in the model 

performance evaluation, which helped to reveal internal dynamics in the present study. We 

used stratified sampling and randomly selected 1,000 articles (i.e., 500 positive and 500 

negative) from the 1,769 annotated samples to build the benchmark corpus. The final corpus 

included five data fields, namely ID, title, content, publication date, and sentiment polarity.  

Key design factor specifications 

For the BOW feature extraction approach, we developed a Python program based on Jieba 

(https://github.com/fxsjy/jieba), a popular Chinese word segmentation tool, along with a 
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manually refined lexicon containing simplified and traditional Chinese characters. After word 

segmentation, the program removed stop words to filter features that provided limited content 

information, such as time, numbers, pronouns, prepositions, and conjunctions. The other two 

feature extraction approaches (i.e., character unigrams and character bigrams) were 

conducted using RapidMiner Studio’s Tokenize Operator. The Process Documents from Data 

Operator of RapidMiner Studio also provided the three feature weighting approaches (i.e., 

BO, TF, and TFIDF).  

The NB and SVM algorithms were provided by the Naïve Bayes Operator and Support 

Vector Machine Operator, respectively. We fine-tuned the parameters accordingly because a 

classification algorithm’s parameters may influence its performance (Hagenau, Liebmann, 

and Neumann 2013). For NB, we employed the Laplace correction to prevent the high 

influence of zero probabilities. For SVM, we focused on the C value, which specifies SVM’s 

cost parameter (i.e., penalty parameter of the error) with a linear kernel function. Parameter 

tuning and optimal approach selection were based on the performance evaluation that will be 

discussed later. Apart from the specifications of these key factors, we adopted the default 

settings in RapidMiner Studio to implement various sentiment classification models for 

Chinese travel news.  

Performance evaluation 

To evaluate the sentiment classification models’ performance, we needed to split the 

benchmark corpus into two subsets (i.e., training and testing). The training set, a dataset of 

known classification, was utilized to train classifiers to formulate complete classification 

models. The testing set, a dataset of unknown classification, was employed to test the trained 

classifiers’ sentiment classification performance. There are several metrics to evaluate 

classification performance; the present study specifically adopted the accuracy metric, which 

has been extensively used in sentiment classification (Liu et al. 2013; Ye, Zhang, and Law 
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2009). 

The accuracy metric measures the percentage of correctly classified news articles. It is 

computed using the following formula (1); Table 1 shows the confusion matrix.  

Accuracy =  
Number of correctly predicted news articles

Number of all news ariticles
=

𝐴 + 𝐷

𝐴 + 𝐵 + 𝐶 + 𝐷
     (1) 

 

============================ 

Please insert Table 1 about here. 

============================ 

 

To increase the evaluation’s validity and reliability, we used a 10-fold cross-validation in 

place of a conventional validation estimating performance metric on a single testing set 

(Nassirtoussi et al. 2015). One round of cross-validation partitioned a data sample into two 

complementary subsets, which allowed us to analyze one subset and validate the prediction 

on the other. Multiple rounds of cross-validation were performed using different partitions, 

and the validation results over the rounds were averaged. The 10-fold cross-validation 

partitioned the original sample dataset into 10 subsets of equal size. In each round of training 

and testing, only one subset was used as the testing set; the remaining nine subsets were 

assembled as the training set. The cross-validation process was repeated 10 times, with each 

of the 10 subsets being used once as the testing set. The 10 results were then averaged to 

obtain an aggregate measure to estimate the news sentiment classification model’s 

performance. The 10-fold cross-validation process is illustrated in Figure 2.  

============================ 

Please insert Figure 2 about here. 

============================ 
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Results and discussion 

Overall results 

To analyze possible interactions among the three key design factors (i.e., news feature 

extraction, news feature weighting, and news sentiment classifier) on predictive accuracy, this 

metalearning experiment followed a 3  3  2 factorial design. Accordingly, we formulated 

18 alternative models, which were evaluated using 10-fold cross-validation. Table 2 

summarizes the best average accuracy of the 18 news sentiment models across the three 

factors. The results revealed that BOW–TFIDF–SVM achieved the best performance. The 

accuracy of this combination peaked at 0.902, which shows promise for the model’s 

application in future Chinese travel news analysis.  

============================ 

Please insert Table 2 about here. 

============================ 

 

Interactions among key design factors 

A full factorial three-way ANOVA was employed for hypothesis testing and to identify the 

main and interaction effects among the three key design factors. The independent variables 

were news feature extraction (E), news feature weighting (W), and news classifier (C). The 

dependent variable was accuracy (A). E, W, C, E  W, E  C, W  C, and E  W  C were 

simultaneously entered into the ANOVA model. The Shapiro–Wilk W test indicated that the 

normal distribution assumption was satisfied for the independent variables. The significant 

interaction effects of the dependent variable were followed by an analysis of the simple 

effects using Tukey’s analysis (Tukey 1991). Table 3 summarizes the three-way ANOVA 

results with a total R2 of 0.731. These results lend strong support to H1, demonstrating a 
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significant three-way interaction effect among the key design factors (E  W  C) on 

predictive accuracy [F(4,162) = 3.665, p = 0.007].   

============================ 

Please insert Table 3 about here. 

============================ 

 

(1) Interactions between Feature Weighting and Classifier 

 Table 3 shows strong interactions between W and C [F(2,162) = 4.711, p < 0.001], 

supporting H2. The pairwise comparisons of overall performance show that the NB classifier 

using the TF weighting approach (M = 0.843, SD = 0.17) achieved a higher accuracy than 

that using TFIDF approaches (M = 0.796, SD = 0.17, mean difference = 0.047, p = 0.006) 

and BO (M = 0.774, SD = 0.17, mean difference = 0.069, p < 0.001). However, the SVM 

classifier using the TFIDF weighting approach (M = 0.892, SD = 0.01) obtained higher 

accuracy compared to the TF (M = 0.871, SD = 0.01, mean difference = 0.022, p =0.03) and 

BO (M = 0.862, SD = 0.01, mean difference = 0.03, p = 0.003) approaches.  

============================ 

Please insert Figure 3 about here. 

============================ 

 

   These results, and the patterns of mean accuracy depicted in Figure 3, underscore the 

importance of the weighting approach to classifiers. The TFIDF and BO weighting 

approaches led to a considerable increase in accuracy under the SVM classifier compared to 

under the NB classifier; see Figure 3(a). In contrast, the TF weighting approach led to a small 

increase in accuracy under the SVM classifier compared to under the NB classifier. 

Significant three-way interaction effects of extracting, weighting, and classifier 
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approaches were also observed [F(4,162) = 3.665, p = 0.007]. The results and patterns of 

mean accuracy depicted in Figure 3(b), (c), and (d) suggest that the interactions of the 

weighting approach and classifier also varied significantly with extraction approaches. In 

particular, Figure 3(b) shows that when using BOW as the extraction approach, the BO 

weighting approach achieved higher accuracy than the TF and TFIDF approaches under the 

NB classifier. The TFIDF weighting approach led to a significant increase in accuracy under 

the SVM classifier compared to under the NB classifier and performed best among the three 

weighting approaches. However, when using the unigram and bigram extraction approaches, 

the interaction patterns of weighting approaches and classifiers were similar to the overall 

results; see Figure 3(c) and (d), respectively. 

(2) Interactions between Feature Extraction and Classifier 

Table 3 indicates a strong interaction between E and C [F(2,162) = 24.294, p < 0.001], 

which supports H3. The pairwise comparisons of overall performance show that the NB 

classifier using the unigrams extraction approach (M = 0.735, SD = 0.013) demonstrated 

significantly lower accuracy than the BOW (M = 0.837, SD = 0.013, mean difference = 

−0.101, p < 0.001) and bigrams (M = 0.840, SD = 0.013, mean difference = −0.105, p < 

0.001) approaches. Similarly, the SVM classifier using the unigrams extraction approach (M 

= 0.859, SD = 0.010) achieved significantly lower accuracy than the BOW (M = 0.887, SD = 

0.010, mean difference = −0.027, p = 0.007) and bigrams approaches (M = 0.879, SD = 

0.010, mean difference = −0.020, p =0.050).  

============================ 

Please insert Figure 4 about here. 

============================ 

 

These results and Figure 4 suggest the importance of the extraction approach to 
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classifiers. The unigrams extraction approach led to a considerable increase in accuracy under 

the SVM classifier compared to under the NB classifier; see Figure 4(a). In contrast, the 

BOW and bigrams approaches led to relatively small increases in accuracy under the SVM 

classifier compared to under the NB classifier. The interaction patterns of extraction 

approaches and classifiers were similar to the overall results of the three weighting 

approaches (BO, TF, and TFIDF); see Figure 4(b), (c), and (d), respectively. 

(3) Interactions between Feature Extraction and Weighting 

The results shown in Table 3 also indicate a strong interaction between E and W 

[F(2,162) = 15.818, p = 0.001], providing support to H4. The pairwise comparisons of the 

overall performance show that the BO weighting approach with BOW (M = 0.854, SD = 

0.20) and bigrams extraction approach (M = 0.841, SD = 0.20) achieved significantly higher 

accuracy than the unigrams approach (M = 0.760, SD = 0.20, mean difference = 0.094 and 

0.081, p < 0.001). The TF weighting approach with BOW (M = 0.867, SD = 0.12) and 

bigrams (M = 0.867, SD = 0.12) extraction approaches achieved significantly higher accuracy 

than the unigrams approach (M = 0.836, SD = 0.12, mean difference = 0.031 and 0.031, p = 

0.016). The TFIDF weighting approach with bigrams (M = 0.871, SD = 0.21) and BOW (M = 

0.864, SD = 0.21) extraction approaches demonstrated higher accuracy than the unigrams 

approach (M = 0.796, SD = 0.21, mean difference = 0.075 and 0.068, p = 0.001 and 0.002). 

============================ 

Please insert Figure 5 about here. 

============================ 

 

These results and Figure 5 suggest the influence of the feature extraction approach on the 

feature weighting approach. Using the TF weighting approach, unigrams extraction led to a 

considerably larger increase in accuracy over BOW and bigrams compared to the BO 
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approach; see Figure 5(a). However, when using the TFIDF weighting approach, the 

unigrams extraction approach led to a substantial decrease in accuracy over BOW and 

bigrams compared with the TF approach. 

Significant three-way interaction effects of extracting, weighting, and classifier 

approaches were observed [F(4,162) = 3.665, p = 0.007]. Figure 5(b) and (c) suggest that the 

interactions of the extraction and weighting approaches varied by classifier. Under the NB 

classifier, the interaction patterns of extraction and weighting approaches were similar to the 

overall results as shown in Figure 5(b). Yet under the SVM classifier, changes in weighting 

approaches led to somewhat similar variations in accuracy across the three extraction 

approaches as depicted in Figure 5(c). 

   In summary, all hypotheses proposed in this study were supported by the experiment; 

hence, we can draw the following conclusions. First, the unigrams extraction approach is 

sensitive to classifiers and to weighting approaches, particularly under the NB classifier. 

Second, the BOW and bigrams extraction approaches achieve relatively better overall 

accuracy than unigrams across different weighting approaches and classifiers. Third, the 

performance of the TFIDF weighting approach is more sensitive to classifiers compared to 

the BO and TF approaches. Fourth, the TF and TFIDF approaches achieve relatively good 

performance; they outperform the BO approach across the different extraction approaches. 

Fifth, the TFIDF performs best among the three weighting approaches under the SVM 

classifier regardless of extraction approach, whereas the TF approach is well suited to the NB 

classifier. 

Parameter tuning for SVM 

We used the preceding analyses to conclude that the combination of BOW–TFIDF–SVM 

may generate the best classification performance. We further elaborated penalty parameter C 

tuning for SVM. The value of penalty parameter C is the most important parameter for a 
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linear kernel (Chen and Wang 2007). Researchers have suggested that a reasonable range of 

log C is [−1, 3] (Chang and Lin 2011). In addition, selecting a large C value may increase the 

risk of the model overfitting the training data (Huang and Kecman 2005). Accordingly, we 

tuned the C value from 0.05 to 10 in 200 step-wise calculations. Given the feature set 

generated by BOW as the feature extraction approach and TFIDF as the feature weighting 

approach, accuracy performance with different C values is shown in Figure 6. The accuracy 

became stable when C was greater than 1, and accuracy peaked at a C value of 5.25.  

============================ 

Please insert Figure 6 about here. 

============================ 
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A metalearning framework for sentiment analytics  

The strong interaction effect among key design factors of sentiment analytics implies that we 

should consider these factors holistically rather than in a piecemeal manner. Therefore, we 

formulated our experiment process into a metalearning framework based on the study by Rice 

(1976). As shown in Figure 7, the framework has four essential components: (1) task space T 

represents the set of instances of sentiment analytics tasks, such as sentiment analytics for 

Chinese travel news; (2) factor space F contains the design factors that influence 

classification performance; (3) approach space A is a set of all considered approaches (e.g., 

news feature extraction approaches) to address the identified factors; and (4) performance 

space P represents a set of performance metrics, such as predictive accuracy, to measure 

classification performance.  

============================ 

Please insert Figure 7 about here. 

============================ 

The metalearning framework reflects two important elements of metalearning: awareness 

and control. Awareness of the classification learning process includes extracting design 

factors, identifying potential approaches, and defining performance metrics. Control of the 

classification learning process involves controlling interactions during the factor–approach 

selection process to maximize sentiment classification performance.  

Our experiment provides a precise outline for implementing this framework, and the 

proposed sentiment analysis model demonstrated better predictive performance than currently 

available sentiment analysis tools. We also compared our model with two popular sentiment 

analysis tools: Semantria and ROST Content Mining. Semantria is a popular commercial 

online sentiment analysis software that performs well with online hotel reviews (Gao, Hao, 

and Fu 2015; Serrano-Guerrero et al. 2015). ROST Content Mining is a sentiment analysis 
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tool based on a general sentiment lexicon, which has achieved good performance with 

Chinese online reviews (Luo and Zhai 2017). The accuracies of Semantria and ROST 

Content Mining with respect to our news corpus are 0.690 and 0.580, significantly lower than 

the proposed model (0.902). It is also worth noting that the metalearning framework need not 

be limited to sentiment analytics. Other computational methods may benefit from this 

framework to improve predictive accuracy when applied in future tourism research.   
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Conclusion and implications 

Computational social science is gaining much attention of tourism researchers.  

However, a partial hiatus exists between innovative theories and conventional approaches in 

tourism research practice (Chang, Kauffman, and Kwon 2014; Cohen and Cohen 2012). This 

study attempted to bridge this methodological hiatus by examining the design effects on 

predictive accuracy of sentiment analytics for Chinese travel news. In particular, through a 

metalearning lens, we identified an optimal combination of key design factors inherent to 

sentiment analytics for Chinese travel news. We evaluated the main and interaction effects of 

these design factors on the predictive accuracy of sentiment classification using a full-

factorial experiment. Results demonstrated significant interactions among the factors of 

feature extraction, feature weighting, and sentiment classifier in terms of the predictive 

accuracy of sentiment analytics. Such strong interaction effects among these factors 

necessitate a holistic metalearning framework for tourism researchers to apply computational 

methods in future tourism studies.  

This research has several limitations. First, generalization of our findings is limited to the 

balanced benchmark dataset and context of this experiment, which might create subtle 

nuances in practical tourism applications. Future research should attempt to replicate and 

extend our results using different balanced and unbalanced datasets in various tourism 

domains. Second, this study focused on machine learning-based sentiment analytics; future 

work should study the predictive accuracy of other sentiment analytics approaches (Alaei, 

Becken, and Stantic 2017). Third, this study employed only one popular performance metric 

to evaluate design factor effects; however, different performance metrics may influence 

design factor configurations (Kirilenko et al. 2017). Subsequent research should involve 

relevant comparisons across different performance metrics, including human raters.  

 Notwithstanding these limitations, this study aimed to make significant methodological 
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contributions to tourism research. Despite the data soundness and practical relevance of 

computational social research, the inherent complexity of fieldwork is rarely evident in 

current tourism research. Our research has transparently exemplified the complex internal 

dynamics in sentiment analytics for tourism. The revealed significant interactions among 

design factors in terms of predictive accuracy should raise tourism researchers’ 

methodological awareness in the following respects:  

1) Interpretation and prediction. Historically, researchers have tended to explore tourism 

phenomena by establishing interpretable causal mechanisms. The increasingly computational 

nature of social science requires researchers to recognize the importance of predictive 

accuracy and to effectively integrate interpretation with prediction in the pursuit of tourism 

knowledge.  

2) Transparency and replicability. Tourism research involving computational methods, such 

as sentiment analytics, should carefully select design factors and report design choices to 

improve the replicability of scientific claims (Hofman, Sharma, and Watts 2017; Simmons, 

Nelson, and Simonsohn 2011).  

3) Limits to prediction. To fully understand predictive accuracy, we need not only relevant 

comparisons across different performance metrics, but also an understanding of the best 

possible performance. Due to the complexity of human behavior, the predictive accuracy of 

the proposed model is limited by methodology and theory development and subject to the 

human nature of the phenomenon being studied (Hofman, Sharma, and Watts 2017). 

Comparing different approaches to sentiment analytics with human raters (Kirilenko et al. 

2017) is a valuable way to contextualize such limitations.   

We also proposed a metalearning framework to holistically consider the effects of design 

factors and improve the predictive accuracy of sentiment analytics. Although these reflections 

represent a set of empirical inferences related to the current tourism literature, they have the 
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potential to be generalized further to provide guidance on research design and methodological 

choice.   

This study also offers significant practical implications. Although this research was 

methodological and focused on a specific topic, it could contribute to a new line of tourism 

research that utilizes unstructured data, potentially advancing our understanding of several 

key practical issues such as destination image, resident attitude, and tourist experience. Social 

listening has become a critical task for tourism service providers, and the proposed 

metalearning framework could improve the predictive accuracy of such tasks. In addition, the 

best combination of design factors revealed in our study serves as a useful reference for 

policymakers and industry practitioners when conducting practical sentiment analytics, 

particularly when discovering sentiment in massive volumes of news articles.  
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Figure 1. Sentiment analytics process for Chinese travel news. 

  



  

40 

 

 

Figure 2. Illustration of the k-fold cross-validation. 
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Figure 3. Interactions between design factors of feature weighting and classifier. 
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Figure 4. Interactions between design factors of feature extraction and classifier. 
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Figure 5. Interactions between design factors of feature extraction and weighting. 
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Figure 6. Parameter tuning for the SVM classifier. 
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Figure 7. A metalearning framework for sentiment analytics. 
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Table 1. Classification Confusion Matrix. 

 Positive (actual) Negative (actual) 

Positive (predicted) 𝐴 𝐵 

Negative (predicted) 𝐶 𝐷 
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Table 2. Best Average Accuracy of News Sentiment Classification Models across Design 

Factors. 

Variable Accuracy  

n NB SVM 

BOW  BO 0.831 0.877 10 

TF 0.853 0.881 10 

TFIDF 0.826 0.902 10 

Unigrams BO 0.674 0.845 10 

TF 0.815 0.857 10 

TFIDF 0.717 0.876 10 

Bigrams BO 0.817 0.864 10 

TF 0.860 0.874 10 

TFIDF 0.844 0.899 10 

Note: n represents the fold number.  
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Table 3. Summary of the Three-way ANOVA Analysis. 

Variables Accuracy (A) 

F measure Degree of 

freedom (df) 

p 

Main effects E 60.542 2,162 < 0.001 

W 17.583 2,162 < 0.001 

C 170.533 1,162 < 0.001 

Interaction 

effects 

E  W 15.818 4,162 0.001 

E  C 24.294 2,162 < 0.001 

W  C 4.711 2,162 < 0.001 

E  W  C 3.665 4,162 0.007 

 

 

 




