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Abstract 

Improperly heat-treated metals exhibit preferential corrosion along sensitized grain 

boundaries when exposed to a corrosive electrolyte. This localized corrosion process is 

commonly known as Intergranular Corrosion (IGC). A multi-phase-field (MPF) model is 

presented to quantitatively predict IGC kinetics in metallic materials. The total free energy 

of the system is defined in terms of chemical, gradient and electromigration energy. The 

system is defined by a set of phase field variables which evolve due to the minimization of 

Gibbs free energy of the system. The simulation results show that IGC predicted by two-

dimensional MPF model agrees well with the experimental results. The model also predicts 

plane-direction-dependent IGC in rolled sheets, commonly observed in the experimental 

studies. It is also observed that the corrosion process becomes transport controlled even at 

lower values of applied potentials due to the saturation of the metal ions in the corroded 
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grain boundaries region. A three-dimensional study is also presented to show the practical 

applications of using this MPF model for complex three-dimensional geometries. 

Keywords: Intergranular corrosion, Multi-phase-field model  
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INTRODUCTION 

IGC is a form of localized corrosion in which metal preferentially corrodes along the 

sensitized grain boundaries (SGBs) that can lead to the accelerated failure of metallic 

structures. IGC is a common problem in many alloy systems, for examples aluminum 

alloys and stainless steels, when reactive impurities segregate or passivating elements such 

as chromium are depleted at the grain boundaries.  In IGC, SGBs corrode at a faster rate as 

compared to the grain due to compositional differences between grain boundaries and the 

metal adjacent to the boundary. Crystallographic plane orientations and stored grain energy 

– related to the defect density in the grains, also play an important role in IGC kinetics. 

Therefore, it is important to develop a thermodynamically consistent theoretical model that 

has the ability to quantitatively predict IGC kinetics of real metallic materials by explicitly 

considering all important electrochemical reactions and microstructural effects.  

In the last few decades, several studies are reported in literature to better understand IGC 

kinetics and develop materials that are less susceptible to IGC. Most of this literature 

consists of experimental studies on IGC in aluminum 1-12, magnesium 13-15 and steel 16-18 

alloys. In aluminum alloys, magnesium inside grains diffuses towards GBs at elevated 

temperatures (60 C to 180 C) or sometimes even at room temperature and results in an 

anodic phase (Al3Mg2) formation 4. Aluminum alloys having Mg composition more 

than 3% are more susceptible to IGC even at low temperatures. The experimental studies 

suggest that IGC in Al alloys is a function of applied potential, degree of sensitization 

(DoS), exposure time and rolling direction of the metal sheet 1, 4. Apart from these 
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parameters, it has been found that crystal orientation 9, grain structure 10 and grain stored 

energy 5, 6 also affect IGC kinetics.  

Several models have been presented on IGC prediction over the years. In an early effort, 

Zhang et. al. proposed a statistical model (a so-called brick-wall model) to predict the IGC 

damage on the basis of alloy microstructure 19. A similar statistical model is proposed by 

Lim et. al. where IGC depths obtained from experiments serve as the input data for depth 

distribution to predict IGC growth 4. Their model is limited to AA5083 alloy when exposed 

to a 0.6M NaCl solution. Later, this model was extended to a 3-D geometry by using the 

Monte-Carlo method 20. These statistical models show good agreement with the 

experimental findings. Mizuno et. al. proposed a FEM model 21 based on their experimental 

findings 22 to predict IGC penetration rate. It is also a relatively simple model and cannot 

predict IGC evolution with time. All of these models cannot predict the kinetic evolution 

of corroding surface and hence ignore the role of mass transport that greatly affects the 

evolving geometry. These models are also limited to the dissolution of only SGBs while 

experimental studies show that grains dissolution is not negligible at higher applied 

potentials 1.  

The Cellular automata (CA) method was also used to model IGC. In CA models 23, 24, every 

cell describes one physical state (grain matrix, SGB, electrolyte or passive film) in the 

domain. The transition of a grain or a SGB cell to electrolyte depends on the defined 

probability. Therefore, a higher probability is assigned to SGB cells as compared to grain 

matrix cells to predict IGC. More recently, Jafarzadeh et. al. proposed a peridynamic (PD) 

model to predict IGC 25. Their model considers the dissolution of both grain matrix and 
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GBs by introducing effective diffusivity parameters that govern the dissolution rate of these 

two phases. Their model ignored the electro-migration effect and hence ignored the role of 

ionic species in the electrolyte. The electro-migration effect might play a key role in IGC 

kinetics as well, which would be worth investigating. Although this model makes 

significant improvement to the existing IGC models but leaves room for improvement in 

order to better understand and predict the process more accurately. 

Phase-field (PF) models have been used to study pitting 26-28 and stress-assisted 29-31 

corrosion. More recently, a multi-PF (MPF) model is reported that includes the evolution 

of insoluble corrosion product (ICP) and its effect on pitting corrosion kinetics 32, 33. To the 

best of our knowledge, a model for IGC based on phase field formulation is yet to be 

developed. In this work, a MPF model is proposed to investigate IGC kinetics of sensitized 

alloys in a corrosive environment.  

The paper is organized as follows. In the Model section, the MPF model derivation is 

detailed for the grain–SGB–electrolyte system by defining the Gibbs free energy of the 

system, which consists of chemical, migration and gradient free energy. The evolution of 

the order parameters is derived from rate theory. The evolution of ionic concentration is 

governed by the Nernst-Planck equation, which consists of diffusion, migration and 

reaction terms, while the electrostatic potential distribution is governed by the Poisson 

equation. In the Results and Discussion section, the proposed MPF model of IGC is solved 

numerically for 2-D and 3-D geometries. The results are quantitatively compared with 

several experimental and numerical modelling results and relevant discussions are made in 

detail.  
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MODEL 

ELECTROCHEMICAL REACTIONS 

In Al-Mg alloys, Mg diffuses towards the SGBs at elevated or even at ambient temperatures 

to form -phase (Al3Mg2). This results in a local galvanic couple in which the element 

composition near the SGBs is significantly different than the grain matrix.  The aluminum 

oxidation reaction is given by, 

 
3 3Al Al e    (1) 

A sensitized metal can undergo IGC both with and without applied potential depending on 

the degree of the sensitization and the nature of the electrolyte. The schematic of the 

process is shown in Fig 1.  

 

MULTI-PHASE-FIELD FORMULATION 

A MPF formulation for IGC is detailed in this section. The driving force of the metal 

oxidation is due to the minimization of Gibbs free energy of the system, which consists of 

chemical (fchem), gradient (fgrad) and electrostatic free energy (felec), 

      chem grad elec, ,k i k i
V

G f C f f C dV        (2) 
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where k represents the phase field variables for phase k, Ci is the molar concentration of 

the ionic specie i and describes the electrostatic potential in the electrolyte. In this study, 

salt (NaCl) water is used as an electrolyte where Cl- molarity is varied accordingly (from 

0.1 to 1 mol/L) to compare modeling results with the experimental studies. The chemical 

free energy density of the system can be defined as, 

 
0 lnchem i i i ii i

f f RT C C C      (3) 

where f0 is a Landau polynomial of fourth order expressed as,  
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where m and k,j are model parameters related to physical parameters, surface energy (σk) 

and width of the interface (l). The second term in Eq. (3) is the free energy of the electrolyte, 

where R and T are the gas constant and absolute temperature, respectively. The last term in 

Eq. (3) is the free energy of the system at the reference state, where 𝜇𝑖
𝛩 is the chemical 

potential. The second term in Eq. (2) corresponds to the gradient energy density  
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where is the gradient energy coefficient related to the interface surface energy and 

width of the interface (l) . The last term in Eq. (2)  

  elec ,i ef C     (6) 
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corresponds to the electrostatic free energy density, where φ is the electrostatic potential 

and e is the electric charge density, 

 e i iF z C    (7) 

where F is Faraday’s constant and zi is the valence of the ionic species.  

The net rate (Rnet) of any chemical reaction is the balance of forward and backward 

reactions. To ensure the balance of net reaction, Rnet for an electrochemical system can be 

expressed as 34 

      0 1 0 2net exp expex ex

TS g TS gR r R T r R T           (8) 

where 𝑟0
→  and 𝑟0

←  are the forward and backward reaction constants, respectively. The 

excess chemical potential at the transition state is given by 𝜇𝑇𝑆
𝑒𝑥 , while the chemical 

potentials at the initial and final state are 𝜇1and 𝜇2, respectively. The equilibrium reaction 

constants 𝑟0
→ and 𝑟0

← are equal (𝑟0 = 𝑟0
→ = 𝑟0

←) for appropriately defined 34. Following 

the work of Chen et al. 35, it is considered that the evolution of phase field variables follow 

the electrochemical reaction rate (Rnet). The relation in Eq. (8) can be described in terms of 

thermodynamic driving force (= ) as, 

     0 exp exp 1k
k kr T T

t
R R


   


       

 (9) 

where k describes the phases (grain, SGB, crystal orientations and electrolyte) and α is the 

charge transfer coefficient (or symmetry factor) and  k is the thermodynamic force, given 

by 
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where 𝜓𝑘  is the total overpotential, which is given by , ,k a k c k    . Here, 𝜓𝑎,𝑘  and 

𝜓𝑐,𝑘  represent the activation and concentration overpotential for k, respectively. The 

normalized concentration ci of metal atom and ions are normalized by ci= Ci / CAl,o, where  

CAl,o is the bulk molar concentration of metal in solid phase. Following the same derivation 

process as detailed in Appendix A of Ansari et al. 33, Eq. (9) takes the form, 
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The parameters Lint and Lr are phase field model parameters. The activity ai of an ion is 

given by ai= i(ci), where i is the activity coefficient. The second term on the right side in 

Eq. (11) is localized at the corroding interface. Therefore, it is necessary to define k in 

such a way that this reaction is localized at that particular interface. For a two phase PF 

model, the gradient of the monotonously varying function −2η3 + 3η2 localizes the reaction 

at the interface but a MPF model needs a more generic function to localize such reaction 

at an interface. Moelans introduced such a monotonous function for a MPF model which 

is given by 36, 
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where N represents all the phase field variables including elec. This model considers grain, 

SGBs and grain orientations can be represented by η, whenever such phase/grain 

orientation interacts with the electrolyte, the electrochemical reaction is taken into 

consideration by following relation, 

 4k k elecH H   (15) 

The metal ion concentration affects the corrosion rate when it is close to the saturation 

value. Therefore, a simple relation is used to incorporate this effect by using the variable S 

given by, 1 − 𝑐𝐴𝑙+3/𝑐sat(𝐴𝑙+3). Corrosion potential cor

kE is a material property and varies 

with material composition and crystal orientation. Therefore, each grain, crystal orientation 

and SGB has different corrosion potential values.  

IONS CONCENTRATION EVOLUTION 

The time-dependent evolution of metal ion (cation) and anions in the electrolyte is given 

by the Nernst-Planck equation. This equation also incorporates the source sink terms and 

is expressed as, 

 

eff
effi i i i
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g

i i

c z D Fc
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D c R
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  (16) 
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where i represents the ionic species of the electrolyte. The diffusion coefficient varies from 

one phase to another. Therefore, it is expressed as a function of phase fractions and is given 

by, 

 
1

j

eff

i

j

j

iD D H


   (17) 

where 𝐷𝑖
𝑗
 is the diffusion coefficient of ionic specie i in phase j. Ri is the term related to the 

consumption or production of ions in the electrolyte as a result of electrochemical reactions. 

The electrostatic potential in the electrolyte is given by, 

   re I      (18) 

where e
 is the electronic conductivity in the electrolyte. Ir is the current density and is 

related to the reaction rate of Eq. 11 and is given by,  

 ,
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N
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   (19) 

where n is the number of electrons produced or absorbed as a result of reaction (1). CAl,o is 

the molar concentration of aluminum in the bulk phase.  
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NUMERICAL IMPLEMENTATION 

Fig 2 shows the 2-D geometry of sensitized metal with grain and SGBs. The SGB has a 

finite width (wsgb) and its value is chosen based on the interface thickness of phase field 

variables. In this work, the interface thickness is considered to be five times smaller than 

SGB width (wsgb =5l). A smaller interface thickness requires smaller mesh elements to 

discretize the geometry. Therefore, the interface thickness can be reduced further at the 

expense of computational cost. The interface thickness value is given for each simulation 

case in the Results and Discussion section. 

The PF model parameters m and  are related to surface energy or surface tension k 

and interface thickness l. Surface tension on each evolving interface can be different, which 

should result in a different PF parameter  Kazaryan et al. proposed a relation for 

as a function of surface tension 37. Although it is possible to employ this proposed 

relation in our work but, for the sake of simplicity, it is considered as constant.  and m 

for all the binary interfaces are given by, 𝑚 = 6𝜎/𝑙 and 𝜅 = (3/4)𝜎𝑙 for all i,j=1.5 36. i 

is the activity coefficient of the ionic specie and is equal to 1 in all simulations. It should 

be noted that the grain orientation effect was not included in any of the examples reported 

in this work. It was ignored due to the absence of such data (corrosion rate dependence on 

grain orientation, which is usually obtained by orientation image microscopy) in the 

reference experimental studies used for comparison but it can be easily studied using this 

MPF model, as reported in one of our earlier work 32. 



13 

 

The proposed MPF for IGC is applied for 2-D and 3-D geometries. The boundary 

conditions for 2-D geometry are given in Fig 3. The boundary conditions in the 3-D case 

are the same as given for the 2-D case. The only difference is that each boundary in the 2-

D geometry represents a surface in 3-D. The initial values in grain phase (grey) are 

gGBelecci = 0 and . The initial values in the SGB phase (black) are GB 

gelecci = 0 and . Similarly, the initial values in the electrolyte phase (blue) 

are g GBelecci = ci,o (given in Table 1) and The governing Eqs. (11), 

(12), (16) and (18) are solved by the finite element method. The standard Galerkin 38 

formulation is used to discretize the space, and the backward differentiation formula (BDF) 

method 39, due to its inherent stability, is used for the time integration of the governing 

equations. Triangular and tetrahedral Lagrangian mesh elements are used to discretize the 

2-D and 3-D geometries, respectively.

 

 

RESULTS AND DISCUSSION 

In this section, the MPF model for IGC is validated against different experimental findings 

available in the literature on aluminum alloys. IGC depends on electrochemical exposure 

time, applied potential, degree of sensitization and plane-direction in rolled sheets. Several 

studies are performed to validate the simulation results with the experimental findings and 

discussions are made with the underlying factors in detail.  
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EFFECT OF ELECTROCHEMICAL EXPOSURE 

First case is focused on the IGC corrosion rate comparison with a thin 2-D foil of AA2024 

7. The scanning electron microscope (SEM) images of the experimental findings are shown 

in Fig 4(a). The microstructure shown in Fig 4(b) is sketched/ drawn as geometry file in 

COMSOL Multiphysics. Although phase thickness can be considered equal to or less 

than 0.1 m as reported in literature 4, it comes at the expense of computation cost. The 

computation cost increases with the decrease in the interface width (li) for all phase field 

variables, assuming the size of the geometry remains unchanged. In this case, li for all the 

phases is considered equal to 2 m (corresponds to a SGB width of 10 m). Please note, 

phase thickness is usually not uniform in the entire sample but for the sake of simplicity, 

it is considered uniform. This 2-D model geometry is exposed to a 0.1M NaCl solution at 

an applied potential of -0.6 VSCE (VSCE= volts versus saturated calomel electrode), as 

reported in the reference experiment 7. This applied potential is slightly higher than the 

OCP. The corrosion potential of phase in Al alloys is reported to be equal to -0.92 VSCE 

4. The corrosion potential for the grain is considered equal to -0.75 VSCE. This value is 

assumed to be higher than the corrosion potential of phase but lower than the applied 

potential.  

MPF model simulations show good agreement with the experimental results quantitatively, 

as shown in Fig 4(c). The IGC depth for both simulated MPF and experimental results 

versus time have a non-linear relation with time, as shown in Fig 5. The results are also 

compared with the Peridynamic (PD) model 25, as shown in Fig 5. It can be seen that PD 

model tends to overestimate the IGC rate at the start as compared to the experimental and 
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MPF model results. This is probably due to the approximation made in the PD model that 

the process becomes diffusion controlled right away 25. Experimental and MPF model 

results show that the IGC depth has a non-linear relation suggesting that the process is 

transport controlled. Further analysis showed that the metal ion concentration is still lower 

than the saturation value at the corroding surface, as shown in Fig 6(a). It means that the 

process is still not diffusion controlled. The electric potential distribution in the electrolyte 

does have a higher value near the corroding surface, as shown in Fig 6(b). This high value 

of electrostatic potential corresponds to the non-linear IGC rate making the process 

migration controlled. The IGC mechanism resembles with crevice corrosion. In this case, 

the apparent crevice (corroded SGB) width is only a few microns while the depth is 

hundreds of microns. The slow movement of metal ions through thin electrolyte film 

(hindrance by high electrostatic potential and metal ion saturation in the nearby electrolyte) 

in the corroded sensitized SGBs makes the process migration controlled.  

It should be noted that the size of grain and SGB in the previous simulation was scaled up 

to reduce the computation cost while comparing the computational results on an 

engineering scale. In order to reduce the influence of this scaling, the grain size was kept 

significantly higher than the width of SGB (wsgb). Now another set of simulations is 

performed where the wsgb is considered to be 2m, which is closer to the IGC width 

reported in the literature. It is important to note that the simulations are performed for the 

same conditions as reported earlier and simulated results are shown in Fig 7. A comparison 

is drawn between the simulation and experimental results. It can be seen that the simulation 

results are very much in the same range as the experimental results. The difference lies in 

the non-uniform nature of corrosion in the experimental results which is uniform in the 
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MPF simulations. This is due to the assumption of uniformly distributed SGB in the 

simulations.  

 

IGC IN HEAT-TREATED ROLLED ALUMINUM SHEETS 

Al alloys show different penetration rate in different directions of rolled sheets. Here an 

experimental study 4 is chosen to validate IGC by MPF model. A 2-D model is simulated 

with experimental conditions taken from the experimental study 4. The experimental study 

reported the experiments performed on a heat treated Al-Mg alloy (AA5XXX). Several 

samples were prepared for heat treatment with different conditions. Barker’s etch images 

revealed that samples with lower DOS values have less sensitized GBs 4. Therefore, heat 

treated sample with the highest DOS value 49 mg/cm2 (30 days at 100 C) is considered 

for simulation with 2-D MPF model with an assumption that all the SGBs are uniformly 

sensitized. The simulation conditions taken from the experiments for this study are applied 

potential (-0.73 VSCE) and 0.6 M NaCl solution 4. The corrosion potential for -phase is 

taken as -0.92 VSCE 
4. The interface width of the phase field variables is taken equal to 5 

m. The average grain size along different plane directions reported in the experimental 

study are longitudinal direction (L)=80 m, long transverse direction (T)= 60 m and short 

transverse direction (S)= 20 m 4. These grain size dimensions are scaled up by a factor of 

three to make sure that the grain size is significantly larger than the -phase. In this first 

study, the sample is exposed at the S-T surface and damage morphology is observed in the 

L direction. The optical images of the experimental results are shown in Fig 8(a). Please 

note the difference in length scale of the experimental results at different time intervals. 
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The MPF model results have wider corroded grain and SGB as compared to the 

experimental results. The difference in morphology of MPF model results and optical 

images is due to the assumption that the SGB is uniformly sensitized and also its width 

which is quite small in the experimental case. The IGC depth predicted by MPF model 

results quantitatively agrees well with the experimental results, as shown in Fig 9. 

This comparison also includes a plot proposed by linear relation approximation made by 

the statistical model based on these experimental results 4. This model predicts that for 

DOS value of 49 mg/cm2, the IGC rate can be approximated by the linear relation 2.64  

0.80 (nm/s) 4. The linear relation prediction agrees with the MPF models except for a small 

deviation at a later stage. The MPF model predicts that the process will go through a 

transition from being reactioncontrolled to transportcontrolled after 50 hours of 

electrochemical exposure. The metal ion concentration at the corroding surface is 

significantly lower than the saturation value, as shown in Fig 10(a). Therefore, the process 

is far from being diffusion controlled. However, the electrostatic potential is small but not 

negligible. The slightly non-linear trend after 50 hours is most probably due to the process 

being migration controlled. This can also be observed from Fig 10(b), where the electric 

potential at the corroding surface is around 1mV after 24 hours of electrochemical exposure. 

This value increases with time and reaches around 5 mV at the corroding surface after 72 

hours. 

 



18 

 

EFFECT OF PLANE–DIRECTION ON IGC IN HEAT TREATED 

ROLLED ALUMINUM SHEETS 

In order to investigate the effect of rolling-direction on IGC rate, more simulations are 

performed. The MPF model simulations are performed based on the heat treated rolled Al-

Mg alloy (AA5XXX) 4. The samples are rolled in Ldirection and hence have different 

grain size in three plane-directions. Please note, this experiment is the same as discussed 

and used for comparison in the previous case. Therefore, experimental conditions and 

model parameters are the same as reported in the previous case.  

In this case, the LT surface of the metal is exposed to the electrolyte to observe IGC in the 

S-direction. The grain size along the Sdirection is three times smaller than the Tdirection. 

MPF model results of IGC evolution for both L and Sdirection are shown in Fig 11(a) 

and (b), respectively. The results show that the IGC is slower in Sdirection as compared 

to the L direction. The experimental results also report lower IGC rate along Sdirection 

4. The difference in IGC along the L and Sdirections is solely due to the difference in 

the microstructure (average grain size along the corroding direction) of these two directions.  
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3-D SIMULATIONS OF MPF MODEL FOR IGC 

 

Metals have complex microstructure and can have non-uniform material properties in a 

single component. The localized corrosion of a metal depends on the geometry and the 

change in corroding morphology can have significant effect on the corrosion rate. In all the 

cases presented in this work, comparisons with the experimental results are made for 

sensitized thin sheets experiments. These experiments were intentionally performed for 

thin sheets to reduce the effect of microstructure in the third dimension and understand the 

IGC kinetics in general. But in real life, corrosion of metallic structures mostly happens in 

3D. It would be more reasonable to predict the corrosion kinetics of such an industrial 

problem with a 3-D geometry.   

Here, we study the IGC kinetics of sensitized metal in an electrolyte in 3-D using the MPF 

model. It is possible to assign each grain a different grain orientation, as done in our 

previous works 27, 33. This study assumes that the effect of individual grain orientation is 

negligible as compared to the difference in grains and SGBs. It is also possible to 

incorporate the effect of plane-direction dependence, as presented for the 2-D cases. For 

the sake of simplicity, it is considered that the metal is not mechanically rolled and hence, 

the grain size along all plane directions is similar. The geometry of the problem under 

consideration is shown in Fig 12(a). To better visualize grain and SGBs geometry at the 

corroding surface, the electrolyte phase is hidden in Fig 12(b). The evolution of sensitized 

Al-Mg alloy is studied in a 0.1 M NaCl solution at an applied potential of -0.7 VSCE. The 

corrosion potential along the -phase is equal to -0.92 VSCE, taken from literature 4. The 

applied potential is also slightly higher than the corrosion potential of grains (-0.75 VSCE), 
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which makes the grains anodic as well. The interface thickness for all the phases is assumed 

to be 5 m. The MPF results show that SGBs corrode at higher rate as compared to grains. 

The evolution of all three phases, grain, SGBs and electrolyte is shown in Fig 12(a) at 250 

s, 500 s and 1000 s in a transparent mode. The same evolution is shown in Fig 12(b), where 

electrolyte phase is hidden to better visualize the evolving grain and SGB phases. This 

study shows that this MPF is equally capable of solving complex 3-D geometry problems. 

 

CONCLUSIONS 

In this work, a multi-phase-field (MPF) model was proposed to study the intergranular 

corrosion (IGC) kinetics of sensitized metallic materials in corrosive electrolytes.  

The proposed MPF model was used to study the effect of electrochemical exposure on an 

aluminum alloy (AA2024) in NaCl solution. IGC rate and morphology of the simulated 

results showed reasonable agreement with the well-established experimental results. The 

simulation results also showed that the corrosion rate was significantly higher along the 

sensitized grain boundaries (SGBs) where almost no corrosion was observed in the 

grains. The grains were in fact anodic in the model (unlike majority of the previous 

modeling studies that assume them non-corrodible), but the grains corrode at a much 

lower rate as compared to SGBs due to the difference in the material properties of metal 

in the grain and SGB phases. The simulation results also showed that the corrosion rate 

along SGB decreases with time due to the slow transport of metal ions in the electrolyte 

through the narrow corroded SGB regions. The MPF model was also employed to study 

IGC corrosion kinetics of rolled aluminum sheets (AA5XXX) in NaCl solution. The 
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simulation results of this study showed good agreement with the experimental results, 

quantitatively. The model was also able to show the effect of rolling plane-direction on 

IGC kinetics, which agreed well with the experimental results, qualitatively. As the 

results and discussion section showed, the MPF model can easily solve the IGC problems 

for 3-D geometries.  
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Table 1: Parameters used to numerically solve this MPF models. 

Symbol Description Value  Source 

T absolute temperature 293K  

Rg gas constant 
 8.3145 

J/(mol·K) 
 

F Faraday constant  96485C/mol  

 interface energy 0.5 J/m2  

l interface width 2 or 5 × 10-6 m  

Lint kinetic interface parameter 1 × 10-8 m3/J s  

Lr  phase field constant related to metal 

corrosion 

2 × 10-8 1/s  

𝐸𝑐𝑜𝑟
𝑆𝐺𝐵  corrosion potential in sensitized GB -0.92 mVSCE 

4 

CAl,o molarity of aluminum metal (solid) 100 mol/L  

Csat saturation molarity of Al+3 in electrolyte 3.1 mol/L  

CAl+3,o initial molarity of Fe+2 ion in the 

electrolyte 

0  

CCl-,o initial molarity of Cl- in the electrolyte 0.60 mol/L and 

0.1 mol/L 

4 and 7 

Di
m diffusion coefficient of all ions in the 

metal phase 

0 m2/s  

Di
e diffusion coefficient of all ions in the 

electrolyte phase 

5.53 × 10-10 

m2/s 

25 

e electrolyte conductivity 4.7 S/m 40 

 charge transfer coefficient 0.5  
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Figure 1: Schematic of intergranular corrosion in a corrosive electrolyte. 
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Figure 2: The geometry of the model with grain and sensitized SGB. 
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Figure 3: Boundary values for the numerical implementation of this problem. 
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Figure 4: IGC in Al alloy at an applied potential of -0.6 VSCE in a 0.1 M NaCl electrolyte. 

(a) Scanning Electron Microscope (SEM) images of experimental findings, taken from 

literature (reproduced with permission)7. (b) The geometry of the microstructure used in 

the simulations. (c) MPF model results for the evolution of ηelectrolyte with time (electrolyte 

phase= red color and un-corroded metal= blue). 
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Figure 5: Comparison of IGC depth versus time between MPF model, PD model 25 and 

experiment results 7. 
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Figure 6: IGC in Al alloy at an applied potential of -0.6 VSCE in a 0.1 M NaCl electrolyte. 

The evolution of (a) Metal ion (Al+3) (mol/L) and (b) electric potential (mV) distribution. 
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Figure 7: Comparison of (a) MPF model simulations with smaller SGB width and (b) 

experimental SEM images for IGC (reproduced with permission)7. 
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Figure 8: ST surface of the metal exposed to 0.6M NaCl solution at an applied potential 

of -0.73 VSCE. The damage is observed in L-direction where (a) shows the SEM images 

of the damaged SL surface, taken from the literature (reproduced with permission)4, 

similarly (b) shows the MPF model results where red color is for the electrolyte phase 

and blue color for metal phase (both grain matrix and β-phase).  
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Figure 9: IGC depth versus time for MPF model, experimental 4 and linear statistical 

model 4 results. 
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Figure 10: ST surface of the metal exposed to 0.6M NaCl solution at an applied potential 

of -0.73 VSCE .The evolution of (a) Metal ion (Al+3) (mol/L) and (b) electric potential 

distribution with time. Note: gray color shows the metal phase. 
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Figure 11: MPF model results for metal corrosion exposed to a 0.6 M NaCl solution 

from left side at an applied potential of -0.73 VSCE. (a) shows the damage evolution in L-

direction when exposed from ST surface while (b) shows the damage evolution in S-

direction when exposed from LT surface. 
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Figure 12: MPF model simulations for a 3-D geometry at an applied potential of -0.7 

VSCE. Top left one shows the geometric dimensions of the problem under study, while top 

right shows the geometry where electrolyte phase is hidden. (a) shows the evolution of all 

three phases (grain, GB and electrolyte) over time. (b) shows the evolution of grain and GB 

(grain and GB) over time. 




