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ABSTRACT
Hydrogen is a clean energy sourcewith a relatively low pollution footprint. However, hydrogen does
not exist innature as a separateelementbutonly in compound forms.Hydrogen isproduced through
a process that dissociates it from its compounds. Severalmethods are used for hydrogenproduction,
which first of all differ in the energy used in this process. Investigating the viability and exact applica-
bility of amethod in a specific context requires accurate knowledgeof theparameters involved in the
method and the interaction between these parameters. This can be done using top-down models
relyingoncomplexmathematically drivenequations. However,with the raise of computational intel-
ligence (CI) andmachine learning techniques, researchers in hydrology have increasingly been using
thesemethods for this complex task and report promising results. The contribution of this study is to
investigate the state of the art CI methods employed in hydrogen production, and to identify the CI
method(s) that perform better in the prediction, assessment and optimization tasks related to differ-
ent types of Hydrogen productionmethods. The resulting analysis provides in-depth insight into the
different hydrogen productionmethods, modeling technique and the obtained results from various
scenarios, integrating them within the framework of a common discussion and evaluation paper.
The identified methods were benchmarked by a qualitative analysis of the accuracy of CI in model-
ing hydrogen production, providing extensive overview of its usage to empower renewable energy
utilization.
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Nomenclatures

Adaptive neuro-fuzzy inference system ANFIS
Anaerobic sludge blanket reactor ASBR
Analytic hierarchy process AHP
Artificial immune system AIS
Artificial neural network ANN
Back propagation neural network BPNN
Batch hydrogen production BHP
Biomass gasification BG
Binary-coded swarm optimization BCSO
Combined heat, power, and hydrogen CHPH
Commercial dual fluidized bed CDFB
Cost benefit analysis CBA
Coal gasification process CGP
Chemical looping technology CLT
Dark fermentation process DFP
Extreme learning machine ELM
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Fluidized bed FB
Fuel cell power plants FCPP
Fuzzy support vector machine FSVM
Fire fly algorithm FFA
Fault semantic network FSN
Genetic algorithm GA
Genetic programing GP
Granule-based GB
High temperature gas cooled HTGC
Hydraulic retention time HRT
Influent bicarbonate alkalinity IBA
Imperialist competitive algorithm ICA
Levenberg marquardt LM
Molten carbonate fuel cell power plants MCFCPP
Multi layered perceptron MLP
Monte carlo simulation MCS
Multi-way principal component analysis MPCA
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Natural-gas NG
Neuro-fuzzy NF
Non-dominated sorting genetic algorithm NSGA
Nuclear power electrolysis NPE
Organic loading rate OLR
Particle swarm optimization PSO
Probability distribution functions PDF
Pareto optimal method POM
Proton exchange membrane PEM
Photo-electrochemical cell PEC
Photo voltaic PV
Correlation coefficient r
Radiative transfer equation RTE
Root mean square error RMSE
Roulette wheel mechanism RWM
Rotating gliding arc RGA
Steam gasification plant SGP
Steam methane reforming SMR
Self-adaptive gravitational search algorithm SAGSA
Support vector machines SVM
Self-adaptive learning bat-inspired algorithm SAL-

BIA
Structural risk minimization principle SRMP
Standard error of prediction SEP
Teacher-learning algorithm TLA
Total organic carbon TOC
Up flow anaerobic sludge blanket USAB
Wind electrolysis WE

1. Introduction

Welfare and comfort of human life directly depends on
the progress achieved in science and technology. This
progress is likely to generate environmental and energy
crises mainly due to its dependence on the energy needs
of developed and first world nations (Mahmudul et al.,
2017; Najafi, Pirouzpanah, Najafi, Yusaf, & Ghobadian,
2007).Declining fossil fuels and the impacts ofCO2 emis-
sion remain a concerning GHG emissions reduction task
(Faizollahzadeh_Ardabili, Najafi,Ghaebi, Shamshirband,
& Mostafaeipour, 2017) and a major global-warming
issue (Franco, Mandla, & Rao, 2017). Therefore, a major
task to be implemented by environmentally sustainable
nations is to shift their energy use trend toward an alter-
natives, mainly clean energy generated from renewable
sources (Najafi, Pirouzpanah, Ghobadian, & Sadeghpour,
2007).

There is no doubt that heavily utilization energies such
as wind, solar, biomass, hydro power, tidal, geothermal
and hydrogen are the most well-known renewable ener-
gies that provide viable solution not only to solve future
energy needs but also, to empower alternative measures
to ameliorate the growing concern about environmental

degradation due to conventional fossil fuel. In last few
years, it has been observed that an increasing interest
on alternative energy sources has been mounting in the
energy sector. Based on a report of British Petroleum sta-
tistical review of global energy usage in June 2017, the
universal primary energy consumption appears to have
increased by about 1% (in 2016), after a growth of about
0.9% in 2015 and about 1% in 2014. However, the 10-year
average value was estimated to be about 1.8% per year.
It was also noticeable that the renewable power (exclud-
ing hydro) has grown by about 14.1% in 2016 and that
wind energy is expected to provide more than 50% of the
growth of the renewable energies, while almost 18% of
total energy value has been accounted for solar energy.
The global NPE has increased by about 1.3% in 2016,
whereas hydroelectric power generation has elevated by
about 2.8% in 2016 (leading to a value of 27.1 mtoe)
(Global, 2017).

While there have been previous reviews on other
forms of renewable energies (e.g. (Kannan & Vakeesan,
2016; Thakur, Panigrahi, & Behera, 2016)), this paper is
focused on hydrogen, a unique and an alternative energy
resource that has a low pollution footprint released from
its combustion (in the presence of sufficient oxygen) that
produces only water and energy, and its subsequent uti-
lization in fuel cells. The chemical process of energy
extraction accords to (Eq. 1) to advocate the use of
hydrogen as a future energy resource (Castillo, Magnin,
Velasquez, & Willison, 2012; Perna, 2007).

2H2(g) + O2(g) � 2H2O(g) + energy (1)

It is important to be note that fuel generated
from hydrogen has the largest ‘higher heat value’
(HHV) (approximately 141.9Mj/kg) and a ‘lower heat
value’ (LHV) (approximately 119.9Mj/kg) compared to
the conventional energy constituents such as methane
(approximately 55.5 and 50Mj/kg, respectively for HHV
and LHV), Ethane (approximately 51.9 and 47.8Mj/kg,
respectively for HHV and LHV), Gasoline (approxi-
mately 44.5 and 47.5Mj/kg, for LHV and HHV), Diesel
(approximately 44.8 and 42.5Mj/kg, for HHV and LHV)
andmethane (approximately 20 and 18.1Mj/kg, forHHV
and LHV) (Nikolaidis & Poullikkas, 2017). These com-
parisons show a great potential of hydrogen to be amica-
bly embraced as a future energy resource in respect to the
other forms of competing energy counterparts.

Despite the opportunities offered by hydrogen (as an
alternative energy resource), it is imperative to note that
hydrogen is not available as a single elemental source
of energy, but it needs to be detached from potential
compound including hydrocarbon fuels, boron hydride,
water, chemical elements, hydrogen sulfide, and biomass
(Dincer & Joshi, 2013). The techniques applied for the
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production of hydrogen can be placed in four classes:
biochemical (Sivagurunathan, Kumar, Kobayashi, Xu, &
Kim, 2017), electrical (Hosseini & Wahid, 2016), ther-
mal (Hbaieb, Rashid, & Kooli, 2017) and photonic (Vagia
et al., 2017). Nuclear, fossil, and other renewable energies,
can be the sources for the production of hydrogen but on
the other hand, hydrogen can also be produced by recov-
ered energy through various other chemical processes
(Dincer & Joshi, 2013).

Figure 1 presents a flowchart of the hydrogen produc-
tion methods.

In few last years, there was an increasing interest pro-
duction of hydrogen production studies through a num-
ber of techniques, some of which are as analyzed and
presented as follows.

Cao et al. (2016) employed an FB reactor to generate
hydrogen from chicken manure with supercritical water
gasification, Kraussler, Binder, Schindler, and Hofbauer
(2016) produced hydrogen from a CDFB biomass SGP
through a lab scale process and Cesar et al. (2016) pro-
duced hydrogen during steam reforming from ethylene
glycol in the presence of Ni and Ni–Pt hydrotalcite-
derived catalystsSaadi, Becherif, and Ramadan (2016)
studied hydrogen production using Proton Exchange

Membrane (PEM) electrolyzer by applied solar energy
to the production system while Hu, Zhang, Jing, and
Lee (2016) produced bio-hydrogen from maize straws,
pretreated with micro grinding technique and a photo-
fermentation process. Lin, Leu, and Lee (2016) studied
a two-stage (H2 +CH4) fermentation and CH4 reform-
ing process to increase hydrogen production with an
environment-friendly approach where wastewater was
used. This followed many researchers who used different
methods, and they clearly depict a broad range of tools
used for direct extraction of hydrogen without detri-
mental influence on the environment and the resulting
burden of carbon footprint.

From the viewpoint of understanding hydrogen pro-
duction there certainly appears to be a need for mod-
eling the production process, to enable real-time pro-
duction to be mapped with feasibility studies and for-
ward planning of the entire renewable energy extraction
and capital investment strategy. In recent years, artifi-
cial intelligence or soft computing (denoted as ‘compu-
tational intelligence’, CI) has been employed in scientific
and energy engineering studies. For example, Sefeed-
pari, Rafiee, Akram, Chau, and Pishgar-Komleh (2016)
employed ANFIS and MLP to emulate the production

Figure 1. Hydrogen production method.
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of eggplants based on actual energy consumption. ANN
methodology was used to estimate the fluctuation in
groundwater level simulated by dendrochronology by
Gholami, Chau, Fadaee, Torkaman, and Ghaffari (2015),
while ANN methodology was also selected to estimate
base flow separation in an experiment. In this study, the
computational run timewas seen to be reducedwith ELM
algorithm. In another study the inputs and model identi-
fication was performed with the BCSO (Taormina, Chau,
& Sivakumar, 2015), revealing the utility of CI in scien-
tific experiments in a practical implementation frame-
work. A hybrid improved complete ensemble empirical
model decomposition model integrated with PSO-SVR
was applied to emulate short-term electricity demand
by Al-Musaylh, Deo, Adamowski, and Li (2018b) while
Salcedo-Sanz, Deo, Cornejo-Bueno, Camacho-Gómez,
and Ghimire (2018) applied a neuro-evolutionary hybrid
mechanism to estimate daily solar radiation in Australia.

In published literature, it is evident that the use of
CI acts to reduce the complexity of the system to be
modeled and it can provide a high level of simulated
accuracy of the overall system. To name a few such stud-
ies, we note that the CI method can be classified into
these algorithms: GA, PSO, NF, AIS, FSVM and ANN
applied to optimize the entire modeling process (Faizol-
lahzadeh_Ardabili, Mahmoudi, & Mesri Gundoshmian,
2016; Kalantari et al., 2017). Known as artificial intelli-
gence methods, CI has an excellent ability to learn the
patterns embedded in the input-target dataset, and thus
are able to recognize the complex (and potentially con-
cealed) behavior in such data to model the objective
variable. Using computer-based method research shows
that CI approaches are able to employ significantly large
volume of data to attain a high level of accuracy. More
importantly, with the help of computer-assisted facili-
ties, CI approaches can also enable a variety of decision-
making options modeled by realistic estimates of pro-
cesses that need to be implemented in real-life scenario
(O’Leary, 2013).

Like many other fields, CI has attained a respectable
place in the production, optimization and evaluation of
hydrogen energy mainly because the generation of this
energy is a relatively complex process involving large
volume of data with several (and sometimes highly con-
voluted) input parameters. Such input parameters can
be analyzed carefully to successfully model and extract
hydrogen energy in a real system. Shi, Gai, Zhao, Zhu,
and Zhang (2010) employed ANN for bio-hydrogen pro-
duction in a steady-state performance bioreactorwhereas
Gabbar, Hussain, and Hosseini (2014) developed a new
method using FSN for the propagation analysis and fault
diagnosis in the presence of evolutionary technique such
as the GP and ANN to uncap the interactions between

hydrogen production process variables. The rest of the
studies, as presented in Table 1, can be categorized based
on the respective CI approach.

The aim of this review is to survey the state-of-the-art
CI approaches used in hydrogen production in terms of
their context of application, accuracy and sensitivity to
the model’s input datasets. An extensive review, analysis
and interpretation is expected to provide comprehensive
information on the utilization of CI in hydrogen pro-
duction, which is useful for researchers to optimize their
approach, and renewable energy engineers to embrace
such methods in modeling hydrogen energy systems.
This review study contains five primary stages. The first
stage is a comprehensive introduction about hydrogen
energy and its production process. Secondly, the review
provides a classification of studies based on the developed
CImethod in a greater detail, while stage three introduces
CI and the hydrogen production methods. Stage four
defines the criteria for evaluation of models and the final
stage develops the comparison based on evaluation crite-
ria and the overall conclusion reached in the review paper
and the synthesis of state-of-the-art studies in hydrogen
production studies.

2. Methodology

In this reviewwe adopt a state-of-art where 21 recent arti-
cles onCImethods for hydrogen production are collected
from cited archival literature including Science Direct,
IEEE and Springer. The papers are reviewed in terms
of hydrogen production method, modeling technique(s)
and the obtained result. Table 1 provides a list of studies
that deal with CI technique. This is arranged as a com-
prehensive overview of the aims and objectives, and the
developed modeling method. The table also contains the
method in the horizontal section with 4 vertical sections
that are the title of the paper, publication year, author(s)
and objective(s).

3. Characteristics of the studies

Table 2 presents the characteristics of the studies, i.e.
the employed methodologies for each study in detail, the
hydrogen productionmethod, modeling method and the
input and output datasets of each CI approach.

4. CI Approach Evaluation Criteria

The effectiveness of previous CI approach applied in
a problem of hydrogen production has been evaluated
based on a comparison of the output of the developed
model and the target values, used for most accurate pre-
diction, detection, and optimization and monitoring of
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Table 1. Publications on CI techniques in field of hydrogen production between 2007 and 2017.

Row Published Year Author(s) Objective

Artificial neural network
1 2017 (Jha, Kana, & Schmidt, 2017) To optimize the hydrogen yield and Chemical Oxygen Demand removal

efficiency in a UASB bioreactor
2 2016 (Hossain, Ayodele, Cheng, & Khan,

2016)
To estimate the produced hydrogen-rich syngas through methane dry
reforming process over Ni/CaFe2O4 catalysts

3 2016 (Karaci, Caglar, Aydinli, & Pekol, 2016) To model the thermochemical conversion process (i.e. hydrogen gas
production from waste materials)

4 2014 (Whiteman & Kana, 2014) To predict the bio-hydrogen production process
5 2014 (El-Shafie, 2014) To estimate the bio-hydrogen yield
6 2010 (Rosales-Colunga, García, & Rodríguez,

2010)
To estimate the biohydrogen production during fermentative processes

ANFIS and other fuzzy methods
1 2017 (Shabanian, Edrisi, & Khoram, 2017) To estimate the hydrogen production and to optimize the production process

for reaching the maximum production yield and energy efficiency
2 2016 (Aghbashlo, Hosseinpour, Tabatabaei,

Younesi, & Najafpour, 2016)
Exegetically optimization of the operational conditions of the photo-bioreactor
for bio-hydrogen production during water gas shift (WGS) reaction using a
multi-objective hybrid optimization technique

3 2014 (Woo, 2014) To analyze the safety of nuclear power plants production of hydrogen
4 2011 (Chang, Hsu, & Chang, 2011) To choose the most appropriate hydrogen production technology using an

evaluating method: application in Taiwan
5 2012 (Huang et al., 2012) To develop an online system for bio-hydrogen production through monitoring

control approach.
6 2012 (Heo, Kim, & Cho, 2012) To evaluate the hydrogen production using six alternative methods include:

biomass gasification (BG), NPE, coal gasification (CG), steam methane
reforming (SMR), wind electrolysis (WE), and by-product hydrogen

7 2014 (Thengane, Hoadley, Bhattacharya,
Mitra, & Bandyopadhyay, 2014)

To compare different hydrogen production methods from view point of cost
benefit approach

GA and related algorithms
1 2007 (Mu & Yu, 2007) To model the steady-state performance of a GB hydrogen production through

UASB reactor
2 2009 (Wang &Wan, 2009) To increase the hydrogen production yield
3 2016 (Li & Lu, 2017) To obtain the optimal value of the varying temperatures (i.e. room temperature

(T1), hydrolysis temperature (T2) and oxygen decomposition temperature
(T3)) in nuclear-based hydrogen Production process

4 2013 (Niknam, Bornapour, & Gheisari, 2013) To consider the placement of Combined sources of Power, Heat, and Hydrogen
fuel cell power plants without assuming the devices preparing cost

5 2015 (Bornapour & Hooshmand, 2015) To plan the placement and the operation of MCFCPPs in distribution networks
in case of using for CHPH production

6 2013 (Niknam, Bornapour, Ostadi, & Gheisari,
2013)

To optimize the planning of MCFCPPs for CHPH production

7 2012 (Niknam, Fard, & Baziar, 2012) To evaluate the operation of hydrogen production, thermal load and electrical
energy by FCPP

Support Vector Machine (SVM) method
1 2016 (Monroy, Guevara-López, & Buitrón,

2016)
To develop a model for evaluating and estimating BHP during
photofermentation process

the process in term of their statistical performance accu-
racy. Table 3 presents the evaluating factors that have
been employed for comparing the efficiency of the CI
approach. The second column describes the parameters
used in the performance indices.

5. State-of-the-art of CI approaches in
Hydrogen Production

5.1. Fuzzymethod

This method was first introduced by Zadeh (1965). The
method contains valued logics in which the variables are
assigned as the actual number between or equal to 0
and 1 to classify data into an orderly manner (Faizol-
lahzadeh_Ardabili et al., 2016; Kalantari et al., 2017).
This method has since become prominent for handling

non-deterministic data concepts, for example, where the
goal value has a magnitude between completely true or
the completely false case (Novák, Perfilieva, & Mockor,
2012). Fuzzy method has been successfully applied to
many research fields, including control theory and span-
ning to artificial intelligence-based applications, as pre-
sented below.

5.1.1. Fuzzy analytic hierarchy process approach
(FAHP)
AHP method was first used by Saaty (1980) in multi-
criteria decision making. This aims to employ the theory
ofmeasurements through pairwise comparisons by using
both quantitative and qualitative data. This means that
the FAHP is able to apply pairwise comparisons to bench-
mark the possibilities based on their importance over
each other. The comparisons made are able to indicate
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Table 2. Modeling characteristics.

No. Methodology Production Method
Modeling method/ classification

method Input(s) /objective function (s) Output (s)/ Criteria References

1 Using immobilized cell volume (ICV),
Hydraulic Retention Time (HRT) and
process temperature as input variables
(independent variables) for developing the
ANN and RSM

Anaerobic Sludge Blanket
(UASB) bioreactor

ANN Hydraulic retention times,
immobilized cell volumes
and temperatures

hydrogen yield and COD
(Chemical Oxygen Demand)
removal efficiency

(Jha et al., 2017)

2 Applied radial basis function (RBF) and multi
layered perceptron (MLP) to predict the
production process in presence of the
catalyst metal loadings, feed ratio and the
reaction temperature as inputs and H2 yield,
CO yield, CH4 conversion and CO2 as output
of process

Methane reforming ANN Feed ratio, Reaction Tem-
perature and Metal
loading

CH4 conversion, CO2
conversion, H2 yield and CO
yield

(Hossain et al., 2016)

3 Pyrolysis process was modeled using MLP
network using LM algorithm with 13
neurons on hidden layer by employing
catalyst amount, type, biomass diversity,
and temperature

pyrolysis of waste materials ANN catalyst amount, type, biomass
diversity, and temperature

Hydrogen rich gas production
yield

(Karaci et al., 2016)

4 concentration of molasses, pH, temperature
and inoculum concentration were
considered as input variables and hydrogen
production yield was considered as output
variable

Fermentation process ANN concentration of molasses, pH,
temperature and inoculum
concentration

Hydrogen production (Whiteman & Kana, 2014)

5 Sixty data set were collected from batch
type reactor. Reaction temperature, initial
medium pH and the initial substrate were
considered as input of ANN and the output
was the hydrogen production yield.

Fermentation process ANN Reaction temperature, initial
medium pH and the initial
substrate

Hydrogen production yield (El-Shafie, 2014)

6 A BPNN with 12 nodes in hidden layer
with the conjugated gradient algorithm
was employed to model the hydrogen
production (as target parameter) using
oxidation-reduction potential, pH dissolved
CO2.

Fermentation process BPNN oxidation-reduction potential,
pH dissolved CO2

Hydrogen production (Rosales-Colunga et al.,
2010)

7 In first stage, ANFIS method was employed to
predict the hydrogen yield and conversion
efficiency of butanol and jet fuel and ICA
methodology was developed to optimize
the above mentioned processes from
view point of production yield and energy
efficiency

noncatalytic filtration
combustion to be
used in fuel-reforming
process

ANFIS Inlet velocity and equivalence
ratio

hydrogen yield and conversion
efficiency of butanol and jet
fuel

(Shabanian et al., 2017)
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8 The objective function of study was developed
by ANFIS, andthen the NSGA was applied to
find the highest energy efficiency and the
lowest destructed energy

Photo bio reactor NSGA with ANFIS culture agitation speed and
syngas flow rate

normalized energy destruction,
rational energy efficiency,
and process energy
efficiency

(Aghbashlo et al., 2016)

9 The assessment of HTGC reactor was modeled
using fuzzy algorithm for the stabilized
hydrogen production using nuclear energy

Nuclear energy-based
hydrogen production

Modified Fuzzy method In five scenario for evaluation
the system:Long-term
cooling using conduction
Shutting down the cooling
system, Flow coast down
and power equilibrium, Trip
of pre-turbine, Re-criticality
achievements,

(Woo, 2014)

10 Linguistic scores prepared by Delphi
questionnaire, were used to collect the
technology rating and weights. The
prepared linguistic scores were fuzzificated,
and the ideas of decision makers (on related
weights and rates) was exported using
fuzzy Delphi method (FDM). The developed
model was employed to study hydrogen
production based on different technologies.

NG reforming,NG
reforming with CO2
storage, using net
Electricity for producing
Hydrogen, Using PV
electricity for producing
Hydrogen, using
electrolysis by wind
power for producing
Hydrogen, using
biomass gasification for
producing Hydrogen,
using fermentation
process for producing
Hydrogen

Fuzzy Delphi method linguistic variables for
Energy efficiency, CO2
emission, Fossil fuel
consumption, Technological
maturity, Technology
development potential,
Technological/industrial
support, Feedstock,
Capital, and Hydrogen
production costs, Domestic
market demand, Global
market demand, Land
use, Safeguard and social
acceptance

Evaluating and presenting the
best hydrogen production
technology

(Chang et al., 2011)

11 • pH and temperature were
employed as fermentation envi-
ronmental factors to control the
feeding pump speed and heater
performance

• fuzzy control was employed in lab-
view software to develop a real time
controller on hydrogen production
process

Fermentation Fuzzy controller for controlling
the production process

PH and temperature feeding pump operating speed
and heater status/ Hydrogen
production

(Huang et al., 2012)

12 The fuzzy AHP method were employed
to evaluate the studied system based
on Twelve factors and their weights
include: Ripple effect to other industries,
Market size, Environmental contribution,
Human resource development, Operation,
Equipment, Infrastructure, and Distribution
costs, Technological Reliability, dependency,
acceptability and Stability.

SMR, gasification of
biomass and coal, NPE
and wind electrolysis,
and by-product of
hydrogen

Fuzzy AHP Risks, Opportunities, Benefits,
Costs, and Concepts

Evaluating and presenting the
best hydrogen production
technology

(Heo et al., 2012)

(continued).
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Table 2. Continued.

No. Methodology Production Method
Modeling method/ classification

method Input(s) /objective function (s) Output (s)/ Criteria References

13 AHP and Fuzzy-AHP methods were employed
to evaluate eight hydrogen production
technologies including: partial biomass
and coal gasification, SMR, oxidation of
hydrocarbons, hydro-based, wind based
and photovoltaic-based electrolysis, water
splitting by chemical looping.

partial biomass and
coal gasification,
SMR, oxidation of
hydrocarbons, hydro-
based, wind based and
photovoltaic-based
electrolysis, water
splitting by chemical
looping

CBA using AHP and Fuzzy-AHP
approaches

Common inputs of each
method

Hydrogen production,
utilities and raw material
consumption greenhouse
gas emissions, energy
scalability and efficiency

(Thengane et al., 2014)

14 Applied ANN and GA by the input parameters
of OLR, HRT, and IBA and the output
parameters of H2 production rate,
concentration, and yield, effluent total
organic carbon and effluent aqueous
products, separately

ASBR ANN and GA OLR, HRT, and IBA H2 production rate and yield,
H2 concentration in the
biogas, and TOC, acetate,
vale rate, propionate,
butyrate, capo rate in the
reactor effluent

(Mu & Yu, 2007)

15 Developed the neural network-based GA and
RSM based on, initial PH, temperature and
glucose concentration as the input variables
and the hydrogen production as the target
value.

Fermentation process ANN-GA initial PH, temperature and
glucose concentration

Hydrogen yield (Wang &Wan, 2009)

16 GA-MCS approach is employed to find the
optimal temperature ranges

nuclear-based through
Cu-Cl cycle

Genetic Algorithm and Monte
Carlo Simulation

room temperature, hydrolysis
temperature and oxygen
decomposition temperature

Hydrogen production (Li & Lu, 2017)

17 Employed the h-Self Adaptive Gravitational
Search algorithm to achieve the optimal
locating for FCPPs and daily optimal active
powers.

Fuel Cell Power Plants
(FCPPs)

�-SAGSA Cost, emission and voltage
deviation

heat produced by FCPP in bus I,
bus during time t, equivalent
electrical energy, equivalent
electrical energy of saved,
the maximum power
of FCPP and equivalent
electric power for hydrogen
production during time t

(Niknam, Bornapour, &
Gheisari, 2013)

18 The study scenarios were defined and the
RWM-PDF was employed to generate
scenarios based on input random variables.
This approach helped define the problem
as a cost-function. FFA and POM were
employed to reduce the costfunction.

MCFCPP FFA Cost, emission and voltage
deviation

Achieving the best response
for developed scenarios

(Bornapour & Hooshmand,
2015)
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19 • The objective function included:
electrical energy production cost,
thermal energy, and hydrogen pro-
duction, and voltage deviation

• The optimal planning for produc-
tion of heat power and hydrogen
with nonlinear nature was consid-
ered as study problem, accordingly
a SLA-BIA was employed for solving
the mentioned issue

MCFCPP SLA-BIA Several scenarios for
management of thermal
energy and hydrogen
production, total emission
of MCFCPPs and achieving
the best optimal set

(Niknam, Bornapour,
Ostadi, et al., 2013)

20 TLA to take theoptimal operationmanagement
of PEM-FCPPs and the optimal configuration
of the system

FCPP TLA scenarios of PEM-FCPPs
managements

(Niknam et al., 2012)

21 • Using experimental photo-
fermentations to obtain Kinetic
parameters

• experimentally determining the
Optimal conditions

• for light intensities, pH and Temper-
ature, as state variables, as variables
in the mechanistic model

• - employing MPCA technique and a
classification stage using SVM

Photo fermentation
process

Mathematical model-
ing/Support Vector
Machine

I, pH and Temperature Hydrogen production (Monroy et al., 2016)

22 Employing a method for fault diagnosis and
propagation analysis using ANN and GP to
uncover the interactions between hydrogen
production process variables.

Cu–Cl thermochemical
cycle

FSN A/C ratioFeed D flow
rateSeparator liquid flow

Explosion (Gabbar et al., 2014)
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Table 3. Model evaluation criteria

Accuracy and Performance Index Description

MSE= 1

N × p

p∑
i=1

N∑
j=1

(Tij − Lij)2 • P, the number of data set
patterns

• N, the number of output
units

• Tij and Lij are target andout-
put values

RMSE=
√

1

N × p

p∑
i=1

N∑
j=1

(Tij − Lij)2 • P, the number of data set
patterns

• N, the number of output
units

• Tij and Lij are target andout-
put values

MAE= 1

N × p

∑p
i=1

∑N
j=1 |Tij − Lij| • P, the number of data set

patterns
• N, the number of output

units
• Tij and Lij are target andout-

put values

MAPE= 100 × 1

N × p

p∑
i=1

N∑
j=1

∣∣∣∣ Tij − Lij
Tij

∣∣∣∣ • P, the number of data set
patterns

• N, the number of output
units

• Tij and Lij are target andout-
put values

r=
∑n

i=1[(pMi − p̄M)(pPi − p̄P)]∑n
i=1[(pMi − p̄M)2

∑n
i=1 (pPi − p̄P)2]

• PMi is the target power
• Pp ; is the output power
• PM is the average power
• n is the number of the

samples;

the sensitivity and the influence of an element relative
to the other element by taking into account the partic-
ular attribute using an absolute scale theorem. Due to
the nature of the indefinite judgment for the importance
of each criteria, the FAHP model is able to exhibit a
good fit with the fuzzy sets or the fuzzy numbers model,
which is based on the vague thinking of humans. There-
fore many studies have explored the fuzzy AHP (FAHP)
approach in practical applications (e.g. (Dožić, Lutovac,
& Kalić, in press; Shahbod, Mansouri, Bayat, Nouri, &
Goddousi, 2017)). This method is one of the most popu-
lar approaches used in analyzing andmodeling renewable
energies. For example, Kumar et al. (2017) employed the
fuzzyAHP approach to predict the best biodiesel produc-
tion method whereas Singh, Vats, and Khanduja (2016)
employed the FAHP approach to estimate the poten-
tiality index (PI) and the relevant ranking of different
Indian states for using solar energy in more efficient
manner.

5.1.2. Fuzzy Delphi (F-D)
F-D is an analytical tool first introduced by Ishikawa
et al. (1993). In terms of its origin, this method has been
derived from the fuzzy set theory and Delphi techniques.
This method is primarily grounded as a decision-making
tool where an expert opinion is based on the writing

of the questionnaire surveys. In the last few years, the
F-D method has been employed in various fields by dif-
ferent researchers and in a variety of research contexts
(Suganthi, Iniyan, & Samuel, 2015).

5.2. Artificial neural network (ANN)

ANNs have a good ability to learn and analyze data fea-
tures and subsequently, to implement non-linear approx-
imation function (Faizollahzadeh_Ardabili et al., 2016)
and are considered as one of the most efficient methods
compared to statistical techniques (Naderloo et al., 2012).
ANNs operate on the basis of the biological neural net-
work and this has led to their successful applications in
many areas such as pattern recognition, adaptive con-
trols, image analysis etc. (Chen & Zhang, 2014). ANNs
do not require any initial assumption about the nature
of the fitting function or the data distribution, and this
is a primary an advantage of the model over its statisti-
cal counterparts. On the other hand, ANN can be trained
with experimental data; therefore it is classified superior
among the popular modeling tools. Importantly, ANN
method has the ability to model complex systems in a
more user-friendly way, requiring no parametric form
of data assumption, complex physical equations and ini-
tial or boundary conditions compared to mathematical-
type models (e.g. linear regression) (Pahlavan, Omid,
& Akram, 2012). Recent papers have used ANN to
model wind speed and global solar radiation with near-
est neighbor datasets (Deo et al., 2018; Deo & Sahin,
2017).

5.2.1. Multi-layered-perceptron (MLP)
This model is a feed forward ANN that uses back-
propagation, and supervised learning for the training
of the network. The method contains input, hidden
and output layers and the model aims to map input
data onto an output space (Rosenblatt, 1961). Due to
the simplicity of the design of an MLP, the model
has successfully been employed to predict the produc-
tion of biofuels, in many studies. For example, Maran
and Priya (2015) employed MLP network and com-
pared its performance with the RSM model for ana-
lyzing FAME conversion process in biodiesel produc-
tion, reporting the MLP method with a better effi-
ciency compared to the RSM. Akbaş, Bilgen, and Turhan
(2015) employedMLP to predict biogas production from
wastewater treatment, and found a relatively good ability
to model the process, while another study applied MLP
model integrated with Firefly Optimizer algorithm to
model wind speed using neighboring station wind speed
dataset without any other climate-based input (Deo et al.,
2018).
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5.2.2. Radial basis function (RBF)
The production of hydrogen has also been modeled
with a Radial Basis Function (RBF) model that contains
three data analysis layers similar to an MLP network
but unlike the MLP the RBF employs only one hidden
layer. RBF can be used as a kernel function in support
vector classification or support vector regression models
(e.g. (Al-Musaylh, Deo, Adamowski, & Li, 2018a)).More-
over, RBF-basedmodel has a simpler structure compared
to the MLP, and it usually presents efficient learning
and modeling capabilities compared to the MLP-based
model. This was evident from some studies showing
that this model can provide more precise output (rel-
ative to the input) compared to the MLP-based model
due to its architectural design, and accordingly, provid-
ing a highly adaptable network for modeling different
types of energy systems (Tatar, Barati-Harooni, Partovi,
Najafi-Marghmaleki, & Mohammadi, 2016).

5.3. ANFIS

ANFIS is a well-established tool that integrates the fea-
tures and merits of ANN and the Fuzzy method. ANFIS
model contains a number of adaptive nodes that are con-
nected through the directional links that progress and
model the input features through the fuzzy logic and the
neural network approaches (Yaseen et al., 2017). Sim-
ilar to the ANN model, the ANFIS model is able to
generate the outputs using adaptive nodes, but on the
other hand, it also uses the features of learning rules
to minimize the training errors of the resulting predic-
tive model. In fact, the ANFIS model is able to generate
a hybrid intelligent system (i.e. combining ANN and
Fuzzy Logic) where the merits of both the fuzzy logic
and neural networks are used into a unified predictive
model (Faizollahzadeh_Ardabili et al., 2017). As such, the
ANFIS model has been one of the most accurate predic-
tion methodologies considered in the field of renewable
energies.

5.4. Genetic algorithm (GA)

GA is a prediction tool that aims to generate high-
quality solutions in optimization and global search prob-
lems (Salcedo-Sanz et al., 2018). This model is able to
deduce the closest optimal solution by searching through
a feature space (Kennedy & Optimization, 1995). In GA
model, a solution needs to be selected as the candidate
solution (CS) and its population is set to evolve towards
a better solution. Each CS contains a set of properties.
This properties have the ability to mutate and change,
therefore the evolution generally begins from a popula-
tion of randomly generated individuals, and is progressed

as a duplicate process. In each generation (i.e. the popu-
lation in each iteration), the objective function (for the
optimization problem) is calculated. The new genera-
tion of the candidate solutions is then used in the next
iteration of the algorithm. When a maximum number
of generations have been produced, the algorithm stops
and utilizes the final model to make the predictions.
Recent applications include studies on evaporation mod-
eling (Deo & & Samui, 2017) and feature selection in
energy prediction problems (Salcedo-Sanz et al., 2018).

5.4.1. h-Self adaptive gravitational search algorithm
(h-SAGSA)
h-SAGSA has been acquired from a set of concepts
related to Newton’s law of gravity (Formato, 2007).
According to the behavior of gravity and the Newton’s
Second law, the gravitational force between any two bod-
ies depends on their mass and the acceleration of the
body only depends on the force acting and it’s mass. In
this algorithm, a similar notion is used where the bodies
or particles are considered to be objects and their masses
are the value objective functions in the optimization
problem, while their positions are solutions.

5.4.2. Firefly algorithm (FFA)
FFAproposed byYang (2010a), is an innovativemodeling
and optimization tool inspired by the flashing behavior
of the fireflies. The conceptualization involves the notion
that the light generated from the firefly acts as a signal to
attract the other fireflies and the brightness level is depen-
dent on the objective function. Recent work has used the
FFA as a tool integrated with the MLP model for pan
evaporation modeling (Ghorbani, Deo, Yaseen, Kashani,
& Mohammad, 2017), modeling and uncertainty evalu-
ation of dissolved biochemical oxygen demand (Raheli,
Aalami, El-Shafie,Ghorbani,&Deo, 2017) aswell aswind
speed prediction without the use of large-scale climate
datasets (Deo et al., 2018).

5.4.3. Bat-inspired algorithm (BiA)
BiAdeveloped byYang (2010b), is an innovative tool used
for goal optimization. This is based on microbats behav-
iors, and it operates by considering the variation of the
emitted pulse rates and their loudness such that it consid-
ers a bat that is flying at a velocity, position and frequency.
As the algorithm progresses to find bait, its loudness,
frequency and pulse emission change. This technique is
used to control the motion behavior of bats.

5.4.4. Teaching-Learning (T-L) based optimization
algorithm (OA)
T-LOA is an algorithm based on population which is
developed by Rao, Savsani, and Vakharia (2011) used
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for Optimization purposes. This algorithm represents
the imitation of the T-L ability of the teacher and the
students. In this method, the population considered for
modeling purpose is a group of students and the offered
topics to the student are as design variables of the model.
A student’s result is similar to the fitness value of the
model and the value of objective function is used to repre-
sent the knowledge of a particular student. As the teacher
is considered to be the most learned option than oth-
ers, the best solution attained is similar to teacher in the
T-LOA model. The process of Teaching and Learning-
Based Optimization is divided in to two category.

5.5. SVM

SVM is considered as a popularCImethod. Thismethod-
ology is applied in accordance with statistical learning
theory, which has a wide application in many fields
of science and engineering including classification and
regression problems (Ebtehaj, Bonakdari, Shamshirband,
& Mohammadi, 2016; Ghorbani, Shamshirband, et al.,
2017). SVM aims to reduce the generalized upper bound
error rather than the local training error. This is one of
the main advantages of the SVM model compared to
the traditional machine learning methods. Moreover, the
SVM model uses SRMP and presents a good general-
ization capability to overcome the shortcomings of the
conventional ANN algorithm that utilizes the empirical
risk minimization in modeling a given variable. SVM
models have thus been applied in a number of energy
problems (e.g. (Al-Musaylh et al., 2018a; Deo, Wen, &
Feng, 2016; Salcedo-Sanz et al., 2018)).

6. Hydrogen productionmethod

In accordance with literature, green energy solutions
based on hydrogen production methods are separated
into four categories from the viewpoint of utilizing this
as a primary energy in renewable energy systems. These
four categories, as focused in this study, are: electri-
cal, thermal, photonic and biochemical energies. The
remaining methods are a combination of these four pro-
duction methods (Dincer & Joshi, 2013).

In this section of the review a brief description of each
hydrogen production method is presented. This descrip-
tions of the methodologies have been collected from
primary references (Dincer, 2012; Dincer & Joshi, 2013;
Rajeshwar, McConnell, & Licht, 2008; Turner, 2004; Van
de Krol & Grätzel, 2012).

In accordance with the findings, the review iden-
tifies that electrical energy is considered as the pri-
mary energy resource for the electrolysis and plasma
arc decomposition methods. In the electrolysis method,

passing a direct current from water and then decompos-
ing water into O2 and H2 is facilitated. In the plasma
arc decomposition method, the hydrogen is also gener-
ated by passing the natural gas through an electrically
produced plasma arc. In this process, the carbon soot is
also produced along with the production of hydrogen.
ezzahra Chakik, Kaddami, and Mikou (2017) employed
zinc alloys as the cathodes in water electrolysis process
for hydrogen production in the presence of NaOH as
the primary electrolyte. Grigoriev et al. (2017) imple-
mented Clathrochelate-based electrocatalysts in proton
exchangemembrane (PEM)water electrolysis to facilitate
the hydrogen production process. In a study by Zhang
et al. (2014), the hydrogen production from methane
decomposition process was investigated. In this study,
an atmospheric pressure RGA discharge reactor was
employed, which was co-driven by a tangential flow and
a magnetic field.

The next category of hydrogen production utilizes
thermal energy as a primary energy source, and this con-
tains the Thermolysis, Thermo-catalysis and the Ther-
mochemical processes. In principle, Thermolysis uses
water as the raw material resource, and accordingly, the
water steam is then brought to the temperature of over
2,500K and its molecules are decomposed thermally.
Hydrogen sulfide is the material resource of Thermo-
catalysis process, which is cracked thermo-catalytically
into H2 and S as the byproducts. In another stage, the
material source is biomass, which is converted through
the Thermo-catalytic process into usable hydrogen and
the thermochemical process entails the splitting of water,
followed by gasification and reformation that results in
H2S after the final splitting stage. Here, the water is the
material source in the splitting process, which utilizes
chemical reactions to disintegrate the water molecules.
Gasification, on the other hand, uses biomass as themate-
rial resource where H2 is extracted through the conver-
sion of biomass into the syngas. The reforming process,
converts liquid biofuels to H2 such that the H2S slitting
process uses hydrogen sulfide in the presence of cyclical
reactions to split the H2S molecule, and accordingly to
release usable hydrogen.

In terms of existing studies, the work by Cong et al.
(2016) has developed a reaction mechanism for the H2S
thermolysis process. A reaction path analysis is applied to
determine the reactions that were responsible for the for-
mation of H2 and S2 from the hydrogen sulfide. Yeheskel
and Epstein (2011) developed a volumetric reactor in
order to produce hydrogen through a solar thermoly-
sis of methane in the presence of carbon particles cloud,
which were a priory seeded or chemically produced.
Naterer et al. (2015) developed a new solubility model
for CuCl–CuCl2–HCl–H2O quaternary system where
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a new integrated process for-electrochemical hydrogen
production was used to increase the speed and effi-
ciency of electrolysis. Nakamura, Miyaoka, Ichikawa,
and Kojima (2013) employed the thermochemical water
splitting process using lithium redox reactions below
800 °C for the production of hydrogen while Ferran-
don et al. (2010) investigated the hydrogen production
prospects in a Cu–Cl thermochemical cycle to study the
key steps of hydrolysis of CuCl2 intoCu2OCl2 andHCl in
the thermochemical Cu–Cl cycle. Sahraei, Larachi, Abat-
zoglou, and Iliuta (2017) studied the hydrogen produc-
tion usingNi-UGS as a catalyst (whichwas prepared from
metallurgical residues by the impregnation ofNi in a solid
state) through a glycerol steam reforming (GSR) process
and Wang, Fan, and Wang (2016) studied hydrogen pro-
duction through chemical looping reforming process by
using the reactivity of NiMn2O4, employing bioethanol
as a renewable liquid fuel. In this process, CO was also
generated, along with H2 as a major product.

The other hydrogen production methods are as fol-
lows: Photo Voltaic electrolysis, Photo-catalysis, Photo-
electrochemical and bio-photolysis. These processes can
be placed in the category of Photonic energy (as a pri-
mary energy required for the production of hydrogen).
For these hydrogen production methods, water is nor-
mally the material resource required to facilitate the
hydrogen generation process. Accordingly, in PV elec-
trolysis, the electrolyser can be activated by the electric-
ity generated from a PV panel. In the photo-catalysis
method, however, the photo-initiated electrons are col-
lected in the presence of homogeneous catalysts that
generate hydrogen from water. In photo electrochemical
process, water electrolysis process is activated by means
of photovoltaic electricity generated by a hybrid cell and
in the bio-photolysis process, the generation of hydrogen
is facilitated by biological systems based on the cyanobac-
teria in a controlled way. In a study by Tebibel (2017),
researchers investigated the hydrogen production using
an off grid PV electrolyser system by analyzing the effect
of PV array, tilt angle and battery DoD where the devel-
oped mathematical model of the system was also used.
Dahbi et al. (2016) investigated a PV electrolyser system
using the Simulink tool in MATLAB software in order
tomaximize the hydrogen production by considering the
proportionality among the water flow, electrical power of
PV system and the hydrogen production.

The PV module performance and average hydrogen
production through water electrolysis process were con-
sidered in a study by Bhattacharyya, Misra, and Sandeep
(2017) whilst also investigating the system based on
energy and energy analyses. Moreover, Gobara, Nassar,
El Naggar, and Eshaq (2017) studied the splitting of
water (i.e. hydrogen production) induced by solar energy

using different Nanocrystalline ferrites and Boudjemaa
et al. (2016) studied the relation of hydrogen produc-
tion andA0.2Zn0.8Fe2O4, synthesized by co-precipitation
method, through the heterogeneous photo-catalyst pro-
cess. Yu, Meng, Li, and Li (2013) studied hydrogen pro-
duction in the presence of CuO and carbon fiber co-
modified TiO2 nano-composite through photo-catalyst
process. Casallas, Dincer, and Zamfirescu (2016) studied
and developed a PEC in presence of electro-deposition
of CuO/Cu2O semiconductor photo-catalysts for hydro-
gen production. Qureshy, Ahmed, and Dincer (2016)
developed numerical simulations of transport phenom-
ena based on theNavier–Stokes equation, and the respec-
tive energy equation for electrolyte, and RTE in the PEC
reactor where the hydrogen yield and the conversion
efficiency were predicted. Rabbani, Dincer, and Naterer
(2016) developed a photo electrochemical reactor to pro-
duce hydrogen, which utilized zinc sulfide as a photo
catalyst. The effect of applied voltage value, amount of
catalyst, and light intensity on hydrogen production was
also studied. In addition to studying the effects of using
a conical photo-bioreactor on bio-hydrogen yield, the
work of Ainas et al. (2017) investigated bio-hydrogen
production form Spirulina platensis under continuous
illuminations.

It is apparent that biochemical energy source pro-
duction contains two methods; dark fermentation and
enzymatic method, both of which use biomass and water
as the material resource, respectively. The dark fer-
mentation process, is used to produce hydrogen in the
absence of light during a fermentation process and the
enzymatic method is used to produce hydrogen from
water in the presence of polysaccharides. In the study of
Noblecourt, Christophe, Larroche, and Fontanille (2017)
hydrogen was produced from pre-fermented substrates
(i.e. food waste) during the DFP where the hydrogen
yield was simulated with the Gompertzmodel. Srivastava
et al. (2017) employed Clostridium pasteurianum and
hydrolyzed rice straw to generate hydrogen throughDFP,
and studied the optimum condition of the production
process. Khongkliang, Kongjan, Utarapichat, Reungsang,
and Sompong (2017) investigated thermophilic dark fer-
mentation and microbial electrolysis to produce hydro-
gen in the optimum conditions from cassava starch
processing wastewater, while the study of Argun and
Onaran (2017) considered hydrogen production from
waste paper through the dark fermentation process. The
latter study also investigated the effect of P/C, N/C, and
Fe/C ratios on the production of hydrogen yield.

Evident through this review paper, there appears to
have been a notable degree of prior studies on the produc-
tion processes of hydrogen gas. These can be investigated
in through separate research tasks, but in general, based
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on the results of these studies, we can aver that water elec-
trolysis, photo-electrochemical, biomass gasification and
photo-fermentation process are the primary processes
used for an efficient hydrogen production.

Based on the results by Kapdan andKargi (2006) it can
be synthesized from this review that, among the different
hydrogen production methods, the methods SMR, elec-
trolysis of water, and the auto-thermal processes, are the
well-known methods. However, these methods require
high energy, therefore, they cannot be considered as
effective hydrogen extraction procedures. On the other
hand, the production of hydrogen gas through biologi-
cal production methods can have a significant advantage
compared to the chemically based methods.

7. Synthesis of Results and Concluding Remark

This section synthesizes the findings and discusses the
results of hydrogen production in previous studies.
Figure 2 presents the distribution of CI methodolo-
gies applied in Hydrogen production during 2007 to
2017. This tree has been categorized based on type of
methods grouping (single or hybrid) and publication
year, and they are employed for various duties such as

developing, diagnosing, estimating, designing and opti-
mizing in hydrogen production fields. This tree also
describes the application trends for eachmethods in each
year. As is clear, 2016 has the most trends for applying CI
methods in hydrogen production. Also, the share of using
single methods (61.9%) is higher than that of the hybrid
methods (28.1%), on the other hand the diversity of sin-
gle methods is higher than that of the hybrid methods. In
case of method type,MLP (19.04%) has the highest usage
among other methods (both single and hybrid methods).

Table 4 presents a list of results based on the selected
paper number, collected in terms of the accuracy of theCI
approaches and their effects on the hydrogen production
process.

To provide further insights Table 5 has been extracted
from Table 4, which presents the efficiency of each CI
methods in greater detail.

Based on Table 5, using it is apparent that the use of
MLP and ANFIS presents the highest correlation coeffi-
cient and the lowest modeling error encountered in the
prediction of the hydrogen production process. In stud-
ies Referenced as 1, 2, 3, 5, 6 and 7, the employedmethods
(i.e. MLP and ANFIS models) resulted the correlation
coefficient values of about 0.99, 0.97, 0.955, 0.98, 0.955

Figure 2. Distribution of CI methods in hydrogen production.
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Table 4. Total results of the presented studies.

Paper. No. Results and evaluation Paper. No. Results and evaluation

1 Based on the results, ANN presented the highest accuracy and
reliability formodeling and optimization the studied parameters
compared to RSM method. Accordingly, a higher molar bio
hydrogen yield (0.90 mol-H2/mol glucose) and COD removal
efficiency (84.81%) in the UASB systemwas obtained, optimized
by the ANNmodel.

12 • Based on the results, the most important indexes
were able to achieve economic feasibility and low-
ering risks.

• SMR was selected the appropriate hydrogen pro-
duction method.

2 MLP method by presenting the highest R2 value for the simulated
output of the selected variable as the best predictor compared
to the RBF method

13 Based on results (from view point of cost-benefit analysis),
the splitting of water by CLT had the most acceptable
results compared to the renewable approaches.

3 Based on the results the developed network was able to estimate
the hydrogen rich gas ratio with little error.

14 Based on the results, the developed model was able to
estimate the daily variation of the performance of UASB
reactor, and could predict the reactor performance at
various HRTs

4 RSM and ANN models resulted the R2 values of 0.75 and 0.91,
respectively. Based on the results in the validation process,
the prediction errors of 15.12 and 119.08% prediction were
calculated for the ANN and the RSM based on the volume of
hydrogen.

15 Based on the results, the performance of the ANN-based
GA was much better than that for RSM, and this
concluded that the ANN model had a much higher
predicting accuracy compared to that of the RSMmodel

5 Based on the results, the developed ANN model provided
significantly high predicting performance

16 Based on the results GA-based MCS method could be
applied to find the optimal temperature ranges such
that this method found temperature ranges of [25.705,
25.809], [433.595, 434.245] and [521.645, 528.415] for
T1, T2 and T3, respectively.

6 Based on the results, the BPNN with correlation coefficient of
0.955 between the target and the output values successfully
estimated the hydrogen production with a potential to be used
in other hydrogen production systems

17 Based on the simulation results, a satisfactory performance
of the developed model was found, being an effective
algorithm with a shorter convergence time.

7 Based on the prediction results, the R2 value of ANFIS model
was calculated to be about 0.998, 0.998, 0.999 and 0.999,
respectively for estimating the hydrogen yield and conversion
efficiency of jet fuel and butanol.

18 The developed method led to a reduced voltage deviation,
cost and emission.On the other hand, based on the
simulation results, the algorithm had a significant
advantage compared to the other comparative
methods.

8 The culture agitation speed of 383.33 rpm and the syngas flow
rate of 13.34ml/min provided the optimal condition by rational
exergy efficiency of 85.64%, yielding process exergy efficiency
of 21.66% and exergy destruction of 1.55

19 Based on the results, the developed algorithm decreased
the convergence time for optimally planning the
location and operation. The simulation results validated
the performance of the proposed approach.

9 Based on results, a frequency of 8% was obtained for successful
long-term cooling by conduction.

20 The simulation results demonstrated satisfactory
performance of the developed method, with a potential
for greater efficiency in the thermal energy and
hydrogen production process.

10 Based on the results, we aver that the use of wind power and
photovoltaic electricity were the two appropriate approaches
used for hydrogen production in Taiwan

21 Based on the results, both data-driven models had strong
outputs for further usage.

11 • Based on the results, the use of the fuzzy controller
acted to reduce the energy consumption in hydro-
gen production process and provided an appro-
priate condition for growth of microorganisms by
providing the best environmental condition

• maximum production in the case of using fuzzy
controller was 13.44 L/Day

and 0.998 for prediction of hydrogen yield. This values
of correlation show the highest prediction ability of the
developed approaches.

On the other hand using hybrid CI methods (such
as the GA-ANN method) led to an improved and opti-
mized opportunity for the production of hydrogen. For
example, in study of Reference 14 that used the GA-
ANN method, the result showed a prediction accuracy
with a correlation coefficient of 0.966 and in the study
of reference 15, the use of the GA method led to an
increase in the hydrogen production compared to their
RSM method. That is, the GA-ANN model led to a pre-
dicted value of 360.5ml/g of hydrogen produced, which

was higher than that of the GA-RSM method (at a value
of 289.8ml/g of hydrogen).

In studies Referenced as 12 and 13, the authors have
used a fuzzy AHP for the classification of the produc-
tionmethods. This study showed that the steammethane
was reformed with the weights of 0.529 and a byproduct
hydrogen with a weight of 0.366 that were the most and
the least effective methods. Based on the studied factors
of Reference 12 and 13, the splitting of water by a chemi-
cal looping process (WS-CL) and the biomass gasification
(BG) methods, the results yielded a score of 0.1945 and
0.0627, respectively, as the most and the least effective
hydrogen production methods.
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Table 5. The values of the model evaluating factors.

Paper No. method Efficiency factor Value

1 ANN-MLP R2 0.99 for hydrogen production yield
RSM R2 0.90 for hydrogen production yield

2 ANN-MLP R2 0.9726, 0.8597, 0.9638 and 0.9394 for H2 yield, CO yield, CH4
conversion

ANN-RBF R2 0.9218, 0.7759, 0.8307 and 0.7425 for H2 yield, CO yield, CH4
conversion

3 ANN-MLP r 0.955 for hydrogen production yield
MSE 6.97 for hydrogen production yield

4 ANN-MLP R2 0.91 for hydrogen production yield
RSM R2 0.75 for hydrogen production yield

5 ANN-MLP R2 0.98 for hydrogen production yield
6 BP ANN r 0.955 for hydrogen production yield
7 ANFIS R2 0.998, 0.998, 0.999 and 0.999, respectively for hydrogen yield and

conversion efficiency of jet fuel and butanol.
8 ANFIS R2 0.9, 0.97 and 0.92 for normalized exergy destruction, rational

exergy, and process exergy efficiencies
MAPE 0.019, 0.0029, 0.0228 for normalized exergy destruction, rational

exergy, and process exergy efficiencies
MSE 1.15, 0.245 and 1.39 for normalized exergy destruction, rational

exergy, and process exergy efficiencies
9 Modified fuzzy algorithm frequency 8% of successful long-term conduction cooling
12 Fuzzy AHP Overall weights of each production method based

on risk, cost and opportunities
0.529, 0.46, 0.449, 0.331, 0.395 and 0.366 for SMR, CGP, BG, WE,
NPE, and hydrogen yield, respectively.

13 Fuzzy AHP Final score of each production method based on
GHG emission, raw material, energy efficiency,
scalability, wastes and emission

0.1945, 0.1648, 0.1474, 0.1385, 0.1151, 0.0908, 0.0863 and 0.0627
for WS-CL, H-EL, SMR, W-EL, POX, PV-EL, CG and BG, respectively.

14 GA-NN R2 for Training 0.966, 0.81, 0.882 and 0.92 for H2 concentration in the biogas,
production rate, yield, and effluent TOC.

R2 for validation 0.719, 0.806, 0.843 and 0.854 for H2 concentration in the biogas,
production rate, yield, and effluent TOC.

15 ANN-MLP RMSE, and SEP 16.6% and 38.4%, respectively for RMSE and SEP for hydrogen
production

RSM RMSE, and SEP 7.7% and 17.8% respectively for RMSE and SEP for hydrogen
production

GA-ANN Maximum hydrogen production 360.5ml/g of glucose
GA-RSM Maximum hydrogen production 289.8ml/g of glucose

In Figure 3, we present the history of CI methods,
defining some results originated from other methods to
sustain the modeling efficiency and productiveness. In
the present review article, a total of 21 state-of-the-art
research papers related to application of computational
intelligence (CI) techniques for hydrogen production
were collected from highly cited publications, Science
Direct, IEEE and Springer databases, and these were
reviewed in terms of the production method, modeling
techniques and the obtained results. The relatively low
number of articles in the case of using CI methods for
hydrogen production, shows a high research potential in
this field, particularly for embracing cleaner energy as a
solution to combat climate change and also to address
the challenges that are faced in respect to the rapid
depletion of fossil reserves and environmental and health
repercussions.

The literature concerning to the issues and challenges
of the hydrogen production data and the production
methods and applications of CI methods on production
process have also been discussed. Due to a plethora of

studies performed in the use of CI methods, this arti-
cle was not categorized into hybrid and single-based CI
methods. However, the present evaluation has been con-
ducted using previous results of the most relevant papers
using on different datasets in terms of the accuracy and
sensitivity of the final prediction. Based on the synthesis
of the results, the use of hybridmethods such asGA-ANN
or GA-RSM leads to an improvement and optimization
of the process of hydrogen production whereas the use of
MLP andANFISmethods leads to the highest correlation
and the lowest error for prediction of the hydrogen pro-
duction. Despite numerous papers on various CI meth-
ods in hydrogen production field, there appears to have
been a lack of studies in case of accessing a comprehen-
sive dataset, classification and analyzing the CI methods
in the case of hydrogen production. The present review
study can only partly compensate for this need for future
researchers to focus in a greater depth on the issues raised
in this paper. Our future viewpoint is to develop a multi-
factor system-based CI applied to hydrogen production
methods to reach the high performance in estimating and
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Figure 3. Comparing of prediction models in terms of R2.

modeling and to design a platform which contains accu-
rate and powerful methods for unsupervised learning on
hydrogen production data.
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