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(57) ABSTRACT

The present application discloses a 3D indoor modeling
method based on point cloud data. After pre-processing the
raw point cloud data, the normal vectors and curvature
values of the point cloud data are obtained through local
surface properties analysis. By 3D point segmentation, the
initial planes can be obtained. After performing the room
layout re-construction, an initial 3D model can be generated.
Finally, in combination with the returned laser pulse and the
distance between the wall surface-objects and the wall
surface, the specific form of the wall surface-object is
reconstructed to achieve high-precision 3D modeling of
complex indoor scenes. The method does not need any prior
knowledge in advance, and strengthens the recognition and
re-construction of the specific form of the wall surface,
particularly suitable for high-precision 3D modeling of
indoor scenes with high complexity.
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3D INDOOR MODELING METHOD, SYSTEM
AND DEVICE BASED ON POINT CLOUD
DATA

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application claims priority to Chinese Invention
Patent Application No. 201811167619.6, filed on Oct. 8,
2018, the entirety of which is incorporated herein by refer-
ence.

FIELD OF THE INVENTION

The present disclosure generally relates to the field of
information mapping technology. In particular, the present
disclosure relates to a three-dimensional (3D) indoor mod-
eling method, system, device and computer readable storage
medium based on point cloud data.

BACKGROUND

3D indoor modeling is of great significance for various
application fields, and thus various 3D laser scanning
devices have been derived. These devices continuously
project laser pulses to obtain the point cloud data of the
target indoor environment and try to rely on these point
cloud data to build a 3D model of the target indoor envi-
ronment.

The 3D modeling speed in an ideal indoor environment
(low complexity) can basically meet the demand, but the
actual indoor environment usually has a higher complexity.
All kinds of furniture items may block each other and may
be placed in disorder, and there may be some special,
complex constructions, thereby increasing the difficulty of
building 3D models based on raw point cloud data (raw
dataset). For example, there may be some difficulties in
determining structural elements (walls, ceiling and floor) or
wall surface-objects (windows, doors and other openings) in
indoor scenes. These difficulties include disorder and block-
ing problems caused by furniture that may block some walls
or windows, as well as messy conditions in offices or
apartments. Some rooms are laid out according to the regular
shape of the orthogonal boundaries, but some rooms are not
laid out like this, causing the complexity of the room layout.

The complexity of the indoor environment needs to be
solved with different methods according to different situa-
tions. For example, the Manhattan hypothesis only involves
the detection of orthogonal structures, and the other methods
are to obtain the prior knowledge of the objects in the target
indoor environment in advance and use the prior knowledge
to provide guidance for the actual building of a 3D model.
The prior knowledge is analogous to having a teacher who
knows the answer and guides the student to answer the
question. However, this is rarely the situation in which prior
knowledge is normally unavailable. Accordingly, there is a
need in the art to develop a 3D indoor modeling method for
complex indoor scenes efficiently by using the raw point
cloud data only without any prior knowledge.

SUMMARY OF THE INVENTION

It is an object of the present disclosure to provide a 3D
indoor modeling method based on point cloud data.

In accordance with various embodiments of the present
disclosure, a method for building a 3D indoor model based
on raw point cloud data by a processor without any prior
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knowledge of an indoor scene is disclosed. The raw point
cloud data being acquired by a laser scanner with respect to
the indoor scene. The method comprises: (1) removing noise
and outliers from the raw point cloud data to obtain pro-
cessed point cloud data; (2) performing local surface prop-
erties analysis on the processed point cloud data to obtain
normal vectors and curvature values; (3) performing 3D
point segmentation on the processed point cloud data based
on the normal vectors and curvature values to obtain a
plurality of initial planes having a plurality of points in a 3D
space; (4) constructing an initial 3D model of rooms based
on the plurality of initial planes; and (5) performing wall
surface-object re-construction to optimize the initial 3D
model with additional details related to wall surface-objects.

In accordance with a further aspect of the present disclo-
sure, the step of the removing noise and outliers from the
raw point cloud data further comprises: (1) performing
down-sampling on the raw point cloud data to obtain down-
sampled point cloud data; and (2) removing outliers from the
down-sampled point cloud data to obtain the processed point
cloud data.

In accordance with a further aspect of the present disclo-
sure, the step of the 3D point segmentation on the processed
point cloud data further comprises: (1) segmenting the
processed point cloud data into a plurality of clusters using
a region growing algorithm based on the normal vector and
the curvature value; and (2) processing each of the plurality
of clusters using a Random Sample Consensus (RANSAC)
algorithm to obtain the plurality of initial planes.

In accordance with a further aspect of the present disclo-
sure, the step of the constructing of the initial 3D model of
the rooms based on the plurality of initial planes further
comprises: (1) performing re-orientation and structural ele-
ment detection operation for the whole scene for better
recognition of ceiling, walls and floor; (2) applying room
clustering for detection of separate rooms from the whole
scene using the benefits of structural elements detection
from the previous step; and (3) performing room layout
re-construction to construct the initial 3D model.

In accordance with a further aspect of the present disclo-
sure, the step of the performing of wall surface-object
re-construction to optimize the initial 3D model further
comprises: (1) projecting and rasterizing the point cloud data
within a threshold distance of less than a wall thickness; (2)
clustering and recognizing the detected empty space.

This Summary is provided to introduce a selection of
concepts in a simplified form that are further described
below in the Detailed Description. This Summary is not
intended to identify key features or essential features of the
claimed subject matter, nor is it intended to be used as an aid
in determining the scope of the claimed subject matter. Other
aspects of the present invention are disclosed as illustrated
by the embodiments hereinafter.

BRIEF DESCRIPTION OF THE DRAWINGS

The appended drawings, where like reference numerals
refer to identical or functionally similar elements, contain
figures of certain embodiments to further illustrate and
clarify various aspects, advantages and features of the 3D
indoor modeling method, system and device as disclosed
herein. It will be appreciated that these drawings and graphs
depict only certain embodiments of the invention and are not
intended to limit its scope. The 3D indoor modeling method,
system and device as disclosed herein will be described and
explained with additional specificity and detail through the
use of the accompanying drawings in which:
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FIG. 1 is a flowchart showing a 3D indoor modeling
method based on point cloud data in accordance with certain
embodiments of the present disclosure.

FIG. 2 is an integrated system for constructing a 3D
indoor model in accordance with certain embodiments of the
present disclosure.

FIG. 3 is a structural block diagram of a 3D indoor
modeling system based on point cloud data in accordance
with certain embodiments of the present disclosure.

FIG. 4A is an exemplary result after conducting 3D point
segmentation using region growing algorithm.

FIG. 4B is an exemplary result after conducting 3D point
segmentation using the Random Sample Consensus
(RANSAC) algorithm.

FIG. 5A is an exemplary result showing the top view of
a wall plane after performing structural element detection of
the vertical planes.

FIG. 5B is an exemplary result showing the side view of
a wall plane after performing structural element detection of
the vertical planes.

FIG. 5C is an exemplary result showing the top view of
a fake plane after performing structural element detection of
the vertical planes.

FIG. 5D is an exemplary result showing the side view of
a fake plane after performing structural element detection of
the vertical planes.

FIG. 5E is an exemplary result after performing structural
element detection of the vertical planes.

FIG. 6A is an exemplary ceiling plane for the clustering
process.

FIG. 6B is an exemplary floor plane for the clustering
process.

FIG. 6C is an exemplary result if there is over-segmen-
tation on the ceiling plane.

FIG. 6D is an exemplary result of cluster refining for the
ceiling plane by merging all regions having overlapped area
and having no wall segments.

FIG. 6E is an exemplary result of cluster refining for the
ceiling plane by discarding regions of small area.

FIG. 6F is an exemplary result of cluster refining for the
ceiling plane by discarding those regions that do not share
predefined percentage of points with a floor plane.

FIG. 6G is an exemplary result of cluster refining for the
ceiling plane by merging those regions containing wall
segments while their nearby area have no wall parts.

FIG. 7A is an exemplary result for performing boundaries
tracing using modified convex hull algorithm.

FIG. 7B is an exemplary result for performing boundary
segments using line growing algorithm.

FIG. 7C is an exemplary result after performing bound-
aries re-construction.

FIG. 7D is an exemplary result for performing in-hole
re-construction.

FIG. 7E is an exemplary final result of the boundary after
performing in-hole re-construction.

FIG. 8A is an image before performing boundary line
segments refinement.

FIG. 8B is an exemplarily result after performing bound-
ary line segments refinement on the image of FIG. 8A.

FIG. 9A shows the original data and the reconstructed
model by reconstructing a visual model using synthetic raw
dataset.

FIG. 9B shows the original data and the reconstructed
model by reconstructing another visual model using raw
dataset from backpack laser scanner.

DETAILED DESCRIPTION

The present disclosure generally relates to a 3D indoor
modeling method, system device and computer readable
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4

storage medium based on point cloud data. In particular, the
present disclosure can automatically reconstruct 3D indoor
models with semantic information from the unstructured 3D
point cloud data.

After the pre-processing of the raw point cloud data, the
normal vectors and curvature values of the point cloud data
are obtained through local surface properties analysis, and
according to the normal vector and curvature value, 3D point
segmentation is conducted for the point cloud data to obtain
each of the initial planes. After the room layout re-construc-
tion is performed, the initial 3D model is obtained, and
finally, taking benefits of high quality of laser data and the
distance between the wall surface-objects and the wall
surface, wall surface-objects could be detected (whether
there are virtual openings, windows, and opened/closed
doors) and reconstructed to achieve high-level of details of
complex indoor 3D modeling scenes, especially that the
level of details involves special wall surface-objects. Advan-
tageously, the method does not need any prior knowledge in
advance, strengthens the recognition and re-construction of
the specific form of the wall surface, and eliminates the
interference of the blocking objects on the established
model, particularly suitable for high-level of detail of indoor
3D modeling scenes with high complexity.

In the following detailed description, the method, system
and device are merely exemplary in nature and are not
intended to limit the disclosure or its application and/or uses.
It should be appreciated that a vast number of variations
exist. The detailed description will enable those of ordinary
skill in the art to implement an exemplary embodiment of
the present disclosure without undue experimentation, and it
is understood that various changes or modifications may be
made in the function and arrangement of methods, systems
and devices described in the exemplary embodiment without
departing from the scope of the present disclosure as set
forth in the appended claims. The exemplary embodiments
may not be limited to the precise embodiments described
below, and may be practiced without some of these specific
details. In other instances, structures and methods have not
been described in detail, if already well known.

In the specification and the appended claims, the term
“point cloud data” is a set of data that represent, for example,
an object in Euclidean space.

The term “raw point cloud data” or “raw dataset” as used
herein is collected by a laser scanner, preferably a backpack
laser scanner, which is a type of the mobile and personal
laser scanners for surveying indoor scenes. In one embodi-
ment, other portable devices, such as a drone or a remote
controlled robotic, having laser scanner attached thereto for
continuously projecting laser pulses can be used to collect
the raw dataset for performing 3D indoor modeling.

Unless specified otherwise, the terms “comprising” and
“comprise”, and grammatical variants thereof, are intended
to represent “open” or “inclusive” language such that they
include recited elements but also permit inclusion of addi-
tional, unrecited elements.

3D Indoor Modeling Method

Referring to FIG. 1, a flowchart of the 3D indoor mod-
eling method based on point cloud data in accordance with
certain embodiments of the present disclosure is depicted.
The method comprises the steps of: (1) pre-processing S101;
(2) local surface properties analysis S102; (3) 3D point
segmentation S103; (4) initial 3D model re-construction
S104; and (5) wall surface-object re-construction S105.

The step of pre-processing S101 further comprises the
steps of down-sampling S201 and statistical outlier removal
S202. The step of 3D point segmentation S103 further
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comprises the steps of region-based 3D point segmentation
S203 and model-based 3D point segmentation S204. The
step of initial 3D model construction S104 further comprises
the steps of re-orientation and structural element detection
S205; room clustering S206; and room layout re-construc-
tion S207. The step of wall surface-object re-construction
S105 further comprises 2D projection & rasterization S208
and clustering & recognition S209.

When surveying an indoor scene, a laser scanner 13,
preferably a backpack laser scanner, is used to acquire raw
point cloud data (raw dataset) for a processor 12 to compute
and re-construct a 3D model. However, the raw point cloud
data contains redundant information due to the limitation of
the collection device. Therefore, it is not appropriate to
directly use the raw point cloud data for modeling. It is very
important to remove the redundant information and con-
struct a 3D model based on more optimized point cloud data.
The first step for executing the indoor 3D re-construction is
to perform pre-processing S101 the collected raw dataset,
which can eliminate the noise and remove the outliers. In
actual operation, various types of filters can be used to
achieve the corresponding objective. In the present disclo-
sure, down-sampling S201 and statistical outlier removal
S202 are used to eliminate noise and other redundant
information.

Down-sampling S201 is performed on the raw dataset to
obtain down-sampled point cloud data. This embodiment
provides a method for eliminating noise by down-sampling
processing, which is also called under-sampling. This is an
image processing method opposite to the up-sampling
method, and its purpose is to increase the proportion of
effective information by reducing the image.

In certain embodiments, down-sampling S201 is per-
formed using voxelization, which converts the geometrical
representation of an object into the voxel representation
closest to the object, producing a volume dataset which not
only contains the surface information of the model, but also
can describe the internal properties of the model. The spatial
voxels representing the model are similar to the 2D pixels
representing the image, but extending from the 2D points to
the 3D cubical unit. For any unstructured set of points P in
3D space R 3, the entire region is divided into small cubes
with the same grid space 9 in all directions. For each voxel
V containing points (1, 2, 3, . . . , n), these points are
replaced by one-point P using the arithmetic average of the
desired characteristic.

Using this down-sampling S201 method does not change
the whole trend of the shape, and the amount of data from
millions of points can be reduced by 90% depending on the
voxelization grid size being used, so as to achieve the
purpose of eliminating noise as much as possible.

The statistical outlier removal S202 is used to remove
outliers in the down-sampled point cloud data to obtain a
processed point cloud data. These outliers can be detected
based on their corresponding distances from their neighbor-
hoods. In order to remove the outliers from the dataset, the
location and scale parameters can be used for statistical
analysis. Specifically, the median value of the locations and
the mean absolute deviation (MAD) of the scale parameter
are preferred. These two parameters are more robust com-
pared with the average value of the location and the standard
deviation of the scale parameter.

Afterwards, the processed point cloud data is used to
generate normal vectors and curvature values by conducting
local surface properties analysis S102. In particular, the step
of conducting local surface properties analysis S102 uses
local neighborhoods to estimate the two indicators of the
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processed point cloud data: normal vector and curvature
value. As demonstrated by the covariance matrix analysis,
these two indicators can be used to estimate the local surface
properties of the point cloud data.

The covariance matrix (C) of the set of neighboring points
(the 3D point coordinates are expressed as (X;, ¥, Z1) - - - (X
Vi Z)) in any 3D space estimated by the nearest neighbor-
hood (k) can be written as:

X]—X..x —X X]—X..x —X T [e9]
C=\ =3V =¥ || =V =7

21— % Tk =2

When we consider the eigenvector problem:

C*o =k *u; ()]

where:

(X, ¥, z) is the center of the set of neighboring points;

X,—X, ¥,-Y, z,-Z is the projection component of the

distance between the point and the center of the neigh-
boring point in the x-axis direction, y-axis direction and
z-axis direction; and

v is the eigenvector and A is the eigenvalue.

When there are three eigenvalues with the magnitude
relationship A <h,<h, used to represent the change in a
group of neighbors and the direction of the eigenvector, the
curvature value, as represented by flattening (flattening(o)),
can quantify this change using the following formula:

Ao
lo +A1 +A2

flatteni ©)
attening(o) =

Flattening value can be obtained by simple derivation. It
could be noted that the maximum flattening is equal to (V3)
which means that the points are isotropically distributed, and
the minimum is equal to zero which means that all points are
on the plane.

Based on the normal vectors and the curvature values, the
processed point cloud data from the step of pre-processing
S101 is then performed 3D point segmentation S103 to
obtain each of the initial planes. The 3D point segmentation
S103 aims to use the normal vector and the curvature value
to segment the processed point cloud data into segments
with the same characteristics, so as to further process them
to obtain the planes. Specifically, the 3D point segmentation
S103 is a hybrid segmentation method comprising region-
based 3D point segmentation S203 for reducing the com-
putation time and model-based 3D point segmentation S204
for estimating the planar surface.

In the region-based 3D point segmentation S203, a region
growing algorithm based on the normal vector and the
curvature value is used to segment processed point cloud
data into a plurality clusters: first, the region start by one
seed point with minimum curvature; if the normal vector
difference calculated according to the neighborhood is less
than a preset threshold, the growth process adds the point to
the region. After comparing all the points in the dataset,
mark the region, then select a new seed and repeat the work
until there are no unmarked points in the dataset. An
exemplary result after conducting region-based 3D point
segmentation using region growing algorithm is shown in
FIG. 4A.

Each of the clusters is then processed by using model-
based 3D point segmentation S204 to obtain each of the
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initial planes. The step of conducting model-based 3D point
segmentation S204 applies the Random Sample Consensus
(RANSAC) algorithm to detect primitives. In the 3D space
(R 3), a plane equation consisting of a plane normal direc-
tion (n,,), 3D point coordinates (p;y), and a constant term
(d,,). The perpendicular projected distance () of any point
and plane in a 3D space could be estimated using plane
parameters as described:

(s p3py—dp =0, (1), (1), (1)) @
() (5)
(np), = —————,
np), 1), @20),- ()],
(”p)y
(ny), = m—m———7,
p), ”(”p)x’ (np)y, (np)z”2
_ (),
(np), = ), (1) (np)z||2
{np, p3p) —dp (6)

1, =

02 0,2,

RANSAC is applied to region-based results by following
these steps: three random points are selected to estimate
plane parameters, checking all points with the perpendicular
projected distance, and points within the threshold range
will be counted with plane parameters. After several rounds
of'this operation, a model with a large number of points will
be selected from all data as a primitive, and the operation
will end when the region is less than the minimum prede-
termined threshold of points. Through the model-based 3D
point segmentation S204, each plane of the entire indoor
scene corresponding to the point cloud data can be obtained
and outputted. An exemplary result after conducting model-
based 3D point segmentation S204 using RANSAC algo-
rithm is shown in FIG. 4B. The result is a plurality of planar
surfaces for the entire indoor scene which need to be
clustered in the following steps.

This step is to perform initial 3D model re-construction
S104 based on the initial planes, comprising performing
re-orientation and structural element detection S205; room
clustering S206 of different room patches; and performing
room layout re-construction S207 to re-construct the initial
3D model.

As the point cloud may contain noise, such noise affects
the direction of the point cloud. Therefore, for the purpose
of achieving accurate modeling, re-orientation of the
detected primitives is performed.

First, the primitives that are almost in the vertical direc-
tion (align with the direction of the gravity) can be classified
into wall planes, and other primitives are classified into the
ceilings or floors based on their average height. Three
dominant directions which are orthogonal will be selected
from all detected planes based on orientation with respect to
gravitational direction and number of points per plane. For
any two coordinate systems (xyz & XYZ), the rotational
matrix can be calculated based on the angle between each
two similar directions (w, @, ¥). By applying re-orientation,
the plane parameters can be adjusted, and the point cloud
coordinates can be aligned to the real coordinate system,
which helps to cluster the data into different room clusters.

Regarding the structural element detection, the vertical
planes that are classified as wall structures are analyzed and
some of them need to be pruned. Due to noise in the point
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cloud, some vertical planes may not belong to the wall
structures. These planes will be pruned using region growth,
histogram, and probability analysis. For each wall plane,
region growth is applied to remove outliers from each wall
plane. All points belong to the vertical plane will be pro-
jected onto that plane and rasterized using the predefined
pixel size. The histogram on the 2D projected plane can be
calculated, and the histogram can be converted to the binary
system (O for zero pixels, and 1 for other pixels). It is known
that a wall plane has distribution points throughout the
whole plane, as shown in FIGS. 5A-5B. Otherwise, it will be
treated as a false plane as shown in FIGS. 5C-5D. Therefore,
the probability distribution function will be estimated using
non-empty cells. If the probability distribution function
estimated by the non-empty cell exceeds a predefined
threshold, the plane will be treated as a wall structure. An
exemplary result after performing structural element detec-
tion of the vertical planes is shown in FIG. 5E.

The next step is room clustering S206. Our clustering
process depends mainly on ceiling plane as shown in FIG.
6A and floor plane shown in FIG. 6B while the wall planes
will be used to adjust the clustered regions. The seed point
is selected randomly. The region growing process is based
on whether the Euclidean distance in the 3D space between
the current point and the seed point is within a predefined
threshold. If it is within the threshold, the points are added
continuously to the region. Segmentation may lead to over-
segmentation, as shown in FIG. 6C. Therefore, wall seg-
ments and floor planes are be used to refine the clustering
process, comprising the following steps:

(1) those regions with overlapped area and having no wall
segments in a 2D space will be merged as one region,
as demonstrated in FIG. 6D;

(2) those regions containing wall segments, but the nearby
region does not share points from the wall segment
within threshold, are merged, as demonstrated in FIG.
6G;

(3) those regions that do not share predefined percentage
with floor plane points are discarded, as demonstrated
in FIG. 6F; and

(4) those regions with small area compared to a defined
minimum area are discarded, as demonstrated in FIG.
6E.

The step for room layout re-construction S207 is per-
formed based on the height information and the void area to
re-construct 3D model of each of the rooms and obtain the
initial 3D model. Room layout re-construction S207 com-
prises the step of: (1) boundaries re-construction S301; (2)
in-hole re-construction S302; and (3) boundary line seg-
ments refinement S303.

In the boundaries re-construction S301, the boundaries for
each region will be estimated in 2D space. First, tracing
boundaries for each region is performed using a modified
convex hull algorithm. Circle neighborhood is adopted using
a predefined radius, and the lower point in the {y} direction
is selected as the starting seed point. By following counter-
clockwise (CCW) order, all boundary points can be added,
as shown in FIG. 7A.

Subsequently, these traced points will be filtered using
line growing algorithm to detect collinear points of its
corresponding lines using projected perpendicular distance
(PPD) and 2D line equation, as shown in FIG. 7B. The
detected line segments will be intersected to determine the
room layout shape (FIG. 7C). The specific formulas are:

A*x+B*y+1=0 (7
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where Equation (7) is an equation of the line in the 2D space;
and

|[Axx+ Bxy+1|

Ve 5

PPD = ®

In the above Equations (7) and (8), A and B are line
parameters, while x and y are 2D coordinates of a point on
the line.

In the in-hole re-construction S302, after determining all
boundaries for each plane, sometimes the room may contain
ventilation hole, or not all rooms are scanned due to other
factors. As the previous step of detecting outer boundaries
for each room segment, this step will attempt to determine
voids using the plane of ceiling. All ceiling points are
projected into the 2D space and rasterized using the pre-
defined pixel size, empty pixels will be used and region
growing algorithm will be applied for hole detection. The
procedures of boundary re-construction S301 will be imple-
mented to detect void boundaries, as shown in FIGS. 7D and
7E.

In the boundary line segments refinement S303 step, as
points near boundaries will have high surface variation, they
may be discarded during the segmentation process. This
leads to misalignment of the room boundaries. Therefore,
refinement step of these boundary lines are required. In that
step, wall planes are projected in 2D space. Line boundaries
can be adjusted by the near projected wall plane parameters.
If there is no nearby wall, its parameters will be used as new
boundary line parameters. An original image is shown in
FIG. 8A, and the difference of the refinement can be shown
from the exemplarily result after performing boundary line
segments refinement S303, as shown in FIG. 8B.

After the boundary line segments refinement S303, each
room will have its height from their inner points for the
planes of ceiling and floor. Structural elements of the whole
dataset can be extracted by the end of this step, so an initial
3D model can be re-constructed accordingly.

The final step for building the 3D indoor model is to
perform wall surface-object re-construction S105, which can
identify the specific form of the wall surface for perfecting
the initial 3D model based on the laser point cloud and the
thickness difference between the wall surface-objects and
the wall surface.

The step of identitying the specific form and optimizing
the initial 3D model aims to supplement some complex
scene information in complex indoor scenes, such as, wall
information. As in actual indoor scenes, there may be
openings in the walls for setting doors, windows, depres-
sions and various objects in contact with the wall. Such
information is collectively referred to as the specific form of
the wall. Therefore, this step is equivalent to performing
re-construction of the wall information.

Detecting voids in the wall is a critical step. The furniture
may block part of the wall structure and these blocked parts
will be detected as voids. Specifically, some useful infor-
mation can be obtained from the laser pulses emitted by the
laser scanner 13, as these laser pulses will not return from
void locations (such as open doors, windows and other
openings). In addition, the distance between the wall objects
(such as doors or windows) and the wall will be used for
closed door detection and the like to optimize the wall
structure.

The wall surface-object re-construction S105 further
comprises the following steps: (1) 2D projection and ras-
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terization S208; and (2) clustering and recognition S209. As
shown in FIGS. 9A and 9B, two exemplary results after
performing wall surface-object re-construction are provided.

In 2D projection and rasterization S208, with the use of
the 2D projection equation and projected perpendicular
distance, the point cloud data within the threshold distance
(less than the wall thickness) is projected and rasterized onto
the wall plane within its boundaries. Due to the interest in
surfaces such as doors, windows or other openings, the
process can be simplified into a 2D space with wall plane
coordinates (height and length). The projected points will be
rasterized using small windows that predefine threshold
magnitude, and the histogram is estimated on the projected
wall. From the histogram analysis, occupancy analysis can
be used to redefine the wall surface. As the opening will
show fewer points in the histogram, the opening can be
defined according to this characteristic.

In clustering and recognition S209, our main work is to
detect empty cells and differentiates between real wall
surface-objects and fake wall surface-objects. Meanwhile,
the detected empty space may not only represent the void in
the wall (void area), but may also represent the part of the
wall that is blocked (blocked area). To solve this problem,
the threshold distance can also be used to implement the
region growing algorithm, and then statistical analysis is
used to adjust the cluster region. Predefined thresholds are
used to apply region growth algorithm to distinguish differ-
ent wall voids. Some detected voids may be caused by
furniture blocking, so statistical analysis is performed for
each cluster, and peak points in both wall directions are used
to detect objects (wall surface-objects are assumed to have
regular shapes).

By the end of modifying clusters, the void area has been
identified as one of the wall surface-objects. For recognition
part, five-dimensional features can be defined: maximum
width, maximum height, lower height position, maximum
height position, and density distribution of adjacent points
within the maximum threshold away from the wall object,
whereby the problem is converted to graph cut optimization,
but with object-based, not cell-based.

The graph cut optimization is used to handle several
objects by assigning a label to each object. The graph cut
optimization converts the problem to a representation using
binary numbers. If the object satisfies the required condi-
tions, {1} is assigned to the object, otherwise, {0} is
assigned instead. The clustered region will be represented on
the image by nodes or vertices (V), and these nodes are
connected by a set of edges (E). This node has two additional
terminals {source(s), and sink(t)}, which are linked by
n-link. The set {s& t} represents the foreground and back-
ground of the image. By minimizing the energy function, the
graph cut optimization is used to label the terminal (s) as
wall (w) or object (0).

E$)=E gata H*EgnoonS) ©

The energy function E(f) has both a data term E_,,(f)
and a smoothness term E_,, _.(f) where the data term is
responsible for controlling the object of the points within the
distance threshold and using the probability density function
with the normal distribution (p(xIp,0), where p is the mean,
o is the standard deviation) to cover the entire object. When
the calculation result is greater than or equal to the maxi-
mum probability and greater than the percentage threshold
T,, it means that the points spread over the entire object.
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At the same time, the smoothing term consists of the
analysis of the object (node) based on prior knowledge, and
contains 3 sub-terms, as described below in Equation (12):

E, ooitF)=E+E. o (12)

The 3 sub-terms in the smoothing term E_, . (f) are
region sub-term (E ), floor and ceiling sub-term (Ey,.), and
linear sub-term (E,,).

The region sub-term penalizes nodes based on their total
area (Area) according to the following formula, where T, is
minimum area threshold:

a3

1 other

The floor and ceiling sub-term penalizes the nodes whose
center of gravity is close to the ceiling or floor based on the
following formula, where 7, Z, 7, 7, and T, represent the
height of the ceiling, the height of the floor, the height of the
highest and lowest points among the nodes, and the mini-
mum distance threshold:

1 if 2. —05%(g, +z) <713 (14
1 if 05Xz +z) -z <73

0

If the ratio of length to width is greater than the threshold
T,4, the linear sub-term is penalizes the nodes based on the
following formula:

other

length
_
Y owiam o™

{ 1 if
Eiin =
0

The thresholds (T, T,, T5, T,) used in the above formulas
need to be set after analysis based on the processed data. The
energy function assigns the minimum energy to the associ-
ated tag (O), otherwise assigns it to the specified tag (w).
After removing non-surface objects, the next step is to
assign these objects as windows, doors or other openings
based on the distance between the lower height and the floor
and the maximum width of the door.

Accordingly, a 3D indoor modeling method is provided.
The 3D indoor modeling method can be summarized into
four stages: (1) pre-processing phase for the raw point cloud
data; (2) 3D point segmentation phase; (3) room layout
re-construction phase; and (4) wall surface-object re-con-
struction phase for obtaining the 3D indoor model with
additional details related to the wall surface-objects.

In accordance with certain embodiments, in the 3D point
segmentation phase, region-based segmentation is con-
ducted by using the predetermined thresholds of the normal
vector and curvature value to reduce the operation time, and

1s)
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then the segmented data is used to estimate primitive planes
by using RANSAC model-based segmentation.

The room layout re-construction phase is achieved by
decomposing cluster data of multiple rooms into individual
rooms. The detected units are first classified into the main
structural elements: floor, ceiling and wall, and are redi-
rected according to the relationship between the normal
vector of the structural element and the vertical direction.
Region growth, histogram and probabilistic analysis are
used to improve wall classification. The point cloud of each
classified wall will be projected onto its corresponding plane
and all points are represented in the 2D cells through the
histogram. By estimating the probability of empty and
non-empty cells, if the probability of a non-empty cell is
higher than the probability of an empty unit, the classifica-
tion will be retained. The ceilings are clustered using region
growth, and the adjusted wall segments besides floor seg-
ment are used to refine the clustering process according to
the following four steps: (1) merging all regions that have
overlapped region without partition walls; (2) merging all
regions that share the same wall segment but there is wall
segment in the overlapped area; (3) discarding all regions
where the point cloud is less than the predefined percentage
corresponding to the floor; and (4) discarding those smaller
clusters area.

After adjusting the ceiling, the improved convex hull
algorithm and line growth algorithm are used to construct
the 2D boundaries. The same wall segment adjustment
procedure is used to perform the void re-construction to
estimate the void regions in the rooms, and then the neigh-
boring adjusted wall segments are used to adjust the room
boundaries. At the end of this step, 3D re-construction is
conducted for all rooms using their layout.

In the final stage of wall surface-object re-construction
phase, an algorithm for enriched wall surface-objects is
conducted to identify the specific form of the wall. The wall
surface-object re-construction phase consists of three main
steps: (1) projection and image rasterization, (2) empty
space recognition and clustering, and (3) wall surface rec-
ognition. The algorithm processes each individual wall, and
estimates the predefined threshold to detect the empty space
by projecting and rasterizing its plane, and then all detected
regions are clustered. The graph cut optimization assigns
these empty clusters to different wall surface-objects, using
five features: maximum width, maximum height, lower
height position, maximum height position, and density dis-
tribution of adjacent points within the maximum threshold
away from the wall object. The clustered region will be
represented on the image by nodes or vertices (V), and these
nodes are connected by a set of edges (E). This node has two
additional properties {source(s) and sink(t)}, which are
linked by n-link. The set {s&t} represents the foreground
and background of the image. By minimizing the energy
function, the graph cut optimization is used to label the
terminal (s) as wall (w) or object (0).

Application and Structural Block Diagram

The integrated system 10 for constructing a 3D indoor
model according to the present disclosure is depicted in FIG.
2. Based on the technical solution provided above, the
present invention can utilize the point cloud data provided
by the laser scanner 13 and perform high-precision 3D
modeling for complex indoor scenes. The system has the
advantages of high efficiency in generating the 3D model
without prior knowledge. This is particularly suitable for
high-precision 3D modeling of indoor scenes with high
complexity. The integrated system 10 was validated using
both synthetic laser scanner dataset and raw dataset from the
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backpack laser scanner. In one embodiment, other portable
devices, such as a drone or a remote controlled robotic,
having laser scanner 13 attached thereto can be used to
collect the raw dataset for performing 3D indoor modeling.
The backpack laser scanner comprises one or more laser
scanners 13, memory 11, one or more processors 12, and
may further comprises a MEMS accelerometer, and a GPS
positioning device.

The laser scanner 13, controlled by a processor 12 or
computer systems, continuously projects laser pulses and
collects raw dataset with respect to an indoor scene with a
plurality of points in Euclidean space. The acquired points
collectively form a raw dataset and may be stored in the
memory 11 of the backpack laser scanner, or simultaneously
transmitted to the computer systems for processing. The
memory 11 is a computer readable storage medium that
stores a computer program for executing the 3D indoor
modeling method when calling the computer program in the
memory 11. The memory 11 may be a USB drive, mobile
hard disk, read-only memory (ROM), random access
memory (RAM), magnetic disk, optical disk or any other
medium which can store program codes.

By processing the circuitry of the processor 12 or the
computer systems, the raw point cloud data from the laser
scanner 13 is reconstructed to a 3D indoor model of the
indoor scene. The resulting 3D model is displayed on a
display apparatus 14 or stored in the memory 11 for further
analysis. In addition, the device can also include all neces-
sary network interfaces, power supplies and other electronic
components.

Because the situation is complicated, it is impossible to
enumerate all embodiments one by one, and those skilled in
the art should be aware that there are many embodiments
according to the basic method and principle provided by this
application and the actual situation, which should fall within
the scope of protection of this application if there is no
sufficient creative work.

Now referring to FIG. 3, the structural block diagram of
a 3D indoor modeling system based on point cloud data
according to certain embodiment of the present disclosure is
provided. The system comprises: a pre-processing unit 100,
a local surface properties analysis unit 200, a 3D point
segmentation unit 300, a room layout re-construction unit
400, and a wall surface shape recognition and model per-
fecting unit 500.

The pre-processing unit 100 is used to pre-process the
collected raw point cloud data to obtain the processed point
cloud data.

The local surface properties analysis unit 200 is used to
perform local surface properties analysis for the processed
point cloud data to obtain the normal vectors and curvature
values.

The 3D point segmentation unit 300 is used to perform
hybrid segmentation operation for the processed point cloud
data according to the normal vectors and the curvature
values, so as to obtain each of the initial planes.

The room layout re-construction unit 400 is used to
perform room layout re-construction for each of the initial
planes to obtain the initial 3D model.

The wall surface shape recognition and model perfecting
unit 500 is used to identify the specific form of the wall
surface according to the returned laser pulse and the distance
between the wall surface-objects and the wall surface, and
perfect the initial 3D model according to the specific form.

In particular, the pre-processing unit 100 may comprise a
down-sampling sub-unit and a statistical outlier removal
sub-unit. The down-sampling sub-unit is used to perform
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down-sampling for the raw point cloud data to obtain
down-sampled point cloud data. The statistical outlier
removal sub-unit is used to remove the outliers in the
down-sampled point cloud data to obtain the processed point
cloud data.

Further, the down-sampling sub-unit may comprise a
voxelization processing module, which is used to perform
voxelization processing for the raw point cloud data to
obtain the down-sampled point cloud data.

Further, the statistical outlier removal sub-unit may com-
prise a location and scale parameter removal module, which
is used to remove the outliers according to the location
median value and the scale mean absolute deviation of each
point in the down-sampled point cloud data, so as to obtain
the processed point cloud data.

The 3D point segmentation unit 300 may comprise a
region segmentation sub-unit and an algorithm segmentation
sub-unit. The region segmentation sub-unit is used to seg-
ment the processed point cloud data into a plurality of
clusters by using the region growing algorithm based on the
normal vector and curvature value. The algorithm segmen-
tation sub-unit is used to process each of the clusters by
using the RANSAC algorithm, so as to obtain each of the
initial planes.

The room layout re-construction unit 400 may comprise a
plane processing and room distribution sub-unit and an
initial 3D modeling sub-unit.

The plane processing and room distribution sub-unit is
used to perform re-orientation and structural element detec-
tion operation for each of the initial planes to obtain the
ceilings, walls and floors, and each of the ceilings, each of
the walls and each of the floors are distributed to each room
according to the room boundary information. The initial 3D
modeling sub-unit is used to build the 3D model of each of
the rooms according to the height information and the void
area, so as to obtain the initial 3D model.

In certain embodiments, the 3D indoor modeling system
may comprise a void type identification unit, which uses the
preset number of void type description parameters to iden-
tify the corresponding void type when it is recognized that
there is a void in the wall.

What is claimed is:

1. A method for building a 3D indoor model based on raw
point cloud data by a processor without any prior knowledge
of an indoor scene, the raw point cloud data being acquired
by a laser scanner with respect to the indoor scene, the
method comprising:

removing noise and outliers from the raw point cloud data

to obtain processed point cloud data;

performing local surface properties analysis on the pro-

cessed point cloud data to obtain normal vectors and
curvature values;

performing 3D point segmentation on the processed point

cloud data based on the normal vectors and curvature
values to obtain a plurality of initial planes having a
plurality of points in a 3D space;

constructing an initial 3D model of rooms based on the

plurality of initial planes, comprising:

performing re-orientation and structural element detec-
tion operation for each of the initial planes to obtain
one or more planes of ceiling, walls and floor;

clustering to each of the rooms based on room bound-
ary information; and

performing room layout re-construction to re-construct
the initial 3D model, comprising:
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performing boundaries re-construction using a modi-
fied convex hull algorithm in the 2D space and a
line growing algorithm;
performing in-hole re-construction to determine
inner boundaries by detecting voids in the one or
more planes of ceiling; and
refining boundary line segments by discarding the
plurality of points near a boundary of the plane
having a high surface variation;
and
performing wall surface-object re-construction to obtain
the 3D indoor model with additional details related to
wall surface-objects.

2. The method of claim 1, wherein the removing noise and
outliers from the raw point cloud data comprises:

performing down-sampling on the raw point cloud data to

obtain down-sampled point cloud data; and

removing outliers from the down-sampled point cloud

data to obtain the processed point cloud data.
3. The method of claim 2, wherein down-sampling on the
raw point cloud data is performed using voxelization.
4. The method of claim 2, wherein the outliers are
removed according to a median value of locations and the
mean absolute deviation (MAD) of a scale parameter of the
points in the 3D space.
5. The method of claim 1, wherein the local surface
properties analysis on the processed point cloud data is
performed by calculating eigenvalues based on a covariance
matrix in a 3D space.
6. The method of claim 1, wherein performing the 3D
point segmentation on the processed point cloud data com-
prises:
segmenting the processed point cloud data into a plurality
of clusters using a region growing algorithm based on
the normal vectors and the curvature values; and

processing each of the plurality of clusters using a Ran-
dom Sample Consensus (RANSAC) algorithm to
obtain the plurality of initial planes.

7. The method of claim 1, wherein the performing of wall
surface-object re-construction to obtain the 3D indoor model
with additional details related to wall surface-objects com-
prises:

projecting and rasterizing the point cloud data within a

threshold distance of less than a wall thickness;
clustering and recognizing a detected empty space; and
modifying the clusters by identifying a void area as a wall
surface.

8. The method of claim 7, wherein the detected empty
space is determined to be the void area or a blocked area by
applying region growth algorithm and performing statistical
analysis.

9. An integrated system comprising:

a laser scanner for acquiring raw point cloud data of an

indoor scene; and

a processor coupled to the laser scanner, the processor

being configured to execute a process for building a 3D
indoor model based on the raw point cloud data from
the laser scanner according to the method of claim 1.

10. An integrated system comprising:

a laser scanner for acquiring raw point cloud data of an

indoor scene; and

a processor coupled to the laser scanner, the processor

being configured to execute a process for building a 3D
indoor model based on the raw point cloud data from
the laser scanner according to the method of claim 2.
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11. An integrated system comprising:
a laser scanner for acquiring raw point cloud data of an
indoor scene; and
a processor coupled to the laser scanner, the processor
being configured to execute a process for building a 3D
indoor model based on the raw point cloud data from
the laser scanner according to the method of claim 3.
12. An integrated system comprising:
a laser scanner for acquiring raw point cloud data of an
indoor scene; and
a processor coupled to the laser scanner, the processor
being configured to execute a process for building a 3D
indoor model based on the raw point cloud data from
the laser scanner according to the method of claim 4.
13. An integrated system comprising:
a laser scanner for acquiring raw point cloud data of an
indoor scene; and
a processor coupled to the laser scanner, the processor
being configured to execute a process for building a 3D
indoor model based on the raw point cloud data from
the laser scanner according to the method of claim 5.
14. An integrated system comprising:
a laser scanner for acquiring raw point cloud data of an
indoor scene; and
a processor coupled to the laser scanner, the processor
being configured to execute a process for building a 3D
indoor model based on the raw point cloud data from
the laser scanner according to the method of claim 6.
15. An integrated system comprising:
a laser scanner for acquiring raw point cloud data of an
indoor scene; and
a processor coupled to the laser scanner, the processor
being configured to execute a process for building a 3D
indoor model based on the raw point cloud data from
the laser scanner according to the method of claim 7.
16. An integrated system comprising:
a laser scanner for acquiring raw point cloud data of an
indoor scene; and
a processor coupled to the laser scanner, the processor
being configured to execute a process for building a 3D
indoor model based on the raw point cloud data from
the laser scanner according to the method of claim 8.
17. A method for building a 3D indoor model based on
raw point cloud data by a processor without any prior
knowledge of an indoor scene, the raw point cloud data
being acquired by a laser scanner with respect to the indoor
scene, the method comprising:
removing noise and outliers from the raw point cloud data
to obtain processed point cloud data;
performing local surface properties analysis on the pro-
cessed point cloud data to obtain normal vectors and
curvature values;
performing 3D point segmentation on the processed point
cloud data based on the normal vectors and curvature
values to obtain a plurality of initial planes having a
plurality of points in a 3D space;
constructing an initial 3D model of rooms based on the
plurality of initial planes; and
performing wall surface-object re-construction to obtain
the 3D indoor model with additional details related to
wall surface-objects, comprising:
projecting and rasterizing the point cloud data within a
threshold distance of less than a wall thickness;
clustering and recognizing a detected empty space; and
modifying the clusters by identifying a void area as a
wall surface.
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18. The method of claim 17, wherein the detected empty
space is determined to be the void area or a blocked area by
applying region growth algorithm and performing statistical
analysis.

19. The method of claim 17, wherein the removing noise
and outliers from the raw point cloud data comprises:

performing down-sampling on the raw point cloud data to

obtain down-sampled point cloud data; and

removing outliers from the down-sampled point cloud

data to obtain the processed point cloud data.
20. The method of claim 19, wherein down-sampling on
the raw point cloud data is performed using voxelization.
21. The method of claim 19, wherein the outliers are
removed according to a median value of locations and the
mean absolute deviation (MAD) of a scale parameter of the
points in the 3D space.
22. The method of claim 17, wherein the local surface
properties analysis on the processed point cloud data is
performed by calculating eigenvalues based on a covariance
matrix in a 3D space.
23. The method of claim 17, wherein performing the 3D
point segmentation on the processed point cloud data com-
prises:
segmenting the processed point cloud data into a plurality
of clusters using a region growing algorithm based on
the normal vectors and the curvature values; and

processing each of the plurality of clusters using a Ran-
dom Sample Consensus (RANSAC) algorithm to
obtain the plurality of initial planes.

24. An integrated system comprising:

a laser scanner for acquiring raw point cloud data of an

indoor scene; and

a processor coupled to the laser scanner, the processor

being configured to execute a process for building a 3D
indoor model based on the raw point cloud data from
the laser scanner according to the method of claim 17.

25. An integrated system comprising:

a laser scanner for acquiring raw point cloud data of an

indoor scene; and
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a processor coupled to the laser scanner, the processor
being configured to execute a process for building a 3D
indoor model based on the raw point cloud data from
the laser scanner according to the method of claim 18.

26. An integrated system comprising:

a laser scanner for acquiring raw point cloud data of an
indoor scene; and

a processor coupled to the laser scanner, the processor
being configured to execute a process for building a 3D
indoor model based on the raw point cloud data from
the laser scanner according to the method of claim 19.

27. An integrated system comprising:

a laser scanner for acquiring raw point cloud data of an
indoor scene; and

a processor coupled to the laser scanner, the processor
being configured to execute a process for building a 3D
indoor model based on the raw point cloud data from
the laser scanner according to the method of claim 20.

28. An integrated system comprising:

a laser scanner for acquiring raw point cloud data of an
indoor scene; and

a processor coupled to the laser scanner, the processor
being configured to execute a process for building a 3D
indoor model based on the raw point cloud data from
the laser scanner according to the method of claim 21.

29. An integrated system comprising:

a laser scanner for acquiring raw point cloud data of an
indoor scene; and

a processor coupled to the laser scanner, the processor
being configured to execute a process for building a 3D
indoor model based on the raw point cloud data from
the laser scanner according to the method of claim 22.

30. An integrated system comprising:

a laser scanner for acquiring raw point cloud data of an
indoor scene; and

a processor coupled to the laser scanner, the processor
being configured to execute a process for building a 3D
indoor model based on the raw point cloud data from
the laser scanner according to the method of claim 23.
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