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Transition Optimization for a VTOL Tail-sitter UAV
Boyang Li, Jingxuan Sun, Weifeng Zhou, Chih-Yung Wen, Kin Huat Low, and Chih-Keng Chen

Abstract—This paper focuses on the transition process opti-
mization for a vertical takeoff and landing (VTOL) tail-sitter
unmanned aerial vehicle (UAV). For VTOL UAVs that can fly with
either hover or cruise mode, transition refers to the intermediate
phases between these two modes. This work develops a transition
strategy with the trajectory optimization method. The strategy is
a reference maneuver enabling the vehicle to perform transition
efficiently by minimizing the cost of energy and maintaining
a small change of altitude. The simplified 3-degree-of-freedom
(3-DOF) longitudinal aerodynamic model is used as a dynamic
constraint. The transition optimization problem is then modeled
by nonlinear programming (NLP) and solved by the collocation
method to obtain the reference trajectory of the pitch angle
and throttle offline. Simulations with the Gazebo simulator and
outdoor flight experiments are carried out with the optimized
forward (hover-cruise) and backward (cruise-hover) transition
solutions. The simulation and experimental results show that
the optimized transition strategy enables the vehicle to finish
transition with less time and change of altitude compared with
that by using traditional linear transition methods.

Index Terms—Tail-sitter, UAV, Transition, Trajectory Opti-
mization, Flight Experiments.

I. INTRODUCTION

UNMANNED aerial vehicles (UAVs) have been applied
to various civil fields in urban areas to contribute to

the development of smart cities [1]–[3]. However, the widely
available UAV configurations have their obvious shortcomings
[1], [4]. For example, multi-rotor UAVs have a very limited
flight range and endurance, while a large space or a long
runway for takeoff and landing of high-efficiency fixed-wing
UAVs are not easily available in most cities. Under such
circumstance, the vertical takeoff and landing (VTOL) tail-
sitter UAV is a promising platform to be applied in the
urban areas [4], [5], as they can not only takeoff and land
vertically in the hover mode, but also cruise efficiently in
the level flight mode with extended range and endurance.
It combines the advantages of both rotatory-wing and fixed-
wing UAVs. The tail-sitter UAV takes off and lands on the
trailing edge of its wing. Once takeoff, the entire vehicle will
tilt forward and then fly like the traditional fixed-wing UAVs
horizontally. Compared with other configurations of VTOL
UAVs such as a tilt-rotor UAV [6], [7] and a tilt-wing UAV
[8], a tail-sitter UAV has a simpler and more compact structure,
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Fig. 1. Quad-rotor tail-sitter UAV prototype in different flight modes.

which reduces the use of rotation mechanism and improves the
overall reliability. The tail-sitter UAV developed in this work
called “PolyU-Plus Tail-sitter (PPT)” is shown in Fig. 1 with
its hover and cruise state during outdoor flights.

The typical flight phases of tail-sitter VTOL UAVs include
vertical takeoff, pitch down for about 90◦ into the level flight
mode (forward transition), cruise flight, pitch up for about 90◦

to the hover flight mode (backward transition) and landing
vertically. Transition control is one of the key challenges for
all kind of VTOL aircraft, especially for tail-sitters. First of
all, the traditional multi-rotor or fixed-wing controller may not
be applicable in the transition period. The linearized model
around trim points for either the hover or the cruise mode will
be contradicted during the transition. Second, the aerodynamic
forces and control efforts in the transition period are nonlinear
due to the potential high angle of attack (AOA) condition.
Finally, the transition period has multiple constraints to be
satisfied in order to successfully enter the other flight mode.
Multiple performance indexes can also be optimized, such
as the change of height, the cost of energy, and transition
duration.

The current available linear transition method that is used
by the open source flight controller firmware PX4 (v1.8.0) [9]
adopts a simple reference maneuver to make the vehicle finish
transition. A linear (for forward transition) and a step (for
backward transition) pitch angle commands, together with
the corresponding constant throttle value during the transition
are provided. These two command reference curves are set
by intuition and experience, aiming to lead the vehicle to
satisfy the pitch angle and airspeed requirements to finish
transition. Although these linear references could guide the
vehicle to finish transition, they usually leads to a large
increase of altitude during transition, which is not favorable for
the efficient of whole flight mission. The extra energy and time
will be consumed to return to the originally planned operation
altitude when transition is finished. The unpredictable change
of height may also cause a safety threat to the tail-sitter UAV
itself or the surrounding vehicles. In this work, we aim to
develop an optimized trajectory to enable the tail-sitter UAV
to finish transition with a minimum energy cost and a small

The following publication B. Li, J. Sun, W. Zhou, C. Wen, K. H. Low and C. Chen, "Transition Optimization for a VTOL Tail-sitter UAV," in IEEE/ASME 
Transactions on Mechatronics is available at https://dx.doi.org/10.1109/TMECH.2020.2983255.

This is the Pre-Published Version.

© 2020 IEEE. Personal use of this material is permitted. Permission from IEEE must be obtained for all other uses, in any current or future media, 
including reprinting/republishing this material for advertising or promotional purposes, creating new collective works, for resale or redistribution to 
servers or lists, or reuse of any copyrighted component of this work in other works.



IEEE/ASME TRANSACTIONS ON MECHATRONICS 2

change of height.
The study of transition process began from the early stage of

tail-sitter UAV development. Stone and Clarke [10], [11] firstly
proposed the optimization requirements and simulation results
for transition maneuver of their “T-wing” tail-sitter. They
studied the influence of the vehicle’s mass and thrust-weight
ratio on the transition results. Johnson et al. [12] discussed the
use of dynamic inversion with the neural network adaption to
form a single adaptive controller to control a fixed-wing UAV
in all the hover, level, and transition flights. Their experimental
results showed the altitude increase of about 30 m with slower
and faster transitions. Frank et al. [13] used a pseudo-position
far away from the hover position for the forward transition
of a fixed-wing UAV in a constrained indoor environment.
Osborne [14] tested a feedback linearization and an adaptive
controller for transition trajectory tracking of a light fixed-
wing UAV. Unfortunately, none of the two controllers showed
good tracking performance in their experimental results.

Kita et al. [15] calculated a reference trajectory of the pitch
angle using the relationship of the horizontal speed and the
pitch angle by simulations to get the shortest time transition
trajectory. However, they did not discuss the change of height
during transition in detail for their experimental results. Jung
and Shim [16] designed a transition controller with the L1
adaptive control and the dynamic inversion method. But the
outer loop commands they used were almost linear lines from
initial to the target value of transition, which usually led to a
large increase of height in their simulation and experimental
results. Naldi and Marconi [17] formulated minimum-time and
minimum-energy optimal transition problems to compute the
reference transition maneuvers. They transferred the transition
problem to a reduced complexity mixer-integer nonlinear
programming and solved it by a commercial software with
collocation method. However, they showed only the numerical
solutions of the problem, without providing simulation or
experimental results with the UAV prototype.

Zhang et al. [18] provided a different strategy to deal with
transition. Their vehicle conducted a 90-degree yaw rotation
before transition and yaw back after transition to reduce the
effect of disturbances caused by the wing. Forshaw et al. [19]
studied the transition architecture for a twin rotor tail-sitter
UAV and showed simulation results with the linear transition
method. Banazadeh and Taymourtash [20] used the cross-
coupled thrust-vectoring control to generate optimal transition
trajectories for a tail-sitter UAV. They took the physical
constraints into the optimization process to guarantee that the
estimated trajectories are feasible. The influence of thrust-to-
weight ratio to transition was analyzed.

Zhou et al. [21] developed a unified control framework to
enable a quad-rotor tail-sitter to conduct all flight modes with a
single controller. Only were simulation results showed. Oosedo
et al. [22], [23] showed the experimental results of transition
flight with two different cost functions. The improvement of
their optimized controller was quite limited compared with
the normal linear controller. Verling et al. [24] optimized
the backward transition with a self-designed cost function.
They showed a single-time experimental result of backward
transition with a less change of altitude after optimization.

Nevertheless, the optimized transition had a height drop and
increased horizontal displacement. Zhang et al. [25] and Li
et al. [26] also presented simulation results of their proposed
transition methods with self-designed tail-sitter UAV models.

Relevant studies about hover-cruise and cruise-hover ma-
neuvers for aerobatic fixed-wing UAVs are also worth noting.
Green and Oh [27] designed a hybrid UAV with a small
propeller at each wingtip. They mainly discussed the quater-
nion attitude control algorithm for cruise-to-hover control. Ure
and Inalhan [28] developed a multi-modal flight control and
path planning scheme for the fixed-wing UAV to perform
agile maneuvers with a pre-defined library. The change of
flight modes was handled by dynamic sliding mode control.
Bulka and Nahon [29] introduced the attitude, position, and
thrust controller for an aerobatic fixed-wing UAV to conduct
aggressive maneuvers such as knife-edge and hover. Based on
these controllers, Levin et al. [30] used a numerical optimal
control method to generate reference trajectories and feed-
forward control inputs for automatic agile maneuvers. In the
following work, Levin et al. [31] used the rapidly-exploring
random trees (RRT) to generate the obstacle-free path for the
UAV and then track the path by agile maneuvers.

Although the excellent works mentioned above with linear
or optimal transition methods have been demonstrated, none
of them has presented satisfactory experimental results with
an obvious reduced change of height after transition. Some
of them only presented one-time experimental result which is
insufficient to prove the effectiveness and robustness of their
proposed methods accounting to the variant disturbances of
the outdoor environment. The studies about aerobatic fixed-
wing UAVs focused more on the successful execution of
various maneuvers rather than the detailed performance on
transition. Therefore, this work is motivated to develop a
tail-sitter transition optimization framework with trajectory
optimization method and verify its performance by repeated
experiments. A cost function was proposed to minimize the
energy cost and tracking error during transition. The 3-DOF
longitudinal dynamic model, boundary conditions, physical
limits of states and actuators were used as the constraints.
The optimal transition problem is then coded into nonlinear
programming (NLP) and solved by direct collocation methods.
We also introduced a quick evaluation process to implement
the optimal reference into the simulation and experimental
platform. The simulations and multiple flight experiments
showed good improvement in transition performance with the
proposed optimized transition references.

The remaining sections of this paper is organized as follows:
the tail-sitter UAV prototype and dynamic model are described
in Section II; Section III presents the transition optimization
methods with results of both forward and backward transitions;
The simulation results are given in Section IV and outdoor
flight experimental results are shown in Section V. Finally,
the conclusions and future work are addressed in Section VI.

II. SYSTEM MODELING

In this section, the developed cross-type tail-sitter UAV
prototype by our previous study [32], [33] is briefly described,
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Fig. 2. Coordinates of tail-sitter UAV in hover and cruise flight mode.

followed by the introduction of coordinate systems. The sim-
plified dynamic model and aerodynamic model are finally
presented.

A. Tail-sitter UAV Prototype Description

The tail-sitter prototype was modified from an EPO ma-
terial flying-wing UAV airframe kit ‘Skywalker-X8’ with the
original rear motor removed. Four added propulsion sets were
fixed on the airframe forming a ‘+’ configuration similar to
the quadrotor UAV. Two of them were linked to the leading
edges of the left and right wings. The other two motors were
mounted on wooden structures in the front and back of the
wing and connected by carbon tubes. The takeoff weight of
current platform is up to 2 kg with a wing span of 1.1 m.
Four rotors can provide trust and control moments in three
axes similar to quad-rotor UAVs. The prototype used Pixhawk
as the flight controller hardware and PX4 autopilot as the
base software platform. The flexible open source flight control
platform enables users to modify it according to different
customize requirements.

B. Assigned Coordinate Systems

For the tail-sitter UAV, two right-handed coordinate systems
are used to describe the states of vehicle (see Fig. 2). The
initial frame (Γi : Xi, Yi, Zi) is fixed at the takeoff position
pointing to north-west-down (NED) directions of the earth.
The body frame (Γb : Xb, Yb, Zb) is fixed at the center of
gravity (CG) of the UAV with Xb axis pointing to the down-
side of the wing and other axes following right-hand principle.
The position of the vehicle in Γi is defined by ξξξ = [X Y Z]T,
velocity in Γi is described by vi = [Ẋ Ẏ Ż]T. The velocity of
the vehicle in Γb is defined by vb = [U V W ]T. The attitude
of the vehicle is described by quaternions in the simulation
model and the attitude controller. For an intuitive illustration
in results presentation, the quaternions are converted to Euler
angles with φ, θ, ψ as roll, pitch, and yaw angles defined in
the hovering state. It should be noted that based on the above
definition, the pitch angle θ = 0◦ at the takeoff, landing, and
hover condition. When the vehicle transition forward in the
air into cruise flight, the pitch angle θ ≈ −90◦.

C. Three-DOF Longitudinal Dynamic Model

Although transition flight is a complex nonlinear process,
the significant change of states mainly happens in the vertical

plane. The other states such as roll, yaw, and side displacement
only need to be stabilized at the original trim condition before
transition. Longitudinal equations of motion include horizontal
and vertical velocities in the body coordinate, and the rotations
about the Yb-axis, described by θ. If we neglect the coupling
relationship between the longitudinal dynamics and dynamics
of other directions, we can simplify the full 6-DOF dynamic
model into a 3-DOF model for the transition process study.
Compared with the 6-DOF rigid body dynamic model, this 3-
DOF model significantly reduced the size of the optimization
problem. The difference between hover and cruise flights are
mainly represented by pitch angle and airspeed. If the vertical
velocity is much smaller than the horizontal velocity during
transition, the horizontal velocity Ẋi will be the same as the
airspeed, which is used as one of the criteria to mark the
finish of transition. During transition, we would also like to
have a minimal change of height. This requirement can be
satisfied by constraining vertical speed Żi in the model to a
small value. As a result, the states x for the 3-DOF dynamic
model includes velocity in Xi, Zi direction, and the pitch
angle, x = [Ẋi Żi θ]

T .
For our tail-sitter UAV system, PX4 Pro [34] open-source

hardware and firmware has been used for the basic avionic
system. This system showed stable performance in basic hover
and cruise flight in our previous study [35]. It also provides
plenty of interface for us to modify the original sub-modules
and functions. The optimization of transition can be empha-
sized on either attitude control or the reference trajectory.
Based on our previous flight results [36], it was found that
the performance of attitude controllers provided by the PX4
firmware can satisfy the attitude control requirement during
hover and transition period. In this work, we will only focus
on the development of the outer-loop reference of transition
maneuver, while employing the original multi-rotor and fixed-
wing attitude controllers from PX4. The attitude control can be
assumed as the first-order dynamic system with a time constant
of τ [37], the 3-DOF dynamic model of the tail-sitter can be
written asẌi

Z̈i

θ̇

 =

 −(Ft/m) sin θ + Faero,x/m
g − (Ft/m) cos θ + Faero,z/m

(1/τ) (θc − θ)

 , (1)

where m is the mass of vehicle, Ft is the total thrust generated
by the four propellers, θc is the command pitch angle, and
Faero,x, Faero,z are Xi and Yi components of aerodynamic forces
including lift L and drag D. The first two relationships are
obtained from the first principle in the initial coordinate while
the last relation is acquired by the 1-st order assumption to
the inner attitude loop of pitch angle control.

For the dynamic model considered, the outputs of the
transition optimizer are the commanded total thrust and pitch
angle, u = [Ft θc]

T .

D. Aerodynamic Model

The aerodynamic model should be involved in the transition
model since the lift and drag will change significantly when
the UAV pitches down, increases the horizontal speed, and
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transits to the cruise flight in the forward transition, and vice
versa. Lift and drag forces can be calculated by

L =
1

2
ρV 2SCL(α),

D =
1

2
ρV 2SCD(α),

(2)

where ρ is the density of air, V is the airspeed, S is the
wing area, and CL and CD are the corresponding lift and drag
coefficients at the certain angle of attack α, respectively. The
angle of attack is defined by α = tan−1W/U . The velocity in
the body frame, U and W , can be calculated by the coordinate
transformation of the inertial frame speeds.

For the aerodynamic model in the transition study, the
experimental data of lift and drag coefficients versus angle
of attack for NACA 0012 airfoil from report [38] are fitted in
Fig. 3. Although the actual airfoil of our tail-sitter vehicle is
not exactly the same with NACA 0012, the error is regarded
as acceptable when building a model-based controller for a
tail-sitter UAV [39].
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Fig. 3. Lift and drag coefficients for NACA-0012 airfoil.

III. TRANSITION OPTIMIZATION

As the dynamic model for the transition has been built, we
will then optimize this process according to certain objectives
and constraints with the numerical method. The optimization
results will be the throttle and pitch commands at a minimum
cost while keeping a small change of height.

A. Transition Control Structure

During the hover flight, the weight of the vehicle is sup-
ported by the propulsion system facing up. When conducting
the cruise flight, the vehicle is supported by lift generated
from the wing and the propulsion system will face forward to
provide thrust. The transition process is the intermediate state
between these two trimmed conditions. During the transition
period, the weight of the vehicle is supported by the combina-
tion of these two mechanisms. To utilize the well-developed
multi-rotor and fixed-wing flight controllers, the VTOL UAVs
usually adopt compound controller structures, which means
all the multi-rotor, fixed-wing, and transition controllers are
running simultaneously onboard during the flight. There will

be certain signal selectors to decide the source of commands
that are finally received by the actuators in different flight
phases. The structure and transition logic of the controller
used in this tail-sitter UAV for both the linear and optimized
transition methods is presented in Fig. 4.

Multi-rotor
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Controller

Fixed-wing
Attitude 

Controller

Selector 2
Transition
Controller

Multi-rotor 
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Fixed-wing 
Position 

Controller
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, ctF 
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Fig. 4. Controller structure for allocating signal source during different flight
modes.

During hover and cruise flight modes, the vehicle will be
controlled by the cascaded position and attitude controllers
for multi-rotor and fixed-wing UAV, respectively. When the
forward or backward transition process is triggered, the outer-
loop position controller will be replaced by a transition
controller sending the commanded throttle and attitude to
the multi-rotor attitude controller. When the logic selectors
check that the vehicle has reached the criteria for finished
transition, it will reroute the signal flow accordingly. To better
describe the transition process, the quantitative definitions of
both forward and backward transitions will be given first.

1) Forward Transition: The forward transition is a process
to lead the tail-sitter UAV flying from the hover flight mode
into the cruise flight mode. For the coordinate definition shown
in Fig. 2, the UAV flies with pitch angle θ ≈ 0◦ and airspeed
V ≈ 0 m/s in hover flight. While in the cruise mode, the
UAV flies at θ ≈ −70◦ and V ≈ 12 m/s for this vehicle
prototype. During the forward transition, the target final value
of pitch angle and airspeed should be near the operation point
of the fixed-wing mode so that the vehicle can be taken over
by the fixed-wing flight controllers smoothly. The initial and
final states for the forward transition are shown in Table I.

TABLE I
THE DEFINITION OF FORWARD TRANSITION.

State Initial Value Final Value

Pitch Angle (◦) 0 < −65

Airspeed (m/s) 0 > 10

2) Backward Transition: The backward transition can be
regarded as the reverse process of forward transition. The
vehicle usually conducts backward transition before the final
vertical landing stage. The initial state of backward transition
is cruise flight handled by the fixed-wing flight controllers. The
final state of backward transition is hovering flight mode with
a small pitch angle and a low flight speed. After the backward
transition, the vehicle should enter a domain where the multi-
rotor flight controllers could take over. The initial and final
states of backward transition are presented in Table II.
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TABLE II
THE DEFINITION OF BACKWARD TRANSITION

State Initial Value Final Value

Pitch Angle (◦) < −65 > −15

Airspeed (m/s) > 12 < 5

B. Optimization Method

In a transition process, one would like the UAV to finish
transfer between two trimmed conditions in a limited time.
Besides, one would also prefer to minimize or maximise some
indices to improve the performance of transition. Such indices
could be transition time, change of altitude, cost of energy, etc.
In this work, the tail-sitter transition process is considered as a
trajectory optimization problem, defined by finding an optimal
control sequence u∗(t) from the allowed region U to make the
states transfer from initial states x(t0) to the target final states
x(tf ) with a minimized value of objective function along this
trajectory.

The optimization problem can usually be solved by direct
and indirect methods. Direct methods parameterize the infinite
dimensional decision variables to a limited extent so that the
problem can be approximated by a finite dimensional nonlinear
programming (NLP), and then be addressed by numerical
methods such as collocation [40]. The process of converting
the original trajectory optimization into nonlinear parameter
optimization problem is known as transcription, which means
to transcribe a dynamic system into a problem with a finite
set of variables. For the current tail-sitter transition, the direct
method is chosen since it is easy for calculation and imple-
mentation with any offline PC or an online flight computer.

A typical formulation for nonlinear programming is shown
in Eq. (3). A cost function J(u) is defined to measure the
performance of a process with control sequence u. The process
should also satisfy a group of equal and unequal constraints,
such as system dynamics, safety region of system states and
actuator outputs. f(u) is a group of functions representing all
of the equal constraints to be satisfied and g(u) is another
group of functions representing the unequal constraints must
be satisfied during the transition process.

min
u
J(u)

subject to: f(u) = 0

g(u) ≤ 0,

u ∈ U.

(3)

C. Cost Function

The cost function determines how to measure the perfor-
mance of a transition when all other constraints set to complete
transition are satisfied. For a general optimization problem,
we would like the system to finish the process with minimal
actuator efforts. We proposed a cost function with two terms
(see Eq. 4). The first term is the energy cost by the propulsion
system, and the second term is the aggressive level of pitch
control. The energy used by the propulsion system is measured
by the thrust output, and the aggressive of pitch control

is represented by the difference between the command and
response pitch angles. Both of the two terms are normalized
by their full range magnitude to eliminate the effect of different
scales.

J =

∫ tF

t0

[( Ft(t)

Ft,max

)2
+ η
(θ(t)− θc(t)

π

)2]
dt, (4)

where t0 and tF are initial and final times of transition,
Ft(t) is the total thrust provided by the propulsion system
during transition, which is also the main energy consumption
for the vehicle. Ft,max is the maximum thrust that can be
provided by the propulsion system. θc(t) and θ(t) are the
command and response pitch angles. The introduction of the
error of command and response pitch angles aims to reduce
the difference between these two values constrained by our
1-st order system assumption. The η is a weight parameter
introduced to adjust the importance of the second term, usually
can be set from 0 to 1.

D. Constraints

During the optimization process, multiple constraints should
be satisfied to enable the vehicle to achieve transition. The first
constraint is the 3-DOF dynamic model shown in Eq. 1. The
other constrained parameters including time, system states, and
control outputs are shown in Table III. For the time constraint,
t0 is the initial time of transition which is selected as 0. tF
is the final time we would like to finish transition, which is
selected as 2 s. The initial state x0 and final states xF are
set according to the transition requirements in Table I for
forward transition. The state constrains x(t) during transition
are constrained according to the performance limits. For the
vertical velocity Żi(t), it is constrained into a small region to
ensure small height change during transition. The change of
height is not preferred since the vehicle will need extra time
or energy to resume to the originally planned cruise height.
The last pair of constraints were given to the total thrust and
command pitch angle.

TABLE III
CONSTRAINED PARAMETERS FOR FORWARD TRANSITION OPTIMIZATION

Variable Description Constraint

t0 initial time [0, 0]

tF final time [2, 2]

Ẋi0 initial horizontal speed [0, 0]

Żi0 initial vertical speed [0, 0]

θ0 initial pitch angle [0, 0]

ẊiF final horizontal speed [10, inf]

ŻiF final vertical speed [−1, 1]

θF final pitch angle [−90◦,−63◦]

Ẋi(t) horizontal speed [0, 20]

Żi(t) vertical speed [−1, 1]

θ(t) pitch angle [−90◦, 0]

Ft total thrust [0, 30]

θc command pitch angle [−90◦, 0]

For backward transition optimization, the same cost function
as in the forward transition was used. The corresponding
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constraints for initial and final states can also be set according
to Table II. The other constraints are the same as those in the
forward transition.

E. Optimization Setting and Solutions

An open source trajectory optimization software ‘Optim-
Traj’ [41] was selected to transcribe and solve the optimal tran-
sition problem. ‘OptimTraj’ is a MATLAB library designed to
solve continuous-time trajectory optimization problems. It pro-
vides direct collocation methods for transcription and finally
solves the discrete NLP with MATLAB function ’fmincon’.

‘OptimTraj’ provides methods of different orders to solve
the NLP problem. The Chebyshev-Lobatto orthogonal col-
location method was finally chosen to solve our problem
with acceptable calculation time and small oscillation for the
results. The grid number of collocation points was selected
as 10. The time constant of the attitude controller is selected
as τ = 0.1 second, based on command and responded pitch
angle data in the previous flight logs.

1) Forward Transition: The optimized solutions for the
forward transition are shown in Fig. 5. The top two figures
depict the optimized controller outputs: throttle and pitch angle
command during the transition period. The bottom two figures
present the simulated results of three longitudinal states by
integration of the dynamic model. Clearly observed from these
results, the vehicle finished transition in the transition period
with all the states reached the target range of fixed-wing cruise
flight. It is shown that the pitch angle requirement (< −65◦)
reached a bit earlier than the horizontal speed requirement
(> 10 m/s).
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Fig. 5. Main longitudinal states of optimized solutions for forward transition.
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Fig. 6 is the 2D trajectory representation of the optimized
forward transition. The position is integrated by the velocity
data in Fig. 5. The blue line shows the path of CG of the
vehicle during transition, and the red arrow indicates the pitch
attitude of the vehicle at the corresponding position. It is
shown that the vehicle pitched down to cruise flight mode
with a small change of altitude during the transition.

2) Backward Transition: The optimized backward transi-
tion results are shown in Figs. 7 and 8. As seen, the tail-sitter
UAV reaches the target pitch angle at about 1.3 seconds, and
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Fig. 6. 2D path and pitch angle of optimized forward transition.

then takes further time to reduce horizontal speed to switch
into hover mode. The vehicle also finishes transition in 2
seconds with a nearly zero vertical speed and change of height
similar to the forward transition.
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Fig. 8. 2D path and pitch angle of optimized backward transition.

IV. SIMULATION RESULTS

A. Simulation Environment

In this work, we first implemented and tested the optimized
transition strategy in the Gazebo-PX4 software in the loop
(SITL) simulation environment [42]. Gazebo has been inte-
grated with PX4 flight control firmware, which enables the
developers to simulate their algorithm with various of UAV
platform including tail-sitters.

An auto-flight mission was designed to test the transition
performance. The vehicle will first take off to a height of
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20 m, hold there for 5 seconds, conduct forward transi-
tion, and fly with the fixed-wing mode for 50 m. Finally,
backward transition will be conducted before landing. This
action sequence was created in the ground control station
software, QGroundControl, and then uploaded to the simulator.
The same demonstration mission with linear and optimized
transition methods for both forward and backward transition
were simulated for comparison.

B. Forward Transition Results

1) Linear Transition Method: The linear transition method
is originally provided by the PX4 open source firmware
(v1.8.0). The principle of this transition strategy is to lead
the vehicle to successfully transit to the other flight state by
low-level control commands without considering the detailed
dynamics and path of the vehicle. Generally, a simplified
and practical strategy is used by focusing on the two low-
level statuses - pitch angle and airspeed. To ensure safety and
prevent stall, the airspeed requirement is usually preferred to
be satisfied first, then followed by the pitch angle requirement.
For linear forward transition, the pitch angle set-point follow
a straight line connecting the current pitch angle to the final
pitch angle of transition, while the throttle remains a constant
value during the whole transition period. After testing with
the different transition period, 2 seconds was found sufficient
for the vehicle to finish transition. Therefore, only the results
with transition duration of 2 seconds be shown in the following
section.

The simulation results of linear transition are demonstrated
in Fig. 9. The horizontal axis for each figure represents the
relative time with respect to takeoff time. The vehicle is
commanded with a linear decreasing pitch angle, shown with
the dashed blue line in Fig. 9 (a). The solid red line shows
the responded pitch angle. The throttle setpoint is a constant
value of 70% for 2 seconds, shown on Fig. 9 (b). The bottom
two sub-figures show the response airspeed and height of the
vehicle. The shadowed area shows the transition period read
from the flight log. It is found that although the vehicle can
finish transition with pitch angle less than -65◦ and airspeed
larger than 10 m/s (shown with dashed line) to enter the cruise
flight mode, the altitude has increased for about 8 m.

2) Optimal Transition Method: The simulation results with
the optimal transition are shown in Fig. 10. The reference
thrust and pitch angle curves are fitted from the numerical
solution shown in Fig. 5 by a set of 9-th order polynomials
as functions of time. The thrust was then transformed to
throttle in percentage based on experimental results from
[33]. The commanded pitch angle was given to the inner-
loop attitude controller to follow. The commanded throttle
value was provided to a ‘mixer’ to form the output of each
motor. The results demonstrate find that the vehicle can finish
transition and enter the fixed-wing mode with less time than
the linear transition method and the change of altitude is also
smaller. One of our main optimization objectives is the height
change. The optimized transition method reduces the change
of height from 8 m by the linear transition method to about
4.5 m.
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Fig. 9. Linear forward transition results by Gazebo simulation. (The shadows
areas cover the transition period and dashed lines show the transition finish
criterion)
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Fig. 10. Optimal forward transition result by Gazebo simulations. (The
shadows areas cover the transition period and dashed lines show the transition
finish criterion)

C. Backward Transition Results

1) Linear Transition Method: After the forward transition,
two backward transition methods by the Gazebo environment
were simulated. Similar to the linear forward transition, the
linear back transition also aims to provide a simple pitch angel
reference and an open loop throttle command curve for the
vehicle to track. The results of linear backward transition are
shown in Fig. 11. For linear backward transition, the pitch
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angle set-point follows a step curve, directly jumping to the
hover point while the throttle is still a constant value similar
to the linear forward transition. From the results, the vehicle
is found finish backward transition in about 1.2 seconds with
a height increase of about 11 m.
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Fig. 11. Linear backward transition results by Gazebo simulation. (The
shadows areas cover the transition period and dashed lines show the transition
finish criterion)

2) Optimal Transition Method: The backward transition
results with the optimal transition method are shown in Fig.
12. The vehicle is found finish backward transition in about
1.2 seconds and only climb with 6 meters after backward
transition.

V. EXPERIMENTAL RESULTS

A. Experimental Environment

When the effect of optimized transition method was verified
by the simulation environment, it was implemented directly
to the Pixhawk autopilot hardware to conduct the outdoor
flight experiment. The experiment aims to test the performance
of the optimized transition strategy in complicated outdoor
application scenarios with our tail-sitter UAV prototype. The
flight tests were conducted at the flight site of Hong Kong
Model Engineering Club (HKMEC), Yuen Long, Hong Kong
for four days. The test times were selected with a relative
calm weather status and minor wind disturbance. Totally, 11
flights and 32 transition motions were conducted with different
transition methods discussed in this article. The flight data
during each transition were extracted from the full flight log.
Only the transition processes with the similar initial status are
presented.

B. Forward Transition Results

1) Linear Transition Method: First, the original linear tran-
sition method provided by the PX4 open source controller was
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Fig. 12. Optimal backward transition result of Gazebo simulation. (The
shadows areas cover the transition period and dashed lines show the transition
finish criterion)

tested, with results shown in Fig. 13. Similar to the previous
simulation results, the vehicle finished forward transition in
about 2 seconds with the linear pitch down command and
constant throttle, whereas the height increased for about 20
meters after transition.
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Fig. 13. Experimental result of linear forward transition. (The shadows areas
cover the transition period and dashed lines show the transition finish criterion)

2) Optimal Transition Method: The results of optimized
forward transition are presented in Fig. 14. With the optimized
pitch angle and throttle references, the forward transition was
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actually finished in about 1 second with height increased for
only 2 meters.
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Fig. 14. Experimental result of optimal forward transition. (The shadows
areas cover the transition period and dashed lines show the transition finish
criterion)

3) Comparison: For each transition method, the flight tests
were repeated for more than three times to reduce the effect of
environmental disturbance. The transition duration and height
change for linear and optimal forward transitions are compared
in Fig. 15 and Table IV. It is noted that both the transition
duration and change of height have reduced significantly after
optimization.
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Fig. 15. The comparison of transition duration and height change of two
forward transition methods for five repeated tests.

TABLE IV
COMPARISON OF AVERAGED TRANSITION TIME AND HEIGHT CHANGE FOR

FIVE LINEAR AND OPTIMAL FORWARD TRANSITION TESTS.

Transition Type Method Average ∆t (s) Average ∆H (m)

Forward
Linear 2.51 14.51

Optimal 1.34 2.89

C. Backward Transition Results

After the effectiveness of the optimized forward transition
has been verified, the linear and optimal backward transition
were tested.

1) Linear Transition Method: The experimental results of
backward transition with the linear method are shown in Fig.
16. After backward transition, the vehicle gained height for
about 8 m with the linear transition method. This change
of height is unfavorable since the descending rate for tail-
sitter cannot be too large (less than 2 m/s for our prototype).
The extra gain of height will increase the time and energy
consumption for landing.
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Fig. 16. Experimental result of linear backward transition. (The shadows
areas cover the transition period and dashed lines show the transition finish
criterion

2) Optimal Transition Method: The improvement can be
found in the experimental results of optimized backward
transition, as shown in Fig. 17. The transition duration did not
change much compared with linear transition, but the change
of height has reduced from 8 m to around 4 m.

3) Comparison: The comparison of the experimental re-
sults of both linear and optimal backward transition methods
for three corresponding repeated tests is shown in Fig. 18 and
Table V. It is found that the change of height has reduced by
about half with the optimized transition method. Also noticed
is that the improvement for backward transition is smaller than
that for forward transition. The difference is likely to be caused
by the difference of dynamic response between the forward
and backward transitions.

VI. CONCLUSION

The work presented in this paper is concerned with the
transition trajectory optimization for tail-sitter VTOL UAVs.
The 3-DOF dynamic and aerodynamic models were developed
to reflect the main characteristics of transition flight. The
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Fig. 17. Experimental result of optimal backward transition. (The shadows
areas cover the transition period and dashed lines show the transition finish
criterion)
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Fig. 18. The comparison of transition duration and height change of two
backward transition methods for five repeated tests.

TABLE V
COMPARISON OF AVERAGED TRANSITION TIME AND HEIGHT CHANGE FOR

FIVE LINEAR AND OPTIMAL BACKWARD TRANSITION TESTS.

Transition Type Method Average ∆t (s) Average ∆H (m)

Backward
Linear 1.12 8.24

Optimal 1.04 3.79

optimal transition problem was formed by a cost function
to minimize the energy cost and a series of constraints. The
optimal control problem was then discretized and transcribed
into an NLP problem. The direct collocation method was used
to get the optimized trajectory. The Gazebo robot simulator
was used to verify the performance of the integrated optimized
transition trajectories. Outdoor flight experiments were carried
out with different transition methods. Both simulation and
experimental results show that the optimized transition tra-
jectory enabled the tail-sitter UAV to finish both forward and
backward transitions with shorten duration and fewer height
increment compared with the linear transition method used in

PX4 (v1.8.0). This optimization method can also be used for
other tail-sitter UAVs by simply changing the vehicle param-
eters in the dynamic model and constrains of the optimization
process. In the future, the optimization framework could be
potentially implemented by combining the nonlinear model
predictive control (MPC) to form a closed-loop control manner
with reference paths and to provide more predictable transition
results.
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