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ABSTRACT The coding units (CU) partitioning in the 3D extension of the high efficiency video coding
standard (3D-HEVC) is recursively conducted on different block sizes from 64 × 64 to 8 × 8. Besides,
the depth coding in 3D-HEVC introduces several new coding tools for each CU to improve the coding
efficiency, however, with great computational complexity. It is noted that only a small number of the CUs
in recursive partitioning are encoded into the final bitstream. Among these CUs, the CUs with Intra 2N
× 2N or Intra N × N as optimal modes have a very small proportion. In this paper, we thus propose an
early determination of depth intra coding, where the coding stage of Intra 2N × 2N, Intra N × N or CU
Splitting for the CUs could be early skipped based on several Decision Trees. Simulation results show that,
with restrict the results from the tree leaves by different Gini thresholds, the proposed algorithm could save
41.14%-71.63% of the depth coding time with only a slight increase in BDBR.

INDEX TERMS 3D-HEVC, CU size decision, decision tree, Gini thresholds, depth intra coding, fast mode
decision.

I. INTRODUCTION
As 3D video services are getting increasingly popular, an effi-
cient way to better represent and compress 3D data has been
actively investigated in recent years. The newmulti-view plus
depth (MVD) video is one of the most emerging formats for
the next-generation 3D video system, in which 3D video is
represented by a limited number of textures and associated
depth maps. To reconstruct the 3D scene, additional virtual
views can be generated via a depth image-based rendering
(DIBR) technique. Since depth maps are used to provide the
disparity and guide the synthesis process, they play a crucial
role in the current 3D video system and should be precisely
encoded.

Depth intra coding in 3D-HEVC basically adopts the flexi-
ble coding quad-tree structure in HEVC, where the block par-
titioning allows a coding tree unit (CTU, 64×64) recursively
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splitting into four coding units (CU) of equal size. In addition
to the conventional 35 HEVC intra modes (CHIM), several
new depth intra coding tools such as depth intra skip mode
(DIS), depth modelling mode (DMM), segment-wise DC
coding (SDC) and view synthesis optimization (VSO) have
been designed for each CU in depth map coding. These
new techniques improve coding efficiency at the expense of
dramatically increasing computational complexity.

In order to reduce the complexity of depth intra coding,
many fast approaches have appeared [1]–[13]. They could
be roughly divided into two categories: fast mode deci-
sion methods [1]–[9] and fast coding block partition meth-
ods [10]–[13]. In [1], an edge-based DMM skipping strategy
was proposed in Hadamard transform domain. In [2], [3],
the process of DMM search or SDC decision is selectively
skipped by comparing the rate distortion (RD) cost of the
prior checked modes. In [4], the distortion calculation in
DMM search is simplified as the squared Euclidean dis-
tance of variances (SEDV), and a probability-based early

173138 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ VOLUME 7, 2019

https://orcid.org/0000-0001-8221-2311
https://orcid.org/0000-0001-9537-6403
https://orcid.org/0000-0002-1473-094X
https://orcid.org/0000-0002-8578-0696
https://orcid.org/0000-0002-1528-8479
https://orcid.org/0000-0003-1316-1295
https://orcid.org/0000-0003-3341-2776


C.-H. Fu et al.: Fast Depth Intra Coding Based on Decision Tree in 3D-HEVC

FIGURE 1. (a) Depth intra coding for each CU; (b) Optimal coding quad-tree structure; (c) Depth intra coding for each CTU.

decision (PBED) method was proposed by studying the cor-
relation between rough mode cost and final mode decision.
Other algorithms for block level fast intra mode decision
could be found in [5]–[9], which mainly focus on the acceler-
ation of complex modes such as DMM. On the other hand,
a coding block quad-tree pruning algorithm was designed
in [10] by considering the variance of blocks and the esti-
mated distortion of single depth intra mode [15]. In [11],
an inter-component coding tool was developed mainly for
inter frames, where the depth coding quad-tree is limited to
the coded texture quad-tree. In [12], the DISmode correlation
between coding levels is employed to speed up the partition
decision processing. These methods always focus on the spe-
cific coding technique in certain coding stage, such as DMM
or SDC mode decision in Intra 2N×2N or Intra N×N mode,
and early decision for CU partition termination. However,
there are usually some coding stages that are not useful in the
final bitstream. For example, if the current CU is finally coded
with DIS, then the Intra 2N×2N mode is unnecessary to be
checked. In this case, skipping Intra 2N×2N can obviously
achieve greater reduction than the traditional fast DMM or
SDC decisions in the coding stage of Intra 2N×2N. Besides,
coding mode complexity [13] and texture complexity [14] are
analyzed respectively to accelerate the intra mode decision
and skip unnecessary intra prediction size together. The fea-
tures are manually selected in these works. Machine learning
methods are seldom considered in these fast coding methods
for depth maps.

There are several prior works utilizing decision tree for
speeding up the coding process of HEVC [22]–[27]. How-
ever, most of them focus on the texture video coding of
HEVC [22]–[25] or HEVC extension such as Screen Con-
tent Coding (SCC) [26], [27]. In this paper, we propose a

more flexible coding framework by inserting the decision
tree based classifiers for depth intra coding. By statistical
analysis, we will first show that, for a number of CUs, the
coding stage of Intra 2N×2N checking, Intra N×N checking
or CU Splitting is useless. Whether to check or skip these
coding stages are then considered as three binary classifi-
cations. Here, Decision Tree is employed to learn and do
the classifications at each depth level. Experimental results
show that, with pruning the leaves of the Decision Trees by
different Gini thresholds, the proposed algorithm can achieve
41.14%-71.63% of time reduction on average with limited
BDBR increase.

The rest of this paper is organized as follows. In Section II,
the background of depth intra coding in 3D-HEVC is
reviewed. Besides, the motivation of this paper is also
described in this section. The proposed decisions based on
Decision Tree are presented in Section III. The experimental
results and conclusion are given in Section IV and Section V,
respectively.

II. BACKGROUND AND MOTIVATION
In this Section, depth intra coding in 3D-HEVC is reviewed.
Then, the motivation of this paper is introduced.

A. DEPTH INTRA CODING IN 3D-HEVC
In 3D-HEVC, a depth map is divided into several CTUs.
Starting from CTU, the quad-tree partitioning allows the
blocks recursively splitting into four equally sized CUs until
the minimum size (SCU, 8 × 8) is reached. For each CU,
as shown in Figure 1(a), it is first divided into several regions
called prediction units (PU) sharing the same prediction
mode, including DIS, Intra 2N× 2N and Intra N×N. Partic-
ularly, the PU of Intra N×N is available only in the SCU.

VOLUME 7, 2019 173139



C.-H. Fu et al.: Fast Depth Intra Coding Based on Decision Tree in 3D-HEVC

Each mode will be checked by the VSO cost calculation,
and The VSO cost JVSO (md ) is computed by the distortion
DVSO (md ) plus the Langrangianmultiplier λ times the coding
rate R (md ), as follows.

JVSO (md ) = DVSO (md )+ λ× R (md ) (1)

where d is the current depth level and md is one of the intra
modes in Md , which is the set of intra modes defined as

Md = {DIS, Intra 2N × 2N , Intra N × N (2)

The mode with the smallest VSO cost will be determined
as the optimal PU mode, m̂d , for the current CU, as follows.

m̂d = argminmd∈Md (JVSO (md )) (3)

The CU splitting function is then conducted to obtain the
optimal VSO cost of smaller sub-CUs. After all possible
CU block sizes are performed, the quad-tree coding structure
with the smallest VSO cost is decided as the optimal coding
structure as shown in Figure 1(b). Whether to split, or not, for
each CU in the final quad-tree is determined by the VSO cost
of the current CU, JVSO(m̂d ), and the sum of VSO costs of its
four sub-CUs,

∑3
i=0 JVSO

(
m̂i
d+1

)
, according to

FlagSplit =

{
0, if JVSO(m̂d ) ≤

∑3
i=0 JVSO(m̂

i
d+1)

1, if JVSO(m̂d ) >
∑3

i=0 JVSO(m̂
i
d+1)

(4)

where the FlagSplit of 0 and 1 represent Non-Split and Split,
respectively, for the current CU in the final bitstream.

The final quad-tree structure is formed by the leaf nodes
in gray as shown in Figure1(b). On the contrary, white nodes
are further split and dashed nodes are pruned (only part of
dashes nodes are shown due to space limitation). Finally,
the optimal quad-tree coding structure, with optimal mode
for each leaf CU, is then encoded into bitstream, as described
in Figure 1(c). More details could be found in [16].

B. STATISTICAL ANALYSIS AND MOTIVATION
As shown in Figure 1(c), although all CUs with different
block sizes are checked, only those CUs in the optimal coding
quad-tree are encoded in the final bitstream. In order to ana-
lyze the final bitstream, we conducted some experiments on
several sequences with all-intra configuration, where the cod-
ing condition is detailly described in Section V. Table 1 shows
the distributions of different CU sizes and different depth intra
modes at each depth level in the final bitstreams of various
sequences.

As we can see, the average percentage of CUs in the
final bitstream decreases sharply from 70.51% to 2.13% as
the depth level increases. In other words, most CUs with
small block sizes checked in the depth intra coding process
are redundant. At each depth level, most of the CUs, 80%
of 64×64 CU (56.92% / 70.51%) and 61% of 8×8 CU
(1.31% / 2.13%), select DIS as the optimal prediction modes.
The CUs with Intra 2N×2N occupy a small proportion from
13.60% to 0.67%. Besides, the SCUs with Intra N×N have a
percentage of 0.15% on average. The small proportion of CUs

TABLE 1. Distribution of depth intra modes, and cu sizes in the final
bitstream.

finally encoded by Intra 2N×2N or Intra N×N also indicates
that checking the VSO cost with Intra 2N×2N or Intra N×N
for most CUs is unnecessary since these two intra modes are
not coded in final bitstream.

Therefore, for a number of CUs, skipping one or more
coding stages of Intra 2N×2N checking, Intra N×N checking
and CU splitting can significantly reduce the computational
complexity and do not affect the final bitstream.

III. PROPOSED ALGORITHMS
As shown in the statistical analysis in Section II, not all
coding stages of Intra 2N×2N, Intra N×N and CU splitting
for most CUs have contributions to the final bitstream. In this
Section, we propose to adopt several decision tree based
classifications to decide whether to check or skip the coding
stages of Intra 2N×2N, Intra N×N and CU splitting in the
depth intra coding process for all CU sizes.

A. DECISION TREE BASED DEPTH INTRA CODING
FRAMEWORK AND ITS CONTRIBUTIONS
In the proposed algorithm shown in Figure 2, we propose a
more flexible coding framework by inserting the decision tree
based classifiers before checking Intra 2N×2N, Intra N×N,
and CU splitting. Compared with the prior work, the contri-
butions of this paper can be summarized as:

1) The new coding structure of depth intra coding considers
all coding stages one by one in the cascaded way which has
the following designs: (a) DIS mode is separated from the
mode decision part due to its high percentage in the final bit-
stream and low complexity, (b) The CU partitioning process
is illustrated in the way of split-flag decision and uncoupled
from the intra mode decision, as depicted in Figure 2, and
(c) The cascaded structure makes it easy to involve decision
trees in the encoding process compared to the usual practice
where intra mode decision is included in the CU partition
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FIGURE 2. Proposed flow of depth intra coding for each CU.

TABLE 2. Selected coding stages.

process. Three binary classifications are then proposed at
different stages.

2) The proposed cascaded structure facilitates the use of
the most direct features from the best JVSO(m̂d ) so far. These
direct features vary as a CU goes through different classifiers,
which providesmore precise intermediate coding information
of a CU to the classifiers, resulting in accurate decisions.

3) The CU sample selection from different partition levels
of depth intra coding and the influence on the training data
distribution will also be discussed. It is noted that the sample
selection part is crucial to any machine learning method
including a decision tree.

4) Gini values are involved to improve flexibility. The pro-
posed algorithm could provide a different tradeoff between
BDBR and time saving.

For the sake of convenience, we name the coding stages of
Intra 2N×2N, Intra N×N and CU splitting as coding stages 1,
2, 3, as shown in Table 2. For coding stage i(i = 1, 2, 3),
we need to determine whether to check or skip it at each depth
level. Therefore, three binary classifiers are utilized for each
CU size.

As illustrated in Figure 2, the bold part is from the proposed
decisions, while the others are original steps in 3D-HEVC.
Before conducting coding stage i(i = 1, 2, 3), a correspond-
ing classifier is utilized to determine whether to check or skip
the coding stage i. If the decision result is to check, the current
CU will conduct the coding stage i; if the decision result is to
skip, the coding stage i for the current CU will be skipped.

It is noted that these three classifiers are conducted on
different ranges of depth levels. The decision of coding stage
1 can be conducted for all CU sizes. However, the decision of
coding stage 2 can only be conducted for SCUs, since Intra
N×N is only available for SCUs. Besides, the decision of
coding stage 3 is conducted from the depth level of 0 to depth
level of 2, where CU partitioning is allowed to be conducted
for depth maps in 3D-HEVC.

B. SAMPLE COLLECTION
It is well-known that the sample collection and feature selec-
tion are both important to train a classifier in terms of pre-
diction accuracy. We first discuss the sample collection. The
samples here are the CUs in depth intra coding for all CU
sizes. Theoretically, the sample space needs to be compre-
hensive and can cover all possible samples of the coding
data. However, in the proposed sample collection, only the
CUs which are coded as the final bitstream are collected
as samples for training in Stage 1 and Stage 2. As shown
in Figure1(b), there are 85 (1 + 4 + 16 + 64 = 85) possi-
ble nodes in each CTU, if the full quadtree is exhaustively
searched. On the contrary, only 10 leaf nodes (gray nodes
in the example) are decided as the final quadtree by the RD
optimization shown in Figure1(a).

In this example, only 10 gray leaf nodes in the final
quadtree are collected as samples of this CTU. The reason
behind is that the distribution of features such as VSO cost,
distortion and bits in the optimal leaf nodes is quite differ-
ent from those unemployed white nodes and dashed nodes.
For example, white nodes which will be further split into
sub-CUs usually have much larger RD cost than the gray
nodes in the same depth level. Collecting all nodes including
unemployed nodes will affect the desired data distribution.
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TABLE 3. Samples collection.

TABLE 4. Importance of different features.

Since the trained decision tree is desired to only model the
intra mode decision of gray leaf nodes in Stage 1 and Stage 2,
samples are only collected from optimal gray nodes instead
of all of them.

Based on the discussion above, the rules of sample collec-
tion for Stage 1 and Stage 2 are concluded in Table 3. For
Stage 1, positive samples are those gray nodes in Figure 1(b),
where optimal mode, m̂d , does not belong to Intra 2N ×
2N , that means Intra 2N × 2N could be skipped safely
in Stage 1. These positive samples are labeled as ‘‘Skip’’.
On the contrary, those gray nodes where the final optimal
mode belongs to Intra 2N × 2N are labeled as ‘‘Check’’, i.e.
negative samples which should not be skipped by Stage 1.
The philosophy of labeling samples is almost the same at
Stage 2. The only difference is that the gray nodes at depth
level 3 are collected since Intra N × N is only available
for SCUs as mentioned before. As a result, the number of
samples at Stage 2 is much smaller than that of Stage1 as
shown in Table 3.

For Stage 3, since CU partitioning is only considered on
nodes from the depth levels of 0 to 2, the gray leaf nodes in
the depth levels of 0 to 2 are collected as positive samples.
In these nodes, no further split is required with FlagSplit = 0.
The positive samples are labeled as ‘‘Skip’’. On the contrary,
the white nodes with FlagSplit = 1 are collected as negative
samples and labeled as ‘‘Check’’. In other words, CU splitting
cannot be skipped at these nodes.

C. FEATURE SELECTION
The precision of the mode and CU splitting decisions in a
classification task is highly dependent on the feature space
used to train the classifiers. Therefore, the features should be
carefully selected. In prior work of fast depth intra coding,
various features could be extracted even they do not belong to
the machine learning approach. The features include the edge

information [1], utilization of rough mode [3][4], variance
of blocks [10], texture quadtree [11] etc. The disadvantage
is that they are not directly related to the rate-distortion
optimization function, which determines the final mode and
partition. As mentioned in (3) and (4), the optimal mode
m̂d or the split information FlagSplit for each CU is directly
related with the minimum VSO cost, JVSO (m̂d ). However,
it is impossible to utilize JVSO (m̂d ) as a feature directly in
the previous fast algorithms [1], [3], [4], [10], [11] since the
calculation of RDO is very time consuming and not available
until the coding process is finished. When the encoding flow
is re-organized as the cascaded structure in Figure 2, this
design makes it possible to use the best JVSO (m̂d ) so far with-
out allowing toomuch complexity of the original encoder. It is
considered as the best JVSO (m̂d ) before checking the target
mode, and it varies as a CU goes through different classi-
fiers. For example, in the coding stage 1, JVSO (m̂d = DIS)
is evaluated at the beginning of the encoding flow and it
is separated from the mode decision part. JVSO (m̂d = DIS)
can be used as the feature in stage 1. The best JVSO (m̂d )
so far is then dynamically updated when it goes through
different classifiers. Therefore, JVSO (m̂d ) before the coding
stage i(i = 1, 2, 3) is selected as one of the features. In
addition to JVSO (m̂d ), the two separate parts of the JVSO (m̂d )
calculation, the distortionDVSO (m̂d ) and bits R (m̂d ), are also
utilized.

Besides, some common features are utilized for training
together with RDO features. The resulting feature_importance
from the machine learning package Scikit-learn [19] is shown
in Table 4. Var means the CU variance representing the
smoothness of the current CU. SAGHor and SAGVer are
calculated by the sum of absolute gradient of CU in hor-
izontal and vertical respectively. NumCheckneighbors counts
the number of Check decisions made in neighbor blocks
(Above, AboveLeft, AboveRight, BelowLeft, Left). Flagtexture
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TABLE 5. Selected features and descriptions.

TABLE 6. Test sequences.

represents whether the stage is necessary to check in the
corresponding texture CU. It is verified in Table 4 that the
RDO features are dominant in terms of importance.

Therefore, the final features selected for each classifier
in this paper are listed in Table 5. For the decision of the
coding stage i(i = 1, 2, 3), the best VSO cost JVSO (m̂d ) so
far and its separate partDVSO (m̂d ) ,R (m̂d ), before the coding
stage i, are all collected as features for the decision of the
coding stage i. The decision for the coding stage i can then
be decided by the direct features, JVSO (m̂d ), DVSO (m̂d ), and
R (m̂d ) before conducting the coding stage i for the current
CU. It is noted that these features are intermediate values in
depth coding and selecting these features do not introduce
additional complexity.

D. DECISION TREE LEARNING
Based on the common test condition (CTC) specified in [17],
8 sequences in Table 6 are selected for the evaluation of
various depth coding algorithms. The sequence Newspaper
is selected for sample collection. To avoid redundant sam-
ples, we selected a single frame for each second, i.e. the
1st, 31th, 61th, . . . , 271st frames for sample collection, given
the frame rate is 30fps. To obtain the ground truth labels,
the coding model HTM-16.1 [18], with All-Intra configura-
tion described in Section IV, is used to conduct the original
depth coding in 3D-HEVC. Besides, all 8 sequences are used
for evaluating the performance of the final classification.

The Scikit-learn [19], a popular machine learning package,
is utilized for offline training. Written as a python package in

Scikit-learn, the well-known CART algorithm [20] is used to
construct the Decision Tree. It is noted that each leaf node of
the final tree has a Gini value representing for the impurity
of the final classification decision. The lower the Gini value
is, the more accurate the leaf decision is. The Gini value for
each node is calculated as follows:

Gini = 1−
∑2

k=1
p2k = 1−

∑2

k=1

(
Nk
N

) 2

(5)

where k , 0 or 1, refers to the Skip or Check labels in sample
collection, pk is the proportion of the samples with k label
of the current leaf node, which is calculated by the number of
samples with k labels,Nk , and the total number of samples,N ,
of the current leaf node.

Figure 3 shows an example of the final tree for the decision
of coding stage 1 at the depth level of 2. It is noted that the leaf
nodes with Check result refer to the decision of checking the
corresponding coding stage, which is the same as the original
process. Thus, only the leaf nodes with result Skip are focused
here. As we can see, each leaf node with result Skip has a
Gini value varying from 0.024 to 0.5. The Gini value will be
considered as a metric of the confidence level to adopt the
result of decision trees into the proposed stages in Figure 2.

In this paper, we set a threshold TH for the Gini value of
the leaf node with Skip result. If the Gini of the leaf node is
less than TH , we then adopt the leaf node result, Skip, into
the proposed flow in Figure 2. The proposed decision from
restricting the leaf node results is shown as follows.

Decision =

{
Skip, if leaf result is Skip with Gini≤TH
Check, Otherwise

(6)

The performance evaluation of the proposed decision in (6)
with different thresholds TH will be discussed in the next
Section.

IV. SIMULATION RESULTS
The proposed decision tree based algorithm for depth
intra coding has been implemented in HTM-16.1 [18].
The original depth intra mode decision in HTM-16.1 is
an anchor for comparison with the state-of-the-art algo-
rithms [4], [7], [8], [11], [13], [14] and the proposed algo-
rithm. The quantization parameters (QP) were set as 25, 30,
35, and 40 for texture views and 34, 39, 42, and 45 for the
corresponding depth views. All results in Table 7-9 are the
average simulation results of these QPs. Sequences for eval-
uation are all 8 sequences listed in Table 6. These sequences
were tested under the common test condition (CTC) specified
in [17]. The coding configuration is All-intra. The exper-
imental work was implemented on the platform with the
CPU of Intel(R) Core i7-4790 CPU @ 3.60GHz and RAM
16.0GB. To study the performances of the proposed algorithm
compared with the state-of-the-art algorithms, coding results
including complexity reduction and coding efficiency are
taken into account. The average of encoding time saving 1T
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TABLE 7. Performances of the proposed algorithm with different Gini-Thresholds compared with HTM-16.1 (%).

TABLE 8. Comparison between the proposed and the state-of-the-art algorithms (%).

FIGURE 3. An example of decision tree: the final tree for the decision of Intra 2N×2N (Stage 1) at the depth level of 2.

for four different QPs is used to evaluate the complexity
reduction. And the coding efficiency is evaluated by the
BDBR [21] which is calculated by the PSNR of synthesized
views and the total bitrate of depth and texture videos.

A. PERFORMANCE OF THE PROPOSED ALGORITHM
Table 7 shows the results of the proposed algorithm with
different Gini thresholds, (TH = 0.1, 0.2, 0.3, 0.4). From

this table, it can be seen that the proposed algorithm has a
remarkable time reduction, ranging from 41.14% to 71.63%,
with a small BDBR increase. For TH = 0.1, there is no
BDBR increase on average. With TH increases up to 0.4,
the BDBR increase is 1.10%, which is still acceptable espe-
cially considering the significant time reduction of 71.63%.

Besides, the performance comparison with the state-
of-the-art algorithms is tabulated in Table 8, where the
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TABLE 9. Contribution of each decision stage with Gini-Threshold
of 0.2 compared with HTM-16.1 (%).

Gini-Threshold of the proposed algorithm is set as 0.2 and the
best performance is bolded for each row. It is demonstrated
that the proposed algorithm outperforms all the other algo-
rithms in almost all sequences in1BDBR and in half of them
in 1T simultaneously. In addition, the overall performance
of Shen’s algorithm [13] is close to the proposed one with
similar time saving but more increase in BDBR. However, it
is noted that four training sequences are utilized to train the
statistics in [13] and only three of them are test sequences.
The result of Shark is not available in [13]. Similarly, two
sequences are used for training in [7]. They are marked as
‘‘N/A’’ in the table. In contrast, only one random selected
training sequence is required in the proposed algorithm.
It demonstrates the advantage of using decision tree over the
empirical classification based on observation and statistics.

B. CONTRIBUTION OF EACH PROPOSED EARLY DECISION
To show the contribution of each decision, we separate the
proposed algorithm into three parts. Each part only con-
ducts one proposed decision of the three coding stages: Intra
2N×2N, Intra N×N, and CU splitting. Since the results of
the proposed algorithm with TH of 0.2 shown in Table 8 are
superior both in BDBR and time reduction, we set TH as
0.2 in evaluating each individual decision. The coding results
of the three separate parts are shown in Table 9. As we can
see, all three parts keep the BDBR increase at a low level.
The early decision for CU splitting part can achieve 50.3%
remarkable complexity reduction. If the decision is ‘‘Skip’’
at the coding stage of CU splitting, all recursive computa-
tion for smaller sub-CUs at higher depth level would not be
conducted. Besides, the early decisions of skipping 2N×2N
and Intra N×N can also achieve, respectively, 27.1% and
17.0% of time reduction. It is noted that the early decision of
Intra 2N×2N or Intra N×N part is designed for CUs that are
more likely to be coded in the final bitstream, as mentioned
in sample collection in Section III B. Although the time
reduction for these two parts is not as great as the decision for
CU splitting, they provide a much reliable BDBR as shown
in Table 9. Combining all these three early decisions together,
a better result could then be achieved. It is interesting to note
that in both TABLE 7 and TABLE 9, the coding performance
of BDBR of the proposed algorithm is superior to the original

encoder for some sequences while taking less coding time.
The reason is as follows. In the RD optimization process of
the original encoder, DVSO (md ) in (1) contains both the dis-
tortion of the synthesized view Dsyn and the depth map Ddep.
While in the calculation of BDBR, only Dsyn is considered
since only the quality of the synthesized view is concerned.
Besides, Dsyn is estimated by model-based view synthesis
distortion (VSD) without performing time-consuming view
synthesis in some steps of mode decision. It also results
in the sub-optimization in the original encoder. A similar
phenomenon could be found for the sequence Kendo of Zuo’s
method [14] in TABLE 8.

V. CONCLUSION
In this paper, we propose an early determination algorithm
for depth intra coding, in which whether to skip or check the
coding stages of Intra 2N×2N, Intra N×N and CU splitting
for the current CU is considered as several binary decisions.
After conducting the decision tree based learning algorithm,
each proposed decision for the current CU could obtain a
result with Gini value from the tree leaves. By restricting
the leaf results with different Gini-thresholds, the proposed
process can save 41.14% to 71.63% of the depth coding time
with negligible BDBR loss.
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