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Coding with BPSK Modulation
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Abstract—This paper considers applying Physical-layer Net-
work Coding (PNC) to OFDM modulated Mobile Ad-hoc Net-
works (MANETs) to resolve the outstanding issue of short contact
time between nodes due to their mobility. Ideally, PNC enables
data exchange twice faster than traditional scheduling and thus,
it is a potential performance booster in MANETs. However,
application of PNC in MANETs is challenged by the carrier
frequency offset (CFO) problem inherently caused by node-
motion induced Doppler shifts and asynchronous oscillators.
CFO induces inter-carrier interference (ICI) that degrades PNC
performance. In this paper, we investigate the CFO/ICI impact
on the signal-to-interference-and-noise ratio (SINR) and bit error
rate (BER) in the signal detection of PNC in a two-way relay
channel (TWRC) based on BPSK modulation. We find that
PNC with power control suffers at most 3 dB SINR penalty
compared with generic point-to-point communications in both
the flat fading and the frequency-selective channels. Also, we find
that a belief propagation (BP) algorithm could be employed in the
signal detection of PNC to effectively tackle ICI and reduce its
impact on the BER of PNC. For CFO compensation in PNC, we
propose a method that amounts to positioning the relay’s local
oscillator frequency at the middle of the received frequencies
from the two end nodes in the TWRC. Importantly, we show
that (i) this compensation method can theoretically maximize
the worst SINR in PNC; and (ii) in case of similar CFO of
the two uplinks in TWRC, it allows PNC to achieve a BER at
the relay close to that in the ideal case, i.e., in point-to-point
communications without CFO. Overall, this paper demonstrates
that mobile PNC is feasible in general, laying the foundation for
future studies.

Index Terms—Mobile ad-hoc networks, physical-layer network
coding, carrier frequency offset, belief propagation.
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I. INTRODUCTION

MOBILE Ad-hoc Network (MANET) has been a hot
research topic for decades. Owing to its self-organizing

attribute, it has wide applications in practice, e.g., in trans-
portation systems [1], underwater exploration [2], etc. In
MANETs, an outstanding issue is the relatively short contact
duration between nodes due to their mobility, which may cause
an established route to break frequently. In Vehicular Ad-hoc
Networks (VANETs), for example, [3] showed that the average
contact duration between buses in an inter-bus communication
network in urban area is only about 47 sec. Hence, given an
increasing demand of data exchange, e.g., in streaming of mul-
timedia, to utilize the limited contact duration to transmit as
much data as possible is challenging and critical to MANETs.
This paper studies this issue for OFDM modulated MANETs,
as OFDM has gained popularity in various applications of
MANETs, including the standardized VANETs by 802.11p [4]
and underwater ad-hoc networks [5].

Physical-layer Network Coding (PNC) is a promising tech-
nique that has found great success in relay networks [6].
MANET is a multihop network where relay scenarios are
often seen: Fig. 1 shows a representative relay scenario within
MANET, where two end nodes, nodes A and B, exchange
packets XA and XB via a relay R in the middle. The network
of Fig. 1 is named Two-Way Relay Channel (TWRC). For the
packet exchange in TWRC, the traditional scheduling (TS)
based on point-to-point transmissions requires four time slots,
while PNC requires only two time slots [6], corresponding to
the following two phases
• The uplink phase of PNC (time slot 1): the two end nodes

A and B transmit their packets XA and XB to the relay
R simultaneously.

• The downlink phase of PNC (time slot 2): from the
received overlapped signals of nodes A and B, relay R
first performs XOR decoding, i.e., decodes a network-
coded packet XR = XA ⊕ XB using XOR, and then
broadcasts XR back to A and B.

Node A (B) then decodes its desired packet XB (XA) from
the received packet XR and its previously sent packet XA

(XB) using XR ⊕ XA (XR ⊕ XB). This way, PNC doubles
the overall throughput of TWRC compared with TS, and could
potentially solve the problem of the limited contact duration
in MANETs.

We remark that there is a similar scheme called Analog
Network Coding (ANC) proposed for relay networks [7]. In
TWRC, ANC differs from PNC in the downlink transmission
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Fig. 1. A relay scenario in MANETs for PNC to be applied.

phase. Instead of decoding the overlapped signal, the relay
in ANC simply amplifies the signal and then broadcasts it.
The signal detection in ANC is only performed at the end
nodes. In general, PNC (ANC) outperforms ANC (PNC) in
TWRC when the uplinks are good (bad) and the downlinks
are bad (good), meaning that neither of the two schemes can
outperform the other in all situations [8]. In this paper, we
focus on studying PNC in MANETs.

For PNC to succeed in OFDM modulated MANETs, how-
ever, a critical challenge that needs to be addressed first is
the carrier frequency offset (CFO) problem inherently caused
by the Doppler shift due to node motion, plus the oscillator
asynchrony as well. First, the node motion will inevitably
introduce Doppler shift to the carrier frequency of the signal.
For the transmit signal from the end node i, i ∈ {A,B}, to
relay R in Fig. 1, the amount of frequency shift, fd,i, depends
on the relative velocity, vi, between the two nodes, that is,

fd,i =
vi
c
fc,i (1)

where c is the speed of waves (e.g., EM waves, sound
waves, etc.) and fc,i is the carrier frequency. Second, due to
local oscillator (LO) asynchrony, the frequency generated at
a receiver for signal downconversion may be different from
that used for signal upconversion at the transmitter. This also
causes CFO. Such CFO will cause inter-carrier interference
(ICI) between subcarriers in OFDM, which is detrimental to
network performance such as Bit Error Rate (BER) [9], [10].

There have been many studies on estimation and compen-
sation of CFO [9], [11]. CFO could be estimated via training
symbols, e.g., in the 802.11 frame [10]. For traditional single-
user point-to-point communications, the CFO, if known, could
be compensated at the receiver. For PNC, however, it is not
possible to completely eliminate the effect of CFO at the relay
because of signals from multiple users. Let us consider the
uplink phase of PNC. Since relay R receives data from the
two end nodes simultaneously, eliminating the CFO of one
link will still leave behind the CFO of the other link, given
different CFO values for the two uplinks in PNC. Therefore,
whether the node motion and/or the LO asynchrony will ruin
the signal reception and impair the XOR decoding at relay R in
PNC remains unknown. This paper aims to address this issue
and explore the physical-layer feasibility of PNC in MANETs
with signal processing techniques to reduce the impact of
CFO/ICI. Compared with our previous work [12], [13], the
major contributions of this paper are summarized as follows.

• First, we study how the CFO impacts the worst SINR
among subcarriers at the relay in the uplink phase of PNC

under both the flat fading channel and the frequency-
selective channel. In both cases, our study shows that with
power control there is at most 3 dB SINR penalty in PNC
compared with traditional point-to-point communications.

• Second, we study the CFO impact on the BER of PNC at
relay R based on BPSK modulation. Previous works [7],
[10] generally treat the ICI as Gaussian noise for signal
detection. For relatively high CFO in the uplink phase
of PNC, however, we propose to use a belief propagation
algorithm (BP) [14], [15] to address the ICI, and we show
by simulation that with BP, the ICI effect on the BER of
PNC could be effectively mitigated.

• Third, for CFO compensation in PNC, we propose a
method that amounts to positioning the relay’s LO fre-
quency at the middle of the received frequencies from the
two end nodes. Importantly, we show that (i) this method
can theoretically maximize the worst SINR in PNC, and
(ii) in case of similar CFO of the two uplinks in TWRC,
it allows PNC to achieve a BER at relay R close to that
in the ideal case, i.e., in point-to-point communications
without CFO.

The rest of this paper is organized as follows. Section II
gives the related work, and Section III describes the system
model of our work. The impacts of CFO on the SINR and
BER of PNC are presented in Sections IV and V, respectively.
Then, the CFO compensation in PNC is studied in Section VI.
Finally, Section VII concludes this paper.

II. RELATED WORK

Since the seminal work of [6], PNC has attracted tremen-
dous research attention in recent years. A comprehensive
survey on PNC was given in [8], with a variety of issues in
PNC studies covered and discussed. Here, we focus on the
works and issues closely related to our study in this paper.

PNC as a performance booster for various networking func-
tions in VANETs has been previously studied. [16] proposed
the use of PNC for neighbor discovery in VANETs, and [17]
proposed a MAC protocol for PNC in VANETs. However,
these works neglected the CFO problem in PNC that motivates
us to investigate the feasibility of PNC in MANETs/VANETs.

The relative phase offset between the signals of the end
nodes is a critical issue in PNC. For single-carrier PNC, [18]
and [19] analyzed the BER performance at relay R for BPSK
and QAM modulations, respectively, both showing that the
phase offset was detrimental to BER. Similar observation was
made in [20] for QPSK modulation. In this paper, we study
the joint effect of the phase offset and CFO in OFDM based
PNC. We focus on BPSK modulation, but the extension to
higher-order modulations, e.g., QPSK, is straightforward, as
will be seen in Section V.

The relative symbol offset is another critical issue in PNC.
For single-carrier PNC, [21] showed that the SINR penalty
of this signal asynchrony was within 3 dB. However, [14]
demonstrated that the symbol offset could be a reward to
greatly mitigate the detrimental effect of the phase offset using
BP in the signal detection of QPSK modulation. For OFDM
based PNC in the frequency domain, if the cyclic prefix (CP)
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was longer than the maximal delay spread of the two uplinks,
then the frequency-domain symbols stayed aligned and any
time-domain symbol offset was simply translated into a phase
offset for the frequency-domain symbols [10]. We assume
a relatively long CP for OFDM in MANETs, and thus the
symbol offset is not an issue in our study.

CFO is especially harmful to OFDM based PNC, as it
destroys the orthogonality among subcarriers and thereby
induces ICI. To deal with ICI, [5], [22], [23] explored iterative
signal detection/decoding schemes at the relay in channel-
coded PNC. In this paper, we study two signal detection
schemes for unchannel-coded PNC, one treating ICI as Gaus-
sian noise and the other employing BP, and particularly show
the joint effect of the phase offset and CFO on the SINR and
BER of PNC. We do not attempt to derive analytical BER
expressions for the two schemes, as ICI is not Gaussian (as
will be seen in Section V), posing difficulty for the derivation
of a nice closed-form solution.

Channel estimation is also a key issue in PNC. For single-
carrier PNC, [24] proposed a framework for joint channel
estimation and decoding using both user data and pilots. For
OFDM based PNC, [10] proposed a special 802.11 frame
design that separated both the training symbols and frequency-
domain pilots of the end nodes, allowing relay R to use
conventional estimation methods (e.g., in [25]) to keep track
of the two uplinks at the same time, including the channel
gain functions and the CFO values.

Channel coding can be integrated into PNC to improve BER
performance [8], [26]. Our work does not assume the use
of channel coding, but it can be extended straightforwardly
to incorporate channel coding, e.g., for a low-complexity
extension, channel decoding at relay R can be performed on
top of the XOR decoding or equivalently using the XOR-CD
model in [8].

III. SYSTEM MODEL

This paper considers applying PNC to OFDM modulated
MANETs where a TWRC is formed, that is, two end nodes A
and B want to exchange packets XA and XB via a relay R, as
shown in Fig. 1. One inherent feature in Fig. 1 is that signals
over every point-to-point link undergo carrier frequency offset
(CFO), as detailed below.

We consider PNC in the frequency domain based on OFDM
[10]. Let the number of subcarriers used in OFDM be K. Then
the baseband OFDM signal transmitted by node i, i ∈ {A,B},
in one symbol duration Ts is represented in the time domain
as

xi(t) =
1√
Ts

K−1∑
k=0

si[k]ej2πfkt, 0 < t ≤ Ts (2)

where fk = k∆f is the frequency of the k-th subcarrier
and ∆f = 1/Ts is the subcarrier spacing, and si[k] is
the information of node i on the k-th subcarrier. Here, we
assume BPSK modulation in OFDM, that is, si[k] = +1
for bit 0 and si[k] = −1 for bit 1. Also, we assume equal
probabilities of transmitting bits 0 and 1 at each end node and
the independence of the bits on all subcarriers.

We consider both the flat fading channel and the frequency-
selective channel, and focus on the uplink phase of PNC. As
mentioned earlier, thanks to the cyclic prefix (CP) in OFDM,
the issue of time-domain symbol offset in PNC can be resolved
[10], and we therefore assume in this study that symbols align
in the frequency domain in both channel models. Furthermore,
we assume that there is power control at the end nodes so
that the received power levels for XA and XB at relay R are
balanced, as elaborated below.

A. Power Control in PNC

Let γk,i(t) be the channel gain function for the k-th sub-
carrier from node i to relay R at time t. Over the two phases
of PNC in MANETs, we assume the magnitude, |γk,i(t)|, of
γk,i(t) keeps constant whereas its phase φk,i(t) varies. This
assumption holds in 802.11p VANETs 1. With the special
OFDM frame design [10] as mentioned earlier, relay R in
PNC can keep track of γk,A(t) and γk,B(t) at the same time.
Then, through channel state information (CSI) feedback from
relay R, node i can obtain |γk,i(t)|. Thus, we consider the
following power control scheme for the TWRC system in our
paper: node i multiplies the subcarrier signal to transmit with
1/|γk,i(t)|. This scheme is analogous to the channel inversion
based power control in [27] except that we do not pre-code
the phase φk,i(t).

Our power control suits scenarios where nodes have ample
energy and/or there is a line of sight (LOS) between node i
and relay R. This can effectively mitigate the problem of the
deep fading at some subcarrier(s) [27], e.g., in the frequency-
selective channel. An example of such scenarios is VANETs,
where a road-side unit acting as a relay is usually mounted
high [1], thus providing LOS from vehicles to it.

If needed, the subcarrier suppression method [27] as an
effective way to cope with the deep fading problem could
be incorporated into our power control. We remark that with
this method, the SINR analysis in Sections IV and VI may
be affected, but the design of the signal detection schemes in
Section V remains the same in principle. We leave the study
of the subcarrier suppression as future work.

B. PNC under the Flat Fading Channel

For a flat fading channel from node i to relay R, the
multipath channel gain has only one tap and all the subcarriers
have the same channel gain function, denoted by γi(t). With
the proposed power control, the signal from node i, after
passing through the channel, is

x̃i(t) = γi(t) xi(t)
1

|γi(t)|
= ejφi(t) xi(t) (3)

where φi(t) is the phase of γi(t).
Now let us start with point-to-point communications in the

traditional scheduling (TS) to look at the received signal at

1Suppose the packet sent by node i or relay R has 1000 bytes, then it takes
2.67 ms for the two phases of PNC to complete, given 6 Mbps for BPSK bit
rate in 802.11p [4]. Further suppose vi = 100 km/h in (1), then the distance
change between node i and relay R over the two phases of PNC is 7 cm,
which is on the order of the 5.9 GHz wavelength (≈ 5 cm) in 802.11p and
could cause φk,i(t) to vary but keep

∣∣γk,i(t)∣∣ unchanged.
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the relay for one OFDM symbol. Under an ideal condition
without node mobility, the baseband signal yi(t) received at
relay R from node i is given by

yi(t) = ejφixi(t) + n(t) (4)

where n(t) is the white Gaussian noise with zero mean and
variance σ2. Note in (4) that without node mobility, φi(t) is
a constant value equal to φi(0) = φi. Then, at relay R, the
received signal yi(t) is multiplied with a bank of K correlators
and integrated over the period Ts. The output at the m-th
correlator (0 ≤ m ≤ K − 1) is

yi[m] =
1√
Ts

∫ Ts

0

yi(t)e
−j2πfmtdt (5)

Without CFO, it can be seen that only information sent through
subcarrier m will be extracted at the m-th correlator, and
information carried by other subcarriers k 6= m will be
eliminated.

However, node motion and/or local oscillator (LO) asyn-
chrony could cause a mismatch between relay R’s LO fre-
quency and the carrier frequency of the received signal, which
causes CFO that induces inter-carrier interference (ICI) among
subcarriers, as shown below. Let the LO frequency of relay R
(node i) for signal downconversion (upconversion) be fo,R
(fo,i). Here, fo,i is equivalent to fc,i in (1). Then, the overall
CFO, fδi , of the link from node i to relay R is approximately
equal to fd,i+fo,i−fo,R [28], where fd,i is the Doppler shift
in (1). Note that as mentioned earlier, fδi can be estimated by
relay R, e.g., using training symbols [10]. Here, we define the
normalized CFO of fδi as δi = fδi/∆f . With CFO considered,
we have

yi(t) = xi(t) e
j(2πfδi t+φi) + n(t) (6)

Note that the Doppler shift fd,i that causes φi(t) to vary
over t is now absorbed in fδi in (6). Also, note in (6) that
a narrowband MANET or a much higher carrier frequency
fc,i relative to the bandwidth of xi(t) is assumed such that
all subcarriers of node i undergo the same Doppler shift fd,i.
Substituting (2) and (6) into (5), we have

yi[m] =
ejφi

Ts

∑
k
{
∫ Ts

0

si[k] ej2π(fk−fm+fδi )t dt}+ wm

=
ejφi

Ts

∑
k
{si[k]

∫ Ts

0

ej2π(k−m+δi)t/Tsdt}+ wm

(7)

where wm = 1√
Ts

∫ Ts
0
n(t)e−j2πfmtdt is the noise term at

the m-th correlator. It can be found that the variance of wm
remains σ2. Put u = m− k, and let

au,i =
1

Ts

∫ Ts

0

e−j2π(u−δi)t/Tsdt

= sinc(u− δi) e−jπ(u−δi)
(8)

where sinc(x) = sin(πx)
πx . Here, au,i represents the generation

of the ICI from the k-th subcarrier on the m-th subcarrier, for

k 6= m. Substituting (8) into (7), we have

yi[m] = ejφia0,isi[m]︸ ︷︷ ︸
signal

+
∑

u 6=0
ejφiau,isi[m− u]︸ ︷︷ ︸

ICI

+ wm︸︷︷︸
noise

(9)
The first component on the RHS is the desired signal, and the
second component corresponds to the ICI terms in the point-
to-point case.

For PNC, the received signal yR(t) at relay R is the
superposed signal from nodes A and B, i.e.,

yR(t) = yA(t) + yB(t) + n(t) (10)

Hence, the output, yR[m], of the m-th correlator at relay R
after integration becomes

yR[m] =
∑

i∈{A,B}

ejφia0,isi[m]

︸ ︷︷ ︸
desired signal

+
∑

i∈{A,B}

∑
u 6=0

ejφiau,isi[m− u]

︸ ︷︷ ︸
PNC ICI

+ wm︸︷︷︸
noise

(11)

where the first term on the RHS is the desired signal, and
the second term corresponds to the overall ICI for the m-th
subcarrier in the PNC uplink phase. Thus, the relative phase
offset between the desired signals of nodes A and B in (11)
is given by ∆θ = φA − φB + π(δA − δB), which applies to
every subcarrier.

C. PNC under the Frequency-Selective Channel

For a frequency-selective channel, the multipath gain has
multiple taps, with each tap associated with a channel gain
and a time delay. The delay spread of the channel is defined
as the maximal difference between these time delays. We
assume in this paper that the delay spread of each channel in
TWRC is within the CP length, yielding a flat fading for each
subcarrier but different channel gains for different subcarriers
[10], i.e., γk,i(t) for the k-th subcarrier from node i. Applying
the proposed power control to each individual subcarrier at
node i, the m-th correlator output in TS with CFO considered
is given by

yi[m] = ejφm,ia0,isi[m]+
∑

u6=0
ejφm−u,iau,isi[m− u]+wm,

(12)
and the m-th correlator output in PNC is given by

yR[m] =
∑

i∈{A,B}

ejφm,ia0,isi[m]

+
∑

i∈{A,B}

∑
u 6=0

ejφm−u,iau,isi[m− u] + wm
(13)

Similar to (9), φm,i above is the phase of γm,i(t) at t = 0.

IV. IMPACT OF CFO ON SINR IN PNC

This section studies the effect of CFO in PNC on the SINR
at the relay. We analyze the CFO effect based on the output
of the correlators as given in (11) and (13).
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A. SINR in PNC

We first define the SINR at one subcarrier in PNC. At the
m-th correlator or subcarrier, from either (11) or (13) we find
that (i) the power of the desired signal, a0,isi[m], from node
i is given by Pi[m] = |a0,i|2E(|si[m]|2) = sinc2(δi), since
E(|si[m]|2) = 1, and (ii) the power of the overall ICI term
is given by ICIpnc[m] =

∑
u 6=0{|au,A|2 E(|sA[m − u]|2) +

|au,B |2 E(|sB [m−u]|2)} =
∑
u6=0{sinc2(u−δA)+sinc2(u−

δB)}. With (i) and (ii), the SINR at the m-th subcarrier in
PNC is defined as follow:

SINRpnc[m] =
min{PA[m], PB [m]}
ICIpnc[m] + σ2

(14)

where σ2 is the variance of the noise wm in (11) or (13).
Under this definition, we see that for any subcarrier, the SINR
values in our two considered channel models are the same.
We have the following remark on the numerator in (14).

It is known that when performing XOR decoding in PNC at
the relay, a smaller Pi[m] generally means a shorter distance
between two received constellation points decoded into differ-
ent network-coded symbols, yielding higher BER [20]. Thus,
with the numerator in (14) given by min{PA[m], PB [m]}, our
SINR can reflect the error performance more accurately.

For different m, Pi[m] = sinc2(δi) (or simply Pi =
sinc2(δi)) for both i = A and B, and the variances of the noise
wm are the same. However, it can be seen that ICIpnc[m] may
vary among different m. Hence, SINRpnc[m] varies with m.
Here, we focus on the worst/lowest SINRpnc[m].

In this paper we assume |δi| < 0.5, which can be regarded
as the fractional CFO [29] and is sufficiently large in scenarios
like VANETs 2. Within this range of δi, Appendix A shows
that the interference power, ICIpnc[m], at the middle subcar-
rier(s) in PNC is the largest, and thus the middle subcarrier(s)
has the worst SINR. The worst SINR, denoted by SINR∗pnc,
is expressed as follows:

SINR∗pnc

=



min{PA, PB}
ICIpnc[(K − 1)/2] + σ2

, for an odd K

min{ min{PA, PB}
ICIpnc[K/2− 1] + σ2

,
min{PA, PB}

ICIpnc[K/2] + σ2
},

for an even K

(15)

Note in (15) that for an even K, the worst SINR appears at
either the K

2 -th or K−2
2 -th subcarrier, depending on the values

of δA and δB (as will be shown below).
Case 1 in PNC: K is an odd number. Due to Pi = sinc2(δi),

we see that for −0.5 < δi < 0.5, Pi decreases as |δi| increases.

2In 802.11p VANETs, we have the center frequency fc = 5.9 GHz and the
subcarrier spacing ∆f = 156.25 kHz [12]. Assuming the relative velocity
vi < 200 km/h in (1), then the normalized Doppler shift fd,i is less than
0.008. Further, assuming the LO instability for 802.11 devices is within 3
parts per million (ppm, defined as |fo−fc|

fc
× 106, where fo is the actual

LO frequency) [30], then the normalized
∣∣fo,i − fo,R∣∣ is no more than 0.22,

yielding |δi| < 0.23.

Thus, we have

SINR∗pnc =


PA

ICIpnc[(K − 1)/2] + σ2
, for |δA| ≥ |δB |

PB
ICIpnc[(K − 1)/2] + σ2

, for |δA| < |δB |

(16)
Case 2 in PNC: K is an even number. We first de-

termine the regions of (δA, δB) in which ICIpnc[K/2] ≥
ICIpnc[K/2− 1]. Appendix B shows that in regions 1 and
2 in Fig. 11 (i.e., when δB ≥ −δA), we have ICIpnc[K/2] ≥
ICIpnc[K/2− 1], and that in regions 3 and 4 (i.e., when
δB < −δA), we have ICIpnc[K/2] < ICIpnc[K/2− 1]. In
particular, we further have PA ≥ PB in regions 1 and 3 and
PA ≤ PB in the rest regions. Thus, we have

SINR∗pnc =



PB
ICIpnc[K/2] + σ2

, for δB ≥ |δA|
PA

ICIpnc[K/2] + σ2
, for δA ≥ |δB |

PB
ICIpnc[K/2− 1] + σ2

, for δB ≤ − |δA|
PA

ICIpnc[K/2− 1] + σ2
, for δA ≤ − |δB |

(17)
In summary, for an odd K, SINR∗pnc always appears at

subcarrier K−1
2 , regardless of δA and δB , whereas for an even

K, it appears at subcarrier K
2 when δB ≥ |δA| or δA ≥ |δB |,

and at subcarrier K−2
2 otherwise.

B. SINR in TS

Given either (9) or (12) for one point-to-point link in the
traditional scheduling (TS), the SINR at the m-th subcarrier
from node i is expressed as

SINRi[m] =
Pi

ICIi[m] + σ2
(18)

where ICIi[m] =
∑
u 6=0 sinc2(u− δi) is the power of the

ICI at the m-th subcarrier. Similar to ICIpnc[m] in PNC,
ICIi[m] also varies with m, hence, we consider the worst
SINRi[m] for fair comparison with PNC. Appendix A shows
that the ICIi[m] at the middle subcarrier(s) is the largest,
and thus the worst SINRi[m], denoted by SINR∗i , among
all subcarriers from node i also appears at the middle sub-
carrier(s), for −0.5 < δi < 0.5. Specifically, for an odd
K, SINR∗i = SINRi[

K−1
2 ]; and for an even K, we have

SINR∗i = SINRi[
K−2

2 ] when δi ≤ 0 and SINR∗i =
SINRi[

K
2 ] when δi ≥ 0.

In case of δA 6= δB , we may have SINR∗A 6= SINR∗B .
If SINR∗A (SINR∗B) is lower, we would like to compare
the link from node A (node B) with PNC, because that
point-to-point link is the bottleneck in TS. Let SINR∗ts
be min {SINR∗A, SINR∗B}. In what follows, we determine
SINR∗ts in different regions of (δA, δB).

Case 1 in TS: K is an odd number. Let us first consider
an even function f(x) = sinc2(u + x) + sinc2(u − x),
where u = 1, 2, 3, ... and −0.5 < x < 0.5. It can be
seen that for any positive integer u, f(x) increases as x
increases from 0 to 0.5. Since ICIi[

K−1
2 ] is equivalent
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to
∑(K−1)/2
u=1

{
sinc2(u+ δi) + sinc2(u− δi)

}
, we see that

ICIi[
K−1

2 ] increases as |δi| increases. Meanwhile, as men-
tioned earlier, Pi decreases as |δi| increases, hence a larger
|δi| yields a lower SINR∗i . Thus, we have

SINR∗ts =


PA

ICIA[(K − 1)/2] + σ2
, for |δA| ≥ |δB |

PB
ICIB [(K − 1)/2] + σ2

, for |δA| < |δB |
(19)

Case 2 in TS: K is an even number. First, Appendix B
shows that in the four regions of (δA, δB) from 1 to 4 in
Fig. 11, ICIB [K2 ], ICIA[K2 ], ICIB [K−2

2 ], and ICIA[K−2
2 ]

are the largest among ICIi[m] for all i and m, respectively.
Second, in Fig. 11 in Appendix B, we further have PB ≤ PA
in regions 1 and 3 and PA ≤ PB in regions 2 and 4. Thus,
we have

SINR∗ts =



PB
ICIB [K/2] + σ2

, for δB ≥ |δA|
PA

ICIA[K/2] + σ2
, for δA ≥ |δB |

PB
ICIB [K/2− 1] + σ2

, for δB ≤ − |δA|
PA

ICIA[K/2− 1] + σ2
, for δA ≤ − |δB |

(20)
Hence, similar to SINR∗pnc, SINR

∗
ts appears at subcarrier

K−1
2 for an odd K, and depends on both δA and δB for an

even K.

C. SINR Comparison

We are now in the position to compare the worst SINR
in PNC with that in TS for −0.5 < δA, δB < 0.5. We find
that 1

2SINR
∗
ts < SINR∗pnc ≤ SINR∗ts always holds in all

situations, indicating that there is at most 3 dB SINR penalty
in PNC relative to TS.

For an odd K: First, we compare SINR∗pnc with SINR∗ts
when |δA| ≥ |δB |. As mentioned in Case 1 in TS above,
ICIi[

K−1
2 ] increases as |δi| increases. Hence, we have

ICIA[K−1
2 ] ≥ ICIB [K−1

2 ] for |δA| ≥ |δB | and thus
ICIpnc[

K−1
2 ] + σ2 = ICIA[K−1

2 ] + ICIB [K−1
2 ] + σ2 <

2 · (ICIA[K−1
2 ]+σ2). Eventually, for |δA| ≥ |δB |, comparing

(16) with (19), we get 1
2SINR

∗
ts < SINR∗pnc ≤ SINR∗ts.

Second, for |δA| < |δB |, it can be seen that the situation is
similar to that of |δA| ≥ |δB | and the 3 dB bound of the SINR
penalty in PNC still holds.

For an even K: We first compare SINR∗pnc with SINR∗ts
in region 1 (i.e., δB ≥ |δA|) in Fig. 11. As mentioned in Case 2
in TS above, in region 1, we must have ICIB [K2 ] ≥ ICIA[K2 ],
and thus ICIpnc[K2 ] + σ2 = ICIB [K2 ] + ICIA[K2 ] + σ2 <
2 · (ICIB [K2 ] + σ2). As a result, for δB ≥ |δA|, comparing
(17) with (20), we get 1

2SINR
∗
ts < SINR∗pnc ≤ SINR∗ts.

In fact, by the same token, we find that the 3 dB bound of the
SINR penalty in PNC also holds in the other three regions in
Fig. 11.

To verify our analysis above, we compare SINR∗pnc with
SINR∗ts in 802.11p VANETs (where K is an even number,
= 64) for −0.5 < δA, δB < 0.5.

Normalized CFO for link A (δ
A
)

N
or

m
al

iz
ed

 C
F

O
 fo

r 
lin

k 
B

 (
δ B

)

 

 

−0.5 −0.4 −0.3 −0.2 −0.1 0 0.1 0.2 0.3 0.4 0.5

−0.5

−0.4

−0.3

−0.2

−0.1

0

0.1

0.2

0.3

0.4

0.5

0.5 dB

1 dB

1.5 dB

2 dB

2.5 dB

CFO region of Doppler shift in VANETs

(a) SINR penalty (in dB) in PNC relative to TS

−0.1 −0.08 −0.06 −0.04 −0.02 0 0.02 0.04 0.06 0.08 0.1
10

11

12

13

14

15

16

17

18

19

20

S
IN

R
pn

c
*

 (
dB

)

δ (= δ
A
 = −δ

B
)

approximated by
 
SINR

pnc
*  = −80|δ| + 20

−0.11 < δ < 0.11 

(b) SINR∗pnc over −0.11 ≤ δ ≤ 0.11.

Fig. 2. SINR penalty and SINR∗pnc values at different (δA,δB) when K =
64 (SNR = 20 dB).

First, we verify (17) and (20). Given a (δA, δB) and a σ, we
calculate SINRpnc[m] in (14) and SINRi[m] in (18) for all
m and i, and then we compare the lowest SINRpnc[m] with
SINR∗pnc in (17) and the lowest SINRi[m] with SINR∗ts in
(20). Our numerical results (not shown as a figure here) show
that for any (δA, δB), the lowest SINRpnc[m] and SINRi[m]
are consistent with (17) and (20), respectively.

Next, we plot in Fig. 2(a) the SINR penalty in PNC relative
to TS for SNR = 20 dB. First, we see from the color bar that
at all values of (δA, δB), the SINR penalty in PNC is always
within 3 dB. In fact, the SINR penalty at a larger σ becomes
smaller. Second, we observe that a higher SINR penalty
appears at (δA, δB) along the two diagonals (but not close to
the origin). This is because SINR∗pnc approaches 1

2 ·SINR
∗
ts

when |δA| = |δB | > 0. Third, a lower SINR penalty appears at
(δA, δB) along the two axes, because SINR∗pnc approaches
SINR∗ts when either δA ≈ 0 or δB ≈ 0. Hence, for low
|δi| < 0.05 in MANETs, e.g., when fc,i is synchronized
with fc,R and fd,i contributes most to δi in VANETs (see
the red rectangle in Fig. 2(a)), the SINR penalty in PNC is
very limited.

Here we take a close look at how the SINR penalty
will affect PNC in 802.11p VANET, as it is a standardized
MANET. In 802.11p, due to low fd,i, we simply assume
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TABLE I
E(SINR∗pnc) VALUES AND SINR REQUIREMENTS FOR THE DATA RATES

OF 802.11 TRANSMISSION

κ (ppm) 3.0 2.5 2.0 1.5 1.0 0.5
E(SINR∗pnc) (dB) 17.0 17.5 18.0 18.5 19.0 19.5

802.11a (Mbps) 24 - - - 36 -
802.11p (Mbps) 12 - - - 18 -
required SINR 17.0 - - - 18.8 -

fδi = fo,i − fo,R. Suppose fo,i and fo,R are uniformly
distributed over [fc − κfc, fc + κfc], where fc = 5.9 GHz
is the center frequency and κ denotes LO instability (in ppm).
Section VI will introduce a CFO compensation which always
yields δA = −δB = δ =

fo,A−fo,B
2∆f

. Thus, we are interested
in E(SINR∗pnc) over δ. We use a linear function of δ (see
Fig. 2(b) for SNR = 20 dB) to approximate SINR∗pnc over
−0.11 ≤ δ ≤ 0.11 (i.e., for κ ≤ 3 ppm), easing the estimation
of E(SINR∗pnc). Table I shows E(SINR∗pnc) for different κ
and the minimum SINR requirements for various data rates
for 802.11 point-to-point transmission in TS [31]. We see
that for κ ≤ 3 ppm, E(SINR∗pnc) ≥ 17 dB holds. This
is comparable with SINR∗ts = 20 dB in the perfect case
(with CFO eliminated in TS). It is not a surprise that PNC
can support 12 Mbps or even higher per-link data rates in
VANETs, given that the BER of PNC does not lag behind TS
too much (this is actually the case as will be seen in Section
VI).

V. IMPACT OF CFO ON BER OF PNC

This section explores signal detection schemes at relay R
to mitigate the CFO/ICI effect on the bit error rate (BER) of
PNC. We propose to use a belief propagation (BP) algorithm
to tackle the ICI in PNC for relatively high CFO levels. Our
study in this section focuses on PNC in the flat fading channel
with no CFO compensation, and assumes φi and δi in (11) are
known to relay R through channel estimation [10]. The case for
the frequency-selective channel and with CFO compensation
is considered in the next section.

A. Signal Detection in PNC

We need to deal with the ICI for the signal detection
in PNC based on (11). Traditionally, the overall ICI in
(11) is simply treated as Gaussian noise [10], [7], [32],
with mean 0 and variance ICIpnc[m]. In PNC, relay R
aims to deduce sR[m] = sA[m] ⊕ sB [m] from yR[m],
and similar to the XOR-CD detector in [8], it takes
the following two steps to get an estimate, ŝR[m], of
sR[m] (Hereafter, we use the following short notations:
smi = si[m], ymR = yR[m], and ŝmR = ŝR[m]). First, relay R
calculates the a posteriori probability Pr((smA , s

m
B )|ymR ) ∝

exp{−
∣∣∣ymR −∑i∈{A,B} e

jφia0,is
m
i

∣∣∣2/(σ2 + ICIpnc[m])}.
Second, the maximum a posteriori probability (MAP) rule is
used as follows to obtain the estimate ŝmR

ŝmR = arg max
s∈{+1,−1}

∑
(smA ,s

m
B ):smA⊕smB=s

Pr((smA , s
m
B )|ymR ) (21)
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Fig. 3. Several examples of rm,i(δi) in case of K = 64, i ∈ {A,B} and
0 < m ≤ 63.

This traditional detection scheme is called PNC with Gaussian
interference (GI-PNC) in our paper, and will be used as the
benchmark.

In GI-PNC, the detection of smR is solely based on ymR in
(11). In fact, (11) shows that for any m, smA and smB are
involved in all the correlator outputs, hence a better scheme
for smR detection is to look at all ymR , 0 ≤ m ≤ K− 1. Equiv-
alently, we now want to find Pr((smA , s

m
B )|(y0

R, . . . , y
K−1
R ))

(or Pr(smA , s
m
B ) for simplicity) for any m. We propose a

detection scheme called BP-PNC that uses BP to compute
Pr(smA , s

m
B ) and hence ŝmR . Pr(smA , s

m
B )∀m is computed

from Pr((s0
A, ..., s

K−1
A , s0

B , ..., s
K−1
B )|ymR ∀m), and the com-

putation can be facilitated by BP based on the factorization
of Pr((s0

A, ..., s
K−1
A , s0

B , ..., s
K−1
B )|ymR ∀m) (e.g., see (22) be-

low). BP is a powerful tool for inference problems where a
conditional marginal probability distribution like Pr(smA , s

m
B )

is to be computed. For simplicity, our paper will focus on the
procedures of BP. Interested readers are referred to [14], [15]
for more details of BP.

Before delving into BP-PNC, we present a component
analysis of ymi in (9). We find that for δi < 0 (δi > 0),
the power of ymi excluding the noise is dominated by the
desired subcarrier m and the adjacent interfering subcarrier
Im,i = m + 1 (Im,i = m − 1). Defining rm,i(δi) =

(|a0,i|2 + |a1,i|2)

/
m∑

u=m−K+1

|au,i|2 for δi > 0, i.e., the ratio

of the power from subcarriers m and m − 1 over the total
power of ymi , Fig. 3 plots rm,i(δi) for different values of m
when K = 64. We see from the figure that subcarriers m and
m− 1 together occupy most power of ymi , especially for not
too high δi, e.g., 0 < δi < 0.2. In fact, for larger K, we
find rm,i are essentially the same as in Fig. 3. Thus, relay R
could deem that ymi in TS (ymR in PNC) is only composed of
the desired signal plus the interference from subcarrier Im,i
(subcarriers Im,A and Im,B of nodes A and B). With this
simplified structure of ymR , BP-PNC considers the following
four cases to detect smR .

Case 1: δA > 0 and δB > 0. Here, we have Im,A =
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Fig. 4. Graphic Characterization of the correlation among the correlator
outputs in PNC.

Im,B = m − 1 for m 6= 0. For m = 0, all the interference
in y0

R can simply be ignored, as it is very limited. Thus, a
pairwise Markov random field (MRF) [15] can be used to
characterize how the correlator outputs ymR are correlated, as
shown in Fig. 4(a). In Fig. 4(a), the filled nodes are those
observed correlator outputs ymR , and the empty circles are
called variable nodes (VNs) representing the variables behind
each observed ymR and to be inferred. In Fig. 4 and below, we
use sm,ni = (smi , s

n
i ). The variables behind y1

R, for example,
are the information bits (s1,0

A , s1,0
B ). The edges between VNs

represent their dependencies, and the square nodes show the
common random variable(s) between them. In accordance with
the MRF in Fig. 4(a), we have the following factorization:

Pr((s0
A, ..., s

K−1
A , s0

B , ..., s
K−1
B )|ymR ∀m)

∝ Pr((s0
A, s

0
B)|y0

R)

K−1∏
m=1

Pr((sm,m−1
A , sm,m−1

B )|ymR ). (22)

Based on (22), BP-PNC takes the following steps to find
Pr(smA , s

m
B ) and ŝmR , for any m.

Step 1. Computing Pr((sm,m−1
A , sm,m−1

B )|ymR ): This a pos-
teriori probability is based on the local observation ymR only,
and is computed as follows

Pr((sm,m−1
A , sm,m−1

B )|ymR )

∝ exp{−
∣∣∣ymR −∑

i
ejφi(a0,is

m
i + a1,is

m−1
i )

∣∣∣2/σ2} (23)

Note that for m = 0, Pr((s0
A, s

0
B)|y0

R) needs to be computed.
Step 2. Computing Pr(smA , s

m
B ) using BP: To compute

Pr(smA , s
m
B ), BP takes the probability distributions in (23) as

the input and applies message passing and updating between
VNs in Fig. 4(a). BP first defines two messages between any

two connected VNs: in Fig. 4(a), the two messages between
the j-th and j + 1-th VNs are denoted by M j+1

j (sjA, s
j
B)

and M j
j+1(sjA, s

j
B), 0 ≤ j ≤ K − 2. Parts of the messages

are displayed in Fig. 4(a). The message is used by one VN
(specified in the subscript) to update the other (specified in
the superscript) on the distribution of the common random
variables (specified in the parenthesis). Once a VN receives
an updated message from a neighbor node, it uses it to update
the messages to other connected VNs.

The message update in Fig. 4(a) is performed in two
directions, i.e., from the left to the right, and from the right
to the left [14], [15], and the following equations state the
message-update rules for 1 ≤ j ≤ K − 2.

M j+1
j (sjA, s

j
B)

=
∑
sj−1
A

∑
sj−1
B

{Pr(sj,j−1
A , sj,j−1

B |yjR)M j
j−1(sj−1

A , sj−1
B )};

M j−1
j (sj−1

A , sj−1
B )

=
∑
sjA

∑
sjB

{Pr(sj,j−1
A , sj,j−1

B |yjR)M j
j+1(sjA, s

j
B)}.

(24)

The message update in the two directions starts at the two end
VNs in Fig. 4(a), which update the following two messages

M1
0 (s0

A, s
0
B) = Pr(s0

A, s
0
B |y0

R);

MK−2
K−1 (sK−2

A , sK−2
B )

=
∑
sK−1
A

∑
sK−1
B

Pr(sK−1,K−2
A , sK−1,K−2

B |yK−1
R ).

(25)

Note that the probability distributions obtained in (23) keep
fixed in the above message updating.

After the above message update in each direction is per-
formed once, all the messages in Fig. 4(a) converge, thanks
to the chain structure of the MRF in Fig. 4(a) [14]. Then,
Pr(smA , s

m
B ) is obtained at the m-th VN using all the received

messages, i.e.,

Pr(smA , s
m
B ) ∝

∑
sm−1
A

∑
sm−1
B

{Pr(sm,m−1
A , sm,m−1

B |ymR )·

Mm
m−1(sm−1

A , sm−1
B ) ·Mm

m+1(smA , s
m
B )}. (26)

Note that for m = 0 and m = K − 1, only one applicable
message appears in (26).

Step 3. Determining ŝmR : Replacing Pr((smA , s
m
B )|ymR ) in

(21) with Pr(smA , s
m
B ) , ŝmR is obtained.

Case 2: δA > 0 and δB < 0. Here, for 0 < m < K − 1,
we have Im,A = m − 1 and Im,B = m + 1. For m = 0
(m = K − 1), we have Im,B = 1 (Im,A = K − 2) and the
interference from all other subcarriers of node A (node B) are
ignored in ymR . The MRF showing the correlation among all
ymR in this case is plotted in Fig. 4(b). BP-PNC also conducts
three steps to identify ŝmR . First, the a posteriori probabilities
Pr((sm,m−1

A , sm,m+1
B )|ymR ) are computed. Second, BP is ap-

plied to Fig. 4(b) to compute the desired Pr(smA , s
m
B ). Third,

based on Pr(smA , s
m
B ), ŝmR is determined using the MAP rule.

These three steps are similar to those in Case 1, hence the
details are omitted.
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Fig. 5. BER comparison at relay R at different δ and ∆θ (SNR = 20 dB).

Case 3: δA < 0 and δB < 0. Here, the graph of the MRF
is very similar to that in Case 1, and the details are omitted.

Case 4: δA < 0 and δB > 0. Here, the graph of the MRF
is very similar to that in Case 2, and the details are omitted.

B. Signal Detection in TS

For a fair comparison, we also consider two signal detection
schemes in TS at relay R. The first scheme is called GI-
TS, which treats the ICI in (9) as Gaussian noise. Similar to
GI-PNC, GI-TS first calculates Pr(smi |ymi ), and then applies
MAP rule to detect smi . The second scheme is called BP-TS,
which uses BP to compute P (smi |(y0

i , . . . , y
K−1
i )) (or simply

P (smi )). δi > 0 and δi < 0 are the two cases in BP-TS,
corresponding to two MRF graphs. The message passing and
updating in the two graphs are similar to that in BP-PNC, and
smi is detected by applying the MAP rule to the distribution
P (smi ).

Remark: It can be seen that the four detection schemes
above are not limited to BPSK. They can be readily applied
to any other higher-order modulation, e.g., QPSK, considering
all possible constellation points for smi in that modulation.

C. Complexity Analysis

Now we analyze the complexity of BP-PNC. To be general,
let Nm be the size of a modulation scheme used in BP-PNC,
e.g., Nm = 2 for BPSK and Nm = 4 for QPSK. For Case 1, as
K →∞, the complexity of (23) is O(K ·N4

m); the complexity
of message passing in (24) is O(2 · (K − 1) · N4

m); and the
complexity of the belief read-out in (26) is O(K ·N4

m). Thus,
the overall complexity of BP-PNC is simply O(K · N4

m). It
is not difficult to see that this complexity applies to all other
three cases. By the same token, we find that the complexity
of BP-TS is O(K ·N2

m).

D. BER Performance Evaluation

Now we study the BER of BP-PNC at relay R under BPSK
modulation, compared with GI-PNC, GI-TS, and BP-TS. [14],
[20] showed that the BER of PNC at relay R was affected by
the relative phase offset even without CFO in (11), and [5],
[23] showed that it was also affected by the CFO. Here, we
explicitly study the joint effect of the relative phase offset ∆θ
as defined in Section III-B and the CFO δi on the BER of
PNC. Our study assumes δA = δB = δ and looks at the effect
of the CFO δ at different given values of ∆θ (here reduced
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to φA−φB). We consider a MANET with K = 64, Ts = 6.4
µs, and CP length equal to Ts

4 , as adopted in 802.11p. Fig. 5
plots the simulation results, and the key observations are as
follows.

First, as |δ| increases (or in a MANET with higher node
mobility), the BER of the four schemes deteriorates for any
∆θ, but the scheme using BP in either PNC or TS is more
robust against the CFO. A larger |δ| decreases the power of the
desired signal in both (9) and (11), shortening the distances
between the received constellation points in both TS and PNC.
Thus, a higher |δ| yields higher BER for all the schemes.
The reason for the robustness of BP-PNC and BP-TS is due
to the certainty propagation in BP [14]. For BP-PNC with
δ > 0, for example, Fig. 4(a) shows that y0

R is less interfered
than the others, thus enabling the detection of (s0

A, s
0
B) with

high confidence. With message passing in BP, this confidence
of detection reduces uncertainties about y1

R and improves the
detection of (s1

A, s
1
B) (as reflected in (26)), which then further

benefits the signal detection on other subcarriers. This is the
certainty propagation, and it also applies to BP-TS and the
other cases in BP-PNC.

Second, as ∆θ increases from 0 to π
2 , the BER of BP-

PNC (GI-PNC) becomes lower and close to that of BP-TS
(GI-TS). Here we focus on the reasons for BP-PNC. We
find that a larger ∆θ within

[
0, π2

]
helps isolate the received

constellation points at relay R in BP-PNC. Consider δ = 0.2
for example. Fig. 6 plots the received constellation diagram
of (sm,m−1

A , sm,m−1
B ) (m ≥ 1) for different ∆θ. Each point in

Fig. 6 conveys (i) a circle (square) shape denotes smA ⊕ smB =
−1 (smA ⊕ smB = +1), and (ii) the number near it denotes the
interference (sm−1

A , sm−1
B ). We see from Fig. 6 that as ∆θ

increases, these points are more isolated, and in particular,
the shortest distance between any two points having different
smA ⊕ smB increases, thus improving the certainty of detecting
smR = smA ⊕ smB even without the certainty propagation in BP.

Third, the BER curve of BP-PNC at ∆θ is the same as
that at either π + ∆θ or π − ∆θ. The reason is that the
received constellation diagrams, e.g., for (sm,m−1

A , sm,m−1
B ),

in these three situations have the same pattern, e.g., the shortest
distance mentioned above keeps the same. For example, the
BER curve of BP-PNC at ∆θ = 3π

4 (shown in Fig. 5(d)) is
basically the same as that at ∆θ = π

4 .
In fact, even for δA 6= δB , we observe that the following two

properties are present in all the four cases of BP-PNC: (i) the
received constellation points like (sm,m−1

A , sm,m−1
B ) in Case

1 are more isolated when ∆θ = π
2 , and (ii) the constellation

diagrams at π ± ∆θ keep the same pattern as that at ∆θ.
Overall, our study here shows that despite CFO deteriorating
the BER of BP-PNC, the relative phase offset ∆θ close to
π ± π

2 can mitigate the CFO effect.

VI. CFO COMPENSATION IN PNC

This section studies CFO compensation in PNC, aiming to
reduce the CFO effect on both the SINR and BER of PNC.

Using training symbols, the CFO of one link can be esti-
mated [10]. With this estimated CFO, i.e., f̃δi (= fδi for an
accurate estimate), the effect of CFO in TS can be eliminated
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4
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via signal processing, which is equivalent to adjusting relay
R’s LO frequency at the m-th correlator in (5) from fm to
fm + f̃δi to match fm + fδi [10]. However, it is normally
the case that the CFO values for the two uplinks in PNC are
different, thus ruling out the possibility for relay R to match the
frequencies fm+fδA and fm+fδB at the same time. Hence, in
this situation, we seek an effective CFO compensation in PNC,
and propose the mean-frequency (MF) compensation which
amounts to positioning relay R’s LO frequency at the middle
of the received frequencies from the two end nodes, that is,
the adjusted frequency f

′

m is given by

f
′

m = fm +
fδA + fδB

2
, for 0 ≤ m ≤ K − 1 (27)

A. Effect of MF Compensation on SINR

We show below that this MF compensation, as stated by the
following theorem, can yield a maximal SINR∗pnc.

Theorem 1: Among CFO compensations that equivalently
adjust relay R’s LO frequency by τ · ∆f , where τ satisfies
|δA − τ | < 0.5 and |δB − τ | < 0.5, the MF compensation
maximizes SINR∗pnc, i.e., SINR∗pnc achieves a (local) max-
imum at τ = δA+δB

2 .
Proof: Let us first consider the case when K is an odd

number. As the phase term, ejφi or ejφm,i , of the channel gain
function is irrelevant to SINRpnc[m] defined in (14), we drop
it in our proof below. Replacing fm with fm + τ ·∆f in (5),
the output of the m-th correlator at relay R is given by

yR[m] =
∑
i

a
′

0,isi[m] +
∑
u6=0

∑
i

a
′

u,isi[m− u] + wm (28)

where u and wm are defined the same as earlier, and
a
′

u,i = 1
Ts

∫ Ts
0
e−j2π(u+τ−δi)t/Tsdt, for i ∈ {A,B}. Due to

|δi − τ | < 0.5 for i ∈ {A,B}, the K−1
2 -th subcarrier in PNC
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still has the worst SINR. Thus, we obtain

SINR∗pnc

=
min{sinc2(δA − τ), sinc2(δB − τ)}
(K−1)/2∑

u=(1−K)/2,u6=0

∑
i

sinc2(u− δi + τ) + σ2

(29)

Defining τ = ε+ δA+δB
2 and assuming 2d = δB − δA, (29)

becomes

SINR∗pnc(ε)

=
min{sinc2(d− ε), sinc2(d+ ε)}∑

u6=0

{sinc2(u+ ε− d) + sinc2(u+ ε+ d)}+ σ2
(30)

In (30), let P (ε) denote the function at the numerator and
Q(ε) denote the function at the denominator. Then, it is not
difficult to see that P (ε) and Q(ε) are even functions of ε,
both continuous at ε = 0. Thus, SINR∗pnc(ε) must achieve a
local extremum at ε = 0. We now examine the following two
cases for SINR∗pnc(ε) at ε = 0.

Case 1: δA = δB . Here we have d = 0, P (0) = sinc2(0),
and Q(0) = σ2. Obviously, at ε = 0, P (ε) achieves a
global maximum, whereas Q(ε) achieves a global minimum.
Therefore, SINR∗pnc(ε) achieves a global maximum at ε = 0.

Case 2: δA 6= δB . With −0.5 < δA, δB < 0.5, we have
−0.5 < d < 0.5 and d 6= 0. For this range of d, it is
not difficult to find that P (ε = 0) = sinc2(d) is a local
maximum, and that the left derivative and the right derivative
of P (ε) at ε = 0 are equal to dy

dx |x=−d and dy
dx |x=d where

y = sinc2(x), respectively; these two derivatives are both
non-zero and opposite to each other. By contrast, we have
dQ
dε |ε=0 = 0, both the left and the right derivatives equal
to 0. This means for ε around 0, P (ε) decreases drastically
from P (ε = 0) whereas Q(ε) stays almost constant. In this
situation, SINR∗pnc(ε = 0) hence achieves a local maximum.

Combining the two cases above, we see that SINR∗pnc
achieves a maximum at ε = 0 or at τ = δA+δB

2 equivalently.
For an even K, we note that SINR∗pnc(ε) is also an even

function, and thus the proof is similar to that for an odd K.
Details are omitted here for simplicity.

Fig. 7 shows SINR∗pnc (not in dB) in two belt regions
of (δA, δB) when K = 64, and briefly illustrates the effect
of the MF compensation in achieving a maximal SINR∗pnc.
Suppose the CFO for the two uplinks in PNC are δ0

A and δ0
B ,

respectively. Then, after the LO adjustment is applied with a
certain τ , it is equivalent that (δ0

A, δ
0
B) becomes (δ0

A−τ, δ0
B−

τ). Thus, with different τ , (δ0
A, δ

0
B) moves along the line δB =

δA+2d in Fig. 7, where 2d = δ0
B−δ0

A. It can be seen from Fig.
7 that (i) when (δ0

A, δ
0
B) moves to the joint point between δB =

δA+2d and δB = −δA, a maximal SINR∗pnc is achieved, and

(ii) at the joint point we have τ =
δ0A+δ0B

2 , which is consistent
with that in the MF compensation. In addition, Fig. 7 also
shows that the maximal SINR∗pnc only depends on d and it
decreases as |d| increases.
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Fig. 8. Effect of MF compensation on the BER of BP-PNC and GI-PNC
(φA = φB = 0 and SNR = 10 dB).

B. Effect of MF compensation on BER

We now study the effect of the MF compensation on the
BER of PNC. We continue adopting the simulation setting
in Section V-D. Our study below considers each end node
sending a long packet composed of L = 150 OFDM symbols
and assumes flat fading channels in TWRC. We look at the
BER averaged over all the OFDM symbols.

First, we examine if the MF compensation could also be
BER-optimal given a ∆δ (defined as |δA − δB |). For a given
∆δ, we assume δA − δB = ∆δ and plot in Fig. 8 the BER
of BP-PNC and GI-PNC at relay R at different (δA, δB). We
see from Fig. 8 that for any ∆δ, both BP-PNC and GI-PNC
attain optimal BER at (δA, δB) = (∆δ

2 ,−
∆δ
2 ), indicating that

with the MF compensation in either BP-PNC or GI-PNC, an
optimal BER at relay R could be obtained. Moreover, we find
that the results in Fig. 8 keep unchanged for any φA and φB .
We focus on the reasons for BP-PNC. (6) shows that CFO
has a rotating effect on OFDM symbols, i.e., every OFDM
symbol is rotated by 2πfδiT more than its previous symbol in
a packet, where T is the overall length of an OFDM symbol
including the CP. Thus, when δA 6= δB , it is most likely that
different OFDM symbols in a packet undergo different ∆θ,
with ∆θ evenly distributed over [0, 2π] regardless of φA or φB .
As discussed in Section V-D, these symbols then experience
different constellation diagrams (some are good, some are
bad), which keeps the average BER in Fig. 8 not affected
by φA or φB .

Second, for a fixed ∆δ 6= 0, we study the BER of BP-PNC
and GI-PNC at different (δA, δB) when the MF compensation
is applied. Our simulation results (not shown as a figure here)
show that the BER of both schemes depends only on ∆δ.

Next, we compare BP-PNC and GI-PNC (both with the MF
compensation) at different ∆δ and SNR levels, as plotted in
Fig. 9. We include the BER of TS with CFO eliminated as a
reference. Note that without CFO, BP-TS and GI-TS have the
same BER. Fig. 9 shows that (i) at low ∆δ ≤ 0.05, both BP-
PNC and GI-PNC achieve a BER close to that of TS, and (ii)
as ∆δ increases, BP-PNC outperforms GI-PNC. Fig. 9 also
shows that to achieve a BER on the order of 10−6, BP-PNC
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Fig. 9. BER comparison of BP-PNC and GI-PNC under MF compensation
(φA = φB = 0).

needs at most 3 dB extra SNR compared with TS, for not too
high ∆δ ≤ 0.15. Note that this 3 dB extra SNR can be traded
for halved transmission times in TWRC, as the downlink BER
of PNC is generally comparable to that of TS [16].

We also consider the performance of BP-PNC and GI-PNC
in frequency-selective TWRC, and compare them at different
∆δ and SNR levels. Here, BP-PNC and GI-PNC are similarly
designed as in the flat fading channel. We find that the BER
curves are nearly the same as those in Fig. 9 and are not
affected by φm,i, for all i and m. The reason is similar to
that in flat-fading TWRC above, that is, the rotating effect
of the CFO on OFDM symbols in a packet corresponds to
an averaging effect on the BER of BP-PNC over a packet in
general, regardless of φm,i.

Going beyond the studies above that assume the CFO
δi is perfectly known to relay R, we now study the effect
of CFO estimation error ei on BP-PNC. Applying the MF

compensation at relay R, the estimated CFO for node A
(B) becomes δA−δB+eA−eB

2 (− δA−δB+eA−eB
2 ), whereas the

actual CFO value becomes δA−δB
2 − eA+eB

2 ( δB−δA2 − eA+eB
2 ),

indicating a deviation of eA (eB) between the estimated and
actual CFO values. Similar to [19], we assume ei is Gaussian
distributed with zero mean and variance σ2

e .
For different ∆δ = |δA − δB | and packet length L, Fig.

10 plots the effect of eA and eB when σe is fixed at 6 ×
10−3 (yielding E(|ei|) ≈ 5 × 10−3). First, for both ∆δ =
0.1 and ∆δ = 0.15, the BER at relay R deteriorates as L
increases. The reason is as follows. At relay R with ei 6= 0,
there is a phase estimation error for the signal from node i, and
particularly, this error accumulates from one OFDM symbol
to the next. The average accumulation rate in our simulation
setting is 2π · E(|ei|) · ∆f · (Ts + Ts

4 ) rad ≈ 2.25◦. Thus,
as L increases, the BER of BP-PNC is degraded. Second, the
curves for L = 10 and L = 15 show that the accumulation
of the phase estimation error is rather harmful and dominates
the BER performance of BP-PNC, regardless of ∆δ and the
SNR values. This indicates the significance of maintaining a
low phase estimation error (e.g., using pilots) in BP-PNC.

VII. CONCLUSION

This paper has addressed an outstanding issue on the
feasibility of PNC in a two-way relay channel (TWRC)
in MANETs: how to mitigate the CFO/ICI effects in PNC
systems caused by node-motion induced Doppler shifts and/or
the local oscillator (LO) asynchrony.

We have studied the effect of CFO on the SINR in PNC. We
compare the worst SINR among all the subcarriers at the relay
in PNC with that in TS. With a practical power control that
balances the power levels of the received signals at the relay,
our studies show that PNC suffers at most 3 dB SINR penalty
in either the flat fading channel or the frequency-selective
channel. A high SINR penalty arises when |δA| = |δB | > 0
and a low SINR penalty arises when either δA ≈ 0 or δB ≈ 0,
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Fig. 10. The effect of the CFO estimation errors on BP-PNC (σe = 6 ×
10−3).

where δi, i ∈ {A,B}, is the normalized CFO of the uplink
from node i to the relay in TWRC.

We have also studied the effect of CFO on the BER of
PNC at the relay, with two detectors considered. GI-PNC is
a traditional detector that treats the ICI as Gaussian noise,
and BP-PNC is a detector proposed by us with an attempt
to effectively reduce the CFO effect. BP-PNC exploits the
correlation among the OFDM correlator outputs and makes use
of a belief propagation (BP) algorithm for signal detection. As
an important result, our studies in flat fading channels based on
BPSK modulation show that CFO is detrimental to the BER
of BP-PNC and GI-PNC, but interestingly, a relative phase
offset close to π± π

2 between the desired signals from the end
nodes could mitigate the CFO negative effect.

To further mitigate the CFO effect in PNC, we have pro-
posed a CFO compensation method called the mean-frequency
(MF) compensation to equivalently position the relay’s LO
frequency at the middle of the received frequencies from the
two end nodes. We show that this MF compensation can
maximize the worst SINR in PNC and minimize the BER
of BP-PNC and GI-PNC under BPSK modulation, regardless
of the channel gain functions in TWRC. Importantly, with the
MF compensation, we show that for low |δA − δB | < 0.05,
GI-PNC is a suitable detector at the relay to attain a BER close
to that in the ideal case, i.e., TS without CFO. For a higher
|δA − δB | ≤ 0.15, BP-PNC is a better choice that needs only
at most 3 dB extra SNR to be comparable with the ideal case.
Overall, for BPSK modulated MANETs with low to medium
CFO levels (|δA − δB | ≤ 0.15), PNC system works fine in
principle as a performance booster.

For future work, we aim to (1) integrate channel coding to
improve BP-PNC, and (2) to extend BP-PNC to higher-order
modulations such as QPSK. Especially, for (2), despite the fact
that BP-PNC can be readily applied to higher-order modula-
tions, the challenge is that the XOR decoding situation therein
will be more complicated under CFO and phase asynchrony,
according to [14]. In addition to (1) and (2), exploiting pilots
to combat the accumulation of the phase estimation error in
the uplink transmission of PNC is of significant importance.

APPENDIX A
Here, we first determine the subcarrier(s) in TS that suffers

from the maximal ICI power under FPC. Consider di(m) =
ICIi[m]− ICIi[m− 1], for 1 ≤ m ≤ K− 1 and i ∈ {A,B}.
Due to ICIi[m] =

∑
u 6=0 sinc2(u− δi), we have di(m) =

sinc2(m− δi)− sinc2(K −m+ δi).
Case 1 in TS: for an odd K ≥ 3. If m < K−1

2 , we have
K−m > K+1

2 . It is not difficult to see that for |δi| < 0.5, the
function h(δi) = sinc2(u1 − δi)− sinc2(u2 + δi) > 0 always
holds, when u1 < u2 and both are positive integers. Hence,
considering m < K−1

2 and K−m > K+1
2 , we have di(m) > 0

for |δi| < 0.5. If m = K−1
2 , we have K−m = K+1

2 , yielding
di(m) > 0. If m > K−1

2 , we have K −m < K+1
2 , yielding

di(m) < 0. Therefore, for an odd K and |δi| < 0.5, the K−1
2 -

th subcarrier or the middle subcarrier suffers from the maximal
ICI power.

Case 2 in TS: for an even K ≥ 2. Similar to Case 1 above,
here we have di(m) > 0 for m < K

2 and di(m) < 0 for m >
K
2 . For m = K

2 , we have di(K2 ) = sinc2(K2 −δi)−sinc2(K2 +
δi). Obviously, we have di(

K
2 ) ≥ 0 for 0 ≤ δi < 0.5 and

di(
K
2 ) < 0 for −0.5 < δi < 0. Therefore, for an even K,

when 0 ≤ δi < 0.5, it is the K
2 -th subcarrier that suffers from

the maximal ICI power; otherwise, it is the K−2
2 -th subcarrier.

In PNC, we have ICIpnc[m] = ICIA[m]+ICIB [m]. Thus,
for an odd K, ICIpnc[K−1

2 ] must be the largest among all
ICIpnc[m]; and for an even K in PNC, the largest ICI power
must be present at either the K

2 -th subcarrier or the K−2
2 -th

subcarrier.

APPENDIX B
For an even K in TS , we know from Appendix A that

the largest ICIi[m] for all i and m can only be ICIA[K2 ],
ICIA[K−2

2 ], ICIB [K2 ], or ICIB [K−2
2 ]. The conditions for

ICIA[K2 ] to be the largest are as follows. First, we must have
δA ≥ 0. Second, if δB ≥ 0, we must have δA ≥ δB to
have ICIA[K2 ] ≥ ICIB [K2 ]. This is because we observe that
ICIi[

K
2 ] is increasing as δi increases from 0 to 0.5. If δB < 0,

we must have δA ≥ −δB to have ICIA[K2 ] ≥ ICIB [K−2
2 ].

This is because it can be further observed that ICIB [K−2
2 ]

is increasing as δB decreases from 0 to −0.5, and that
ICIB [K−2

2 ] = ICIA[K2 ] when δB = −δA. The conditions
for ICIA[K−2

2 ], ICIB [K2 ], or ICIB [K−2
2 ] to be the largest

can be similarly obtained; we summarize them in Fig. 11.
For an even K in PNC, we know that the largest ICIpnc[m]

arises at either m = K
2 or m = K−2

2 . As defined in Appendix
A, we have di(K2 ) = sinc2(K2 − δi)− sinc2(K2 + δi), which is
an odd function of δi and is increasing as δi increases from 0
to 0.5. Thus, we have ICIpnc[K2 ] ≥ ICIpnc[K−2

2 ] when δA ≥
|δB | or δB ≥ |δA|; and we have ICIpnc[K2 ] ≤ ICIpnc[

K−2
2 ]

when δA ≤ −|δB | or δB ≤ −|δA|. Fig. 11 summarizes the
conditions for ICIpnc[K2 ] or ICIpnc[K−2

2 ] to be the largest.
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