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Abstract—The mismatch between enrollment and test utter-
ances due to different types of variabilities is a great challenge
in speaker verification. Based on the observation that the SNR-
level variability or channel-type variability causes heterogeneous
clusters in i-vector space, this paper proposes to apply supervised
learning to drive or guide the learning of PLDA mixture
models. Specifically, a deep neural network (DNN) is trained
to produce the posterior probabilities of different SNR levels
or channel types given i-vectors as input. These posteriors
then replace the posterior probabilities of indicator variables
in the mixture of PLDA. The discriminative training causes
the mixture model to perform more reasonable soft divisions
of the i-vector space as compared to the conventional mixture
of PLDA. During verification, given a test i-vector and a target-
speaker’s i-vector, the marginal likelihood for the same-speaker
hypothesis is obtained by summing the component likelihoods
weighted by the component posteriors produced by the DNN,
and likewise for the different-speaker hypothesis. Results based
on NIST 2012 SRE demonstrate that the proposed scheme leads
to better performance under more realistic situations where
both training and test utterances cover a wide range of SNRs
and different channel types. Unlike the previous SNR-dependent
mixture of PLDA which only focuses on SNR mismatch, the
proposed model is more general and is potentially applicable to
addressing different types of variability in speech.

Index Terms—speaker verification, i-vectors, mixture of PLDA,
deep neural networks.

I. INTRODUCTION

OST state-of-the-art text-independent speaker verifica-

tion systems use i-vectors as input features. By defining
a total variability (TV) space, the posterior means of the
latent variables of a factor analyzer [1] are considered as
the fixed-length i-vectors of the corresponding utterances.
Such a representation greatly simplifies the modeling process
as the dimension of i-vectors is much lower than that of
GMM-supervectors [2], [3]. However, in addition to speaker
information, i-vectors can also be affected by other nuisance
variabilities, such as session, channel, and noise-level variabili-
ties commonly found in speech signals. Suppressing the effects
caused by these nuisance variabilities but at the same time
maintaining speaker information in the i-vectors is a major
challenge in i-vector speaker verification.
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To compensate for session variability, linear discriminant
analysis (LDA) [4] followed by within-class covariance nor-
malization (WCCN) [5] are applied to i-vectors; then cosine
distance between the target-speaker’s i-vector and test i-vector
is used as a similarity measure between the target speaker
and the test speaker. Recently, probabilistic LDA (PLDA)
[6], [7] has become a common backend for i-vector systems.
Given a large collection of i-vectors with speaker labels, PLDA
shows a powerful data-driven mechanism to separate speaker
variability from other undesired variabilities.

While considerable progresses have been made in i-vector
extraction, how to develop a noise robust backend classifier
remains a major challenge. Although PLDA is very effective
at suppressing intersession variability in the i-vector space, it
does not consider the effect of noise at varying SNRs. Recent
studies [8], [9] suggest that different levels of background
noise will shift the i-vectors to different regions of the i-vector
space and that i-vectors derived from utterances having similar
SNR tend to cluster together. As a result, heterogeneous
clusters are formed in the i-vector space.

In view of the above phenomenon, we have previously
proposed two approaches for noise robust speaker verification.
One is the enhanced SNR-invariant PLDA [8] through which
multiple SNR-dependent speaker subspaces are introduced.
The other one is SNR-dependent mixture of PLDA [10].
Unlike the conventional mixture of factor analyzers [11]
where the posteriors of the indicator variables depend on
the data samples, the posteriors of the indicator variables in
[10] depend on the SNRs of the utterances. One common
characteristic of these two approaches is that the SNR of each
test utterance should be estimated when computing the veri-
fication score. Although estimating the SNR of an utterance
is not difficult,! this requirement limits the application of the
approaches to handling SNR mismatch only.

Inspired by the clustering phenomenon of i-vectors caused
by SNR variability and the success of the DNN/i-vector
framework [13], we have recently applied DNNs to guide the
training of PLDA mixture models [14]. This paper extends
this preliminary work and proposes DNN- and classifier-driven
PLDA mixture models to handle both SNR-level variability
and session variability in speech signals. Before training the
mixture model, training i-vectors are firstly divided into a
number of groups (classes) according to the SNR of their
utterances. A DNN is then discriminatively trained to produce

'SNR estimation will become more difficult when the noise level is high.
However, when the waveform of the whole noisy utterance is available, we
may use the technique in [12] to increase the contrast between speech and
non-speech regions, making the estimated SNR more reliable.
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the posterior probabilities of SNR groups given i-vectors
as input, which results in an SNR-aware DNN. During the
training of the mixture model, the SNR posteriors given by the
SNR-aware DNN are used as the posteriors of the indicator
variables in the mixture model. The SNR posteriors effectively
drive the mixture model to capture the cluster properties of
i-vectors such that each mixture component (PLDA model)
can focus on modeling one SNR-dependent speaker subspace.
During the scoring stage, given the i-vectors of the target and
test speakers, the SNR posteriors obtained from the DNN are
used to linearly combine the marginal likelihoods obtained
from different PLDA mixtures. Therefore, unlike the SNR-
dependent mixture of PLDA, the actual SNRs of the target
and test utterances are not necessary, only their SNR posterior
probabilities are needed.

In addition to SNR-level variability, channel-type variability
can also cause heterogeneous clusters in i-vector space [15].
We have also investigated the capability of the proposed model
in handling channel-type variability in which the training ut-
terances comprise both telephone speech and interview speech
but the test utterances comprise interview speech recorded by
various microphones. In this case, the DNN is discriminatively
trained by using channel types as the class labels. Results
based on the core set of NIST 2012 SRE demonstrate the
effectiveness of the proposed model for handling two different
types of variabilities: SNR-level variability and channel-type
variability.

The paper is organized as follows. Section II highlights
previous related work on robust i-vector speaker verification.
Section III briefly describes the mixture of PLDA. Section IV
describes the proposed DNN-driven mixture of PLDA. In
Sections V and VI, we report evaluations based on NIST 2012
SRE. Section VII concludes the paper.

II. RELATED WORK

To compensate for the variability of i-vectors caused by
different levels of background noise, many strategies have been
proposed. One school of thought is to improve the i-vector
extraction stage and keep the standard backend unchanged.
For example, Hasan and Hansen [16], [17] proposed a two-
stage factor analysis scheme in which the posterior means
and covariances of acoustic factors are used for computing
sufficient statistics in the first stage which are then used for
i-vector extraction in the second stage.

Another type of approach is based on multi-condition train-
ing. In [18], clean and noisy utterances were pooled together
to train a robust PLDA model. In [19], Garcia-Romero et al
trained multiple PLDA models with tied speaker factors, one
for each condition. A robust system was then constructed by
combining all of the individual PLDA models according to
the posterior probability of each condition. In [20], Villalba
and Lleida proposed a multi-channel simplified PLDA; it is
a kind of mixture model in which each channel condition
(SNR level) is modeled by one channel subspace together
with a channel-dependent shift while speaker variability is
modeled by a single speaker subspace. The sharing of speaker
subspace across all noise conditions requires the assumption

that speaker variability are noise-level invariant, which may
not be the case in very noisy environments. By assuming that
the i-vectors derived from utterances falling within a narrow
SNR range should share similar SNR-specific information,
Li and Mak [21] proposed to add an SNR-subspace to the
conventional PLDA, resulting in SNR-invariant PLDA. In this
model, SNR-specific information is separated from speaker-
specific information through marginalizing out the SNR factors
during the scoring process.

Instead of making PLDA model more amenable to noisy
i-vectors, PLDA scores can be robustified by score cali-
brations where the calibration parameters are dependent on
the SNR and duration of target and test utterances [22],
[23]. Alternatively, a condition quality vector (q-vector) [24]
can be obtained by computing the posterior probabilities of
various conditions (formed by combinations of SNR levels
and durations). The required offset in score calibration is then
a function of the g-vectors corresponding to the target and test
utterances, respectively.

In [25], Lei et al. proposed extracting i-vectors based on a
noise-adapted universal background model (UBM) obtained by
adapting the clean UBM to noisy utterances via vector Taylor
series (VTS). In [26], [27], i-vectors are denoised in a way
similar to spectral subtraction in speech enhancement. How-
ever, unlike spectral subtraction, their subtraction model works
in the i-vector space. Given an observable noisy i-vector,
its clean but unobservable counterpart is approximated by
the maximum a posteriori (MAP) estimate of the posterior
mean of the clean i-vectors. It was recently found that clean
i-vectors can be partly restored by translating and rotating the
noisy i-vectors, where the translation and rotation matrices are
found by the Kabsch algorithm [28]. Instead of denosing the
i-vectors, spectral features can also be denoised by DNNs [29]
and denoising autoencoder [30] before i-vector extraction.

Due to the excellent performance of deep neural networks
(DNN) in many tasks, DNNs have also been applied to
speaker verification [13], [31]-[37]. Early work [31], [32]
along this direction typically trained a DNN by using acoustic
features as input and speaker identities as the target output.
Bottleneck features are then extracted from the middle layer
of the network. This direct application of DNNs, however,
can hardly achieve significant performance gain, although
improvement has been found under reverberant environments
[32]. A more promising strategy is to incorporate DNNs
into i-vector extraction. For example, Lei et al. [13] demon-
strated that replacing the standard GMM-based UBM with
a phonetically-aware DNN for computing the frame poste-
rior probabilities produces significant performance gain as
compared to the standard UBM/i-vector framework. In this
DNN/i-vector framework, a phonetically-aware DNN trained
for automatic speech recognition (ASR) is used to softly align
speech frames to senone categories. Such alignments facilitate
the comparison of speakers as if they were pronouncing the
same content.

Because the convolution and max-pooling operations in
convolution neural networks (CNNs) can reduce the distortion
caused by noise, the senone posteriors produced by a CNN
have also been used for i-vector extraction [38]. While the
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performance of this CNN/i-vector framework is found to be
comparable to that of the UBM/i-vector framework, its fusion
with the classical i-vector framework produces promising
results.

III. REVIEW OF PLDA MIXTURE MODELS

The PLDA model assumes that the length-normalized i-
vectors follow a Gaussian distribution [39]. However, to deal
with channel-type variability or SNR variability, the assump-
tion of single Gaussian is rather limited. In such situations,
the i-vectors will be better modeled by a mixture of K
factor analyzers [7], [40]. This section reviews two kinds of
PLDA mixture models: SNR-independent mixture of PLDA
and SNR-dependent mixture of PLDA in [10].

A. SNR-Independent Mixture of PLDA

In SNR-independent mixture of PLDA (SI-mPLDA), the
posteriors of mixtures are independent of the SNRs of utter-
ances. Essentially, it is a PLDA variant of mixture of factor
analyzers in [40]. More precisely, denote X = {x;;;i =

LS55 = ., H;} as the set of length-normalized
training i-vectors from S speakers, each with H; utterances.
Each i-vector x;; is assumed to follow a linear weighted sum
of K Gaussian densities:

p(xij)

K
= Zk:l /P(yijk = 1|xi5, 0)p(xij|z, yiji = 1, 0k)p(z)dz

K
=, RN (xijlmg, ViV + S),
ey
where ;55 is an indicator variable specifying which of the
mixture component is responsible for generating the observa-
tion x;;, z is the speaker factor which is tied across all mixture
components, 0 = {pg, mg, Vi, Xy} represent the weight,
mean, the speaker subspace, and the covariance matrix of the
k-th component, respectively. The parameters of the model in
Eq. 1 are denoted as 0 = {0} .

The EM formulation for estimating the parameters of SNR-
independent mixture of PLDA can be derived as follows [10].

o E-Step:

o N (x5 my, Vi V] + )
Eff:l N (x5 |my, Vi V], + )

<yijk|xij> =

K H;
Li =T+ Y (yirlxi) VS, Vi,
k= 1j—1
Zz‘X _1 ZZ yz]k|XZ] Vk‘ (XZ] mk’)v
k=1j=1
(ziz] |X) = L' + (2] X) (2| X) T
e M-Step:
o Syl Tyt
k) P ialxig) Jl<ym|x”>

-1
Vi, = Z<yuk|xw> ijk (zalX) " [Z ik (2i2Z; |X] )

ij

sy ZU (Yijn|xij) zgkfz/ng V(2| X) (yijn|xi) ’ij:|

E = )
Zi Nik

where

/ _ L /
ijk = Xij — M.

Given the target-speaker’s i-vector x¢ and a test i-vector x;,

the likelihood ratio Ssr.mpLDA 18 givenAby Eq. 2 on next page,
where Xy, _x, = diag{Xy_, Xk, } and Vi i, = [V;r Vth]T.

B. SNR-Dependent Mixture of PLDA

Unlike SI-mPLDA, the posteriors of mixtures directly de-
pend on the SNRs of utterances in SNR-dependent mixture
of PLDA (SD-mPLDA). In essence, the SNRs are used to
guide the clustering process so that each mixture component
can focus on one SNR-dependent cluster in the i-vector space.
In this model, an i-vector x is considered generated from the
following mixture distribution:

px,£) = p(OP(x]0)
=503, [ Plo = U N)plxlt, 2.0 = 1,60)p(a)iz

=p(0) Zk:l Ye(ye) N (x|my, Vi Vi + i),

3)
where /¢ represents the SNR of the utterance whose i-vector
is x, yi is the indicator variable specifying which of the
mixture component is responsible for generating x, A =
{7k, ik, 0235 denote the parameters of the GMM model
trained by using the SNRs of training utterances, 6, =
{my, Vi, 3} represent the mean, the speaker subspace, and
the covariance matrix of the k-th component, respectively. The
posterior probability of y; is

TN (¢, 07)
7 .
D1 TN (U, 07))
The EM formulation for estimating the parameters of SNR-

independent mixture of PLDA can be derived as follows [10].
o E-Step:

Ye(Y) €]

TN (G|, o7)
K b
S w1 TN (gl s 03

Wijkllis) = Ve, (Wigr) =

K H;
Li=T+> > (illi;) Vi E, Vi,
k= ljfl
(z:|X, L) ot ZZ (i) Vi B (x5 — my),
k=1j=1
(ziz] |X, L) = L7t 4 (2| X, L) (2| X, L) T
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> i Wignllis) >ii Wignlliz) 7

lZle z;z; | X, L)

Zij (Yijk|Cij)

/
T =

1
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b Zz Nig, ’

where

!/ _ L !/
fl]k} —le mk.

Given the target-speaker’s i-vector x, and a test i-vector x;
and the SNR ¢, and ¢; (in dB) of the corresponding utterances,
the likelihood ratio Ssp.mprpa iS given by Eq. 5, where

Veo b0 (Yor Yr) = Py, = 1,4k, = 1|05, £, A)

e N (s 6] [, )T diag{of 07, })

a Zk/ Zk; Wkgwk;/\/—([gs gt]TH/ik; ukg]T,diag{aﬁg,aig})'
Note that a direct implementation of Eq. 2 and Eq. 5 may

cause numerical errors. Readers may refer to Appendix A of
[10] for a numerical trick to avoid the errors.

IV. DNN-DRIVEN MIXTURE OF PLDA

The work in [15] has demonstrated that when training data
exhibit heterogeneous clusters, the conventional mixture of
PLDA that performs unsupervised clustering in the feature
space outperforms the mixture model in which individual
mixture components are trained separately using data from
different sources and then combined through the prior proba-
bilities of the sources [41]. This paper aims to introduce the
supervisory information to guide this clustering process so
that the resulting mixture components become more dependent
on their corresponding sources. The sources can be of any
form of variabilities in speech, e.g., SNR-level and channel-
type. Here, we focus on SNR-level variability and partition the
training i-vectors into different groups according to the SNRs
of their utterances. Unlike the mixture of PLDA in [41] where
a hard decision is made for each training vector as to which
cluster it should belong, our proposed method trains multiple
mixtures simultaneously and uses soft decisions for aligning
the training vectors to the clusters. Unlike the soft decisions
in [15], our soft decisions are based on the classifiers that
are discriminatively trained to optimally separate the sources.
Specifically, SNR-aware DNN was firstly trained using the
labeled i-vectors, then, the network outputs (posteriors of
SNR subgroups) were used as the posteriors of the indicator
variables in the EM algorithm.

A. SNR-aware DNN

The SNR-aware DNN is trained based on the hypothesis
that i-vectors extracted from utterances having similar SNRs
tend to cluster together, which has been demonstrated in
[10]. To show the clustering phenomenon, we added babble
noise to 7,156 utterances from NIST 2005-2008 SREs at an
SNR of 6dB and 15dB. I-vectors were then extracted from
the original (clean) utterances and the noise contaminated

15

*  Original data
10 *  6dB noise corrupted
*  15dB noise corrupted £

PC3

PC2 -0 -10

PC1

Fig. 1. Illustration of the mean-shift effect of i-vectors (before i-vector pre-
processing) caused by different levels of background noise in the correspond-
ing utterances.

utterances. Fig. 1 displays the three groups of i-vectors on
the first 3 principal components. Evidently, the i-vectors form
three clusters and the locations of the clusters depend on the
SNR level. In particular, the 6dB cluster (black) is further away
from the clean cluster (blue) than the less noisy cluster (red).
Moreover, the cluster shapes are also not identical, meaning
that it is better to model the i-vectors by a mixture of PLDA
in which each component has its own speaker subspace. To
make sure that each component can be estimated by more
relevant i-vectors, we divide the training i-vectors into K
groups according to the measured SNRs of the utterances,
resulting in an SNR level assignment for each training i-vector.
The assignments are used as the class labels during DNN
training.

The SNR-aware DNN aims to provide supervisory infor-
mation to assist the clustering of the i-vectors into SNR-
dependent groups during the training of the PLDA mixture
models. It is believed that a more “crispy” division of the i-
vectors can ensure that each mixture can focus on a narrow
range of SNRs. To this end, the network should be able to
produce the posterior probabilities of SNR levels given i-
vectors as input. The network accepts i-vectors as input and
produces outputs in an 1-of-K format so that each output
node represents one SNR level. The DNN comprises several
layers of restricted Boltzmann machines (RBMs) trained by
the contrastive divergence algorithm. It is believed that this
pre-training step brings the network to a stage that gives better
generalization from training data [42]. After pre-training, a
softmax output layer is put on the top RBM and the whole
network is fine-tuned by the backpropagation algorithm that
minimizes the cross-entropy between the desired outputs and
actual outputs. After training, the DNN can produce the
posterior probabilities of SNR groups given an input i-vector.
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SSD-mPLDA (Xs, Xt, £s, £:) = In

[Zﬁizl Ve, (Yr )N (xs|my,, Vi VI + Ek)] [Zii:l Ve, (e, )N (xemag,, Vi, VI + Ekt)]

B. Generative Model

In the conventional mixture of PLDA (SI-mPLDA in [10]),
the training process amounts to unsupervised clustering of the
i-vectors into a number of Gaussians, each with a different
speaker subspace (PLDA model). Because SNR information
is ignored during training, clean i-vectors could be assigned
to the mixture component representing noisy i-vectors, and
vice versa. To minimize these mis-assignments, we propose
to turn the unsupervised clustering to a supervised one by
incorporating the SNR information of utterance during model
training. More specifically, an SNR-aware DNN is trained
according to Section IV-A. For each utterance, an i-vector
is extracted and presented to the DNN. The network outputs
(posteriors of SNR groups) are then used as the posterior of
indicator variables in the mixture model so that the clusters in
the i-vector space are more dependent on the SNR levels.

Given a training i-vector x;; from the j-th session of the
i-th speaker, the posterior probability of the k-th SNR group
obtained from the SNR-aware DNN is

(6)

where ;55 is an indicator variable specifying which of the
mixture component is responsible for generating the observa-
tion x;; and w represents the weights of the SNR-aware DNN.
With these definitions, the i-vectors are modeled by a mixture
of K PLDA models:

p(xi5)

Vi Wij) = P(yije = 1]xi5, W),

K
= Zk:l /P(yijk = 1|xi;, W)p(xi5|2, yiji = 1, 0x)p(z)dz

K
=D e W) N (xigm, ViV + S),

@)
where z is the speaker factor which is tied across all mixture
components, my, Vi, and X, represent the mean, the speaker
subspace, and the covariance matrix of the k-th SNR group,
respectively. The parameters of the model in Eq. 7 are denoted
as 6 = {my, Vi, T }H< . We assumed that the speaker vari-
ability is modeled by V;CV,;r and that the session variability

is modeled by X, where k =1,..., K.
C. Model Inference
Denote YV = {yijr}i, as the set of latent indicator

variables specifying which of the X PLDA models should be
selected based on the SNRs of training utterances. Specifically,
Yijk = 1 if the k-th PLDA model produces x;;, and y;;, = 0
otherwise. The parameters 6 can be learned from a training set
using maximum likelihood estimation. Given an initial value 0,
we aim to find a new estimate ' that maximizes the following

auxiliary function in an EM algorithm:

X,O}

=Eyz {Z L Yik I [p(yise = 116")p(xis|zi, yije = 1,0')p(z:)]
¥)

(®)
where Z = {z;;i =1,...,5} is the set of latent variables. To
maximize Eq. 8, we need to estimate the posterior expectations
of the latent variables given the model parameters 6. The E-
and M-steps are as follows:

Q0'16) = Ey {lnp(x,y,zw’)

o E-Step:

(Wijklxij) = ¥xi; (Yigh),

K H;
Li=I+ Z Z<yijk|xij>vl—crz]:1vka
k= 1j—1
(zi|X) = L;! Z Z Yijklxis) Vi By (xij —my),

k=1j=1

(7] |X) = Lt + (2] X) (2| X) T

where 7y, (yi;1) is obtained from the DNN in Eq. 6.
e M-Step:

S H;
Diet Zj:1<yijk‘xij>xij
S H;
Zi—l Zj—1<yijk|xij>

ZZ ywk‘xz] Xij — mk)(zﬁ){)j—]

mj, =

—1
(z;2]|X) ] ,

l.i

S H;
Z [ Yijr|xij) (xij — my) (xij — m)) "
kT
=1 j5=1
— V2 X) (yijulxiz) (x5 — mp) T

The graphical models of SNR-dependent mixture of PLDA
and DNN-driven mixture of PLDA are shown in Fig. 2. We use
the underline symbol to represent the set of hyper-parameters
of each mixture model. The difference between the two types
of mixture models is that the posteriors of the latent indicators
in Fig. 2(a) depend on the SNR, whereas the posteriors of the
latent indicators in Fig. 2(b) depend on the i-vectors.

D. Likelihood Ratio Score

Given the target-speaker’s i-vector X and a test i-vector Xy,
and denote 3, = diag{Zx,, S, }, Vir, = [V V0]
The likelihood ratio Spnn-mpLDA 1S shown as Eq. 9 on the next
page.

Fig. 3 shows the scoring process in SNR-dependent mixture
of PLDA (SD-mPLDA) and DNN-driven mixture of PLDA

X,O}
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S e ) ()N (%I %] [

m] ] Vi Vi, + fikm) )

SDNN-mPLDA (Xs,X¢) = In [

Z£:1 Yocs (Yres )N (XS lmy,, Vi, Vl—crs + Eks)] [Zgzl Yoce (Yke )N (Xt|mkf, Vi Vl—crt + Ekf)]

(DNN-mPLDA). The difference is that the former needs to
estimate the SNRs of the target and test utterances for obtain-
ing the posteriors of the indicator variables, the latter computes
the posteriors of the indicator variables directly given a target
i-vector and a test i-vector.

As discussed in [43], given an i-vector pair, the scoring
complexity of SD-mPLDA is O(K?D3), where K and D
are the number of mixtures and i-vector dimension (after
LDA), respectively. Similarly, the scoring complexity of DNN-
mPLDA is O(K?(W + D3)), where W is the number of
weights in the DNN. Because in our experiments D = 200
and W = 120,903, we have D3 > . This means that
the scoring time is mainly spent on computing the Gaussian
likelihoods of individual mixtures in Eq. 5 and Eq. 9. As
a result, the actual scoring time of SD-mPLDA and DNN-
mPLDA is comparable. Note that the actual scoring time also
depends on utterance duration, as i-vector extraction has a time
complexity proportional to utterance duration.

V. EXPERIMENTAL SETUP
A. Speech Data and Front-End Processing

All experiments were performed on the core set of NIST
2012 Speaker Recognition Evaluation (SRE) [44]. We used
NIST 2005-2010 data for development and divided the speech
data into three categories: (1) development data, (2) test data,
and (3) enrollment data.

e Development Data: Development data were used for
training UBMs, total variability matrices, PLDA models
and various PLDA mixture models. More specifically, the
microphone and telephone speech files from NIST 2005—
2008 SREs were used for training gender-dependent
UBMs and total variability matrices. For investigating
SNR variability, we added noise to the telephone speech
files — excluding speakers with less than two utterances
— in NIST 2006-2010 SREs at an SNR of 6dB and
15dB. As a result, for each telephone speech files in
these corpora, two noisy speech files were produced. The
details of creating the noisy speech files can be found
in [21]. The PLDA, PLDA mixture models, and DNNs
were trained by the original telephone speech files, noisy
telephone speech files and microphone speech files.?
For investigating channel-type variability, the original
telephone speech files and microphone speech files in
2006-2010 SREs, excluding speakers with less than two
utterances, were used for training the PLDA, PLDA
mixture models and DNNs.

o Test Data: All test data were extracted from NIST 2012
SRE, as defined by the core.ndx file in the evaluation

2Here, microphone speech means telephone conversations recorded over
microphone channels in 2008-2010 SRE and interview speech recorded over
microphone channels in 2010 SRE.
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Fig. 2. (a) Probabilistic graphical model representing SNR-dependent
mixture of PLDA with parameters {mx, px, ok, Mg, Vi, T e ;.
In the diagram, @ = {m.}i_s. p = {m}lic1, @ = {on}ioa,
m = {my},, V= {Vi}E,, = = {Z:}X,. (b) Probabilistic
graphical model representing DNN-driven mixture of PLDA with
parameters {my,, Vi, Zx}5_;. w denotes the weights of the SNR-
aware DNN.

plan. This paper focuses on common conditions (CC) 1,
3,4, and 5 of the evaluation plan.

o Enrollment Data: For investigating channel-type variabil-
ity, the enrollment data comprise the conversations of
target speakers, as defined by the speaker-table files in
NIST 2012 SRE. Each target speaker has one or more
conversations recorded over different channels (telephone
and microphone) and with different durations. For inves-
tigating SNR variability, the enrollment data not only
comprise the conversations as defined by the speaker-
table files in NIST 2012 SRE but also comprise the noise
corrupted telephone conversations of target speakers, at
SNRs of 6dB and 15dB. All of the 10-second utterances
and summed-channel utterances were removed from the
target segments. But we ensured that each target speaker
has at least one utterance for enrollment.
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TABLE I

THE USAGE OF DEVELOPMENT AND TEST DATA FOR DIFFERENT COMMON CONDITIONS IN NIST 2012 SRE. “ORIGINAL”: ORIGINAL SPEECH FILES IN
2006-2010 SRES. “TEL”: TELEPHONE CONVERSATIONS RECORDED OVER TELEPHONE CHANNELS. “MIC”: INTERVIEW SPEECH AND TELEPHONE
CONVERSATIONS RECORDED OVER MICROPHONE CHANNELS.

Common Development Data Test Trials
Condition Enrollment Segments | Test Segments
CC1 Original(tel+mic) Original(tel+mic) Interview speech.
CC3 Original(tel+mic) Original(tel+mic) Interview speech with added noise.
CC4 Original(tel+mic) + 6dB(tel) + 15dB(tel) | Original(tel) + 6dB(tel) + 15dB(tel) | Telephone speech with added noise.
CC5 Original(tel+mic) + 6dB(tel) + 15dB(tel) | Original(tel) + 6dB(tel) + 15dB(tel) | Telephone speech intentionally col-
lected in a noisy environment.
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Fig. 3. (a) The scoring process in SNR-dependent mixture of PLDA.
{5 and ¢; are the SNRs of the target and test utterances, respectively.
(b) The scoring process in DNN-driven mixture of PLDA.

Table I shows the usage of the development set and test
trials under different common conditions.

A two-channel voice activity detector (VAD) [12], [45] was
applied to detect the speech regions of each utterance. 19 Mel
frequency cepstral coefficients together with log-energy plus
their 1st- and 2nd-derivatives were extracted from the speech
regions as detected by the VAD, followed by cepstral mean
normalization [46] and feature warping [47] with a window
of 3 seconds. A 60-dim acoustic vector was extracted every
10ms, using a Hamming window of 25ms.

B. Variants of PLDA Mixture Models

Because the posteriors of the indicator variables in Eq. 6
can be estimated from other classifiers using i-vectors as
input or computed directly from utterances’ SNR, our first
experiment is to compare the performance of various PLDA
mixture models:

e SI-mPLDA: SNR-independent mixture of PLDA in [10]

where the posteriors 7y, (4jx)’s were obtained from the
mixture model itself during training. The prior probability
of each mixture component will be used as the mixture
weights during scoring. This is similar to the mixture of
factor analyzers in [40], except that speaker labels are
used in the EM algorithm. In other words, it is a PLDA
variant of mixture of factor analyzers.

SD-mPLDA: SNR-dependent mixture of PLDA in [10]
where the posterior s, (yijx), Which is obtained from
a l-dimensional (1-D) GMM modeling the SNR /;;
distribution, is used to guide the training of mixture
of PLDA. During scoring, it iS necessary to estimate
the SNR of both target and test utterances as they will
be used for calculating the posterior probabilities of
the indicator variables, which in turn will be used for
combining the marginal likelihood arising from different
PLDA mixtures.

SGMM-mPLDA: Mixture of PLDA where the posteriors
Yx:; (Yijk)’s were obtained from a supervised GMM using
Bayes’ theorem. Each of the mixture components was
separately trained by using the i-vectors belonging to the
same SNR group or channel type. The posteriors were
used to guide the training of the mixture models. SNR
information is not necessary during scoring.
SVM-mPLDA: Mixture of PLDA where the posteriors
Yx; (Yijk)’s were obtained from an SVM classifier whose
outputs were transformed to posterior probabilities of
SNR groups or channel types. Again, the posteriors
were used to guide the training of the mixture model.
SNR information is not necessary during scoring. The
sequential minimal optimization method in [48] was used
to train the SVM classifiers with polynomial kernels of
degree 3.

LR-mPLDA: Mixture of PLDA where the posteriors
Yx;; (Yijk)’s were obtained from a logistic regression
(LR) classifier whose outputs were transformed to pos-
terior probabilities of SNR groups or channel types.
SNR information is not necessary during scoring. Itera-
tively reweighted least squares (IRLS) with the Newton-
Raphson algorithm was used for training. The learning
rate is 107° and the maximum of the iteration loops was
set to 100.

e DNN-mPLDA: The proposed DNN-driven mixture of

PLDA where the posteriors 7y, (yijx)’s were used to
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guide the training of the mixture model. SNR information
is not necessary during scoring. See Section V-D for the
details of DNN training.

C. SNR and Channel Variabilities

We conducted two sets of experiments (Exp. A and Exp.
B) using different portions of NIST 2012 SRE to demonstrate
the effectiveness of the proposed model for handling two
different types of variabilities: SNR variability and channel-
type variability.

o Exp. A: SNR-level Variability. This type of variability
occurs when the enrollment utterances and test utterances
cover a wide range of SNRs. As a result, during verifica-
tion, there is a high chance that a clean target-speaker’s
i-vector (obtained from a clean enrollment utterance) is
scored against a noisy test i-vector, and vice versa. To
simulate this scenario, we selected Common Conditions
(CC) 4 and 5 of NIST 2012 SRE and add babble noise
at different SNR levels to the enrollment utterances.
Because the test utterances in CC5 were collected in noisy
environments and noise has been artificially added to the
test utterances in CC4, these two common conditions are
ideal for evaluating the capability of different models in
tackling SNR variability. In addition to adding babble
noise to enrollment utterances, we also added factory
noise to the test utterances and have the resulting noisy
speech files passing through an artificial reverberator.

e Exp. B: Channel-type Variability. This type of variability
occurs when the enrollment and test utterances come
from different channel types, e.g., telephone speech col-
lected from different handset types or interview sessions
recorded by various microphone types. To simulate this
scenario, we selected CC1 and CC3 of NIST 2012 SRE.
The reason is that in these common conditions, enroll-
ment utterances comprises both telephone speech and
interview speech, whereas the test segments comprises
interview recordings collected by different microphone
types.

For Exp. A, similar to [49], we applied the within-class
covariance normalization (WCCN) [5] to whiten the i-vectors,
followed by length normalization to reduce the non-Gaussian
behavior of the 500-dimensional i-vectors. Then, LDA and
WCCN was applied to reduce the intra-speaker variability
and emphasize the discriminative information. This procedure
reduces the dimension of i-vectors to 200 so that the amount
of training data should be sufficient for estimating the PLDA
parameters. Then, different types of PLDA models with 150
speaker factors were trained. For Exp. B, as LDA may remove
some channel information in the i-vectors, we only applied
WCCN after length normalization.

D. Training of DNNs

I-vectors were extracted based on gender-dependent UBMs
with 1024 mixtures and total variability matrices with 500 total
factors. For Exp. A in Section V-C, the i-vectors for training
the SNR-aware DNN were divided into K groups according to

TABLE II
SNR RANGES IN DB FOR DIFFERENT NUMBERS OF SNR GROUPS (K).

[ K ][ Group 1 [ Group 2 [ Group 3 |

Group 4 [ Group 5 |

2 [ (—o00,20] | (20, 00) - -
3 (—o0,8] | (8,20] | (20,00 - -
4 [ (—oo,8] | (8,14] | (14,20] | (20,00) -
5[ (00,4 | (4,8 | (8,14] | (14,20] | (20,00)

the measured SNRs of the utterances. The SNRs of the whole
training set were divided into K SNR intervals, as shown
in Table II. The k-th group comprises the i-vectors whose
corresponding utterances have SNR falling in the k-th SNR
interval. The DNN comprises 500 Gaussian input nodes and
three hidden layers, each having 150 sigmoidal hidden units.
One-step contrastive divergence (CD-1) with a mini-batch size
of 100 was performed during the pre-training stage. In the fine-
tuning stage, conjugate gradient descent was used to minimize
the cross-entropy for 30 epochs.

For investigating the channel variability (Exp. B), each
output node of the channel-aware DNN represents one channel
type. Other setups of the channel-aware DNN are the same as
those of the SNR-aware DNN.

VI. RESULTS AND ANALYSIS

We evaluated the performance of different systems using
equal error rate (EER), minimum normalized DCF (minDCF)
and actual DCF (actDCF). For minDCF and actDCF, we
used the priors and costs according to NIST 2012 SRE
[42], i.e., the priors for target speakers were set to 0.01 and
0.001, respectively, and the costs of false acceptance and false
rejection were set to 1.0.

A. Performance of Various PLDA Mixture Models

The performance of the multi-condition training method in
[19], the multi-channel PLDA in [20] and different PLDA
mixture models is shown in Fig. 4. The results show that
our proposed classifier-driven PLDA mixture models are better
than those in [19] and [20]. Among the proposed classifier-
driven models, when the number of mixtures K is smaller than
5, the performance of DNN-mPLDA is comparable to that
of SVM-mPLDA. However, DNN-mPLDA performs better
than SVM-mPLDA and LR-mPLDA when K = 5. This is
because we applied the one-vs-rest approach to implement the
multi-class SVM and logistic regression classifiers. Increasing
the number of classes (e.g., K = 5) not only increases the
computation complexity of these classifiers, but also reduces
their accuracy, leading to higher EER and minDCF. Fig. 4 also
shows that SGMM-mPLDA is inferior to DNN-mPLDA, sug-
gesting that supervised GMMs are not capable of classifying
the heterogeneous i-vectors. This result also agrees with the
finding [13] that the phonetically-aware UBM/i-vector systems
cannot outperform the standard UBM/i-vector systems.

Fig 5 shows the DET performance of various mixture
models under CC4. For each model, the configuration (by
varying K in Fig. 4) that leads to the lowest EER was
selected. The results suggest that DNN-mPLDA performs
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Fig. 4. Performance of Garcia-Romero et al. [19], Villalba and Lieida [20], and various PLDA mixture models on CC4 of NIST 2012 SRE core set. To make
the performance differences more visible, the vertical axes in these bar charts are not started from zero.
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Fig. 5. The DET curves of PLDA and the best performing (in terms of EER)
PLDA mixture models in Fig. 4. As the DET curves of SGMM-mPLDA and
SVM-mPLDA largely overlap with each other, only SVM-mPLDA is shown.
The Rule of 30 for the miss and false alarm probabilities are 1.08% and
0.02%, respectively.

significantly better than other mixture models at most oper-
ating points. At the EER points, however, the performance of
all mixture models are very close. To verify whether DNN-
mPLDA performs better than the others at the EER points, we
performed McNemar’s tests [50] on the differences between
the EERs. The p-values of these tests are shown in Table III.
As the p-values between DNN and the other classifiers are less
than 0.05, we conclude that DNN-mPLDA outperforms other
classifier-driven PLDA mixture models in terms of EER.

Because DNN-mPLDA is generally more stable among
other PLDA mixture models when K varies, we will focus
on DNN-driven mixture of PLDA in the sequel.

B. Performance on SNR Variability (Exp. A)

This experiment aims to investigate the performance of
different models under noise conditions with a wide range of
SNRs, and the results are shown in Table IV and Table V.
Table IV shows that both SD-mPLDA and DNN-mPLDA
outperform the PLDA and SI-mPLDA. In most cases, the
proposed DNN-mPLDA performs better than SD-mPLDA.
PLDA performs worse than other PLDA mixture models. The

reason is that PLDA uses a single model to deal with a wide
range of SNRs, whereas the mixture models use a specific
mixture component to deal with a much smaller range of
SNRs.

In contrast to SI-mPLDA, SNR information is used for
assisting the clustering of i-vectors during the training of SD-
mPLDA and DNN-mPLDA, which results in more proper i-
vector clusters and better SNR-dependent subspace model-
ing. Another important advantage of SD-mPLDA and DNN-
mPLDA is that the verification scores are calculated by
combining the PLDA scores using the posterior probabilities
of mixture components which are dependent on the test
utterances. This leads to a very flexible scoring mechanism.
On the other hand, the mixture weights in SI-mPLDA are
determined based on the training i-vectors only. Once the
weights have been calculated, they will be fixed and used
as the priors for the mixture components. As a result, the
mixture weights are independent of the test utterances during
scoring. As the same combination weights are used regardless
of the characteristics of the test utterance, SI-mPLDA is very
inflexible.

The main difference between SD-mPLDA and DNN-
mPLDA is that the former computes the posteriors of ¥;;x
according to a 1-D GMM that models the SNR distribution
and the latter computes the posteriors via an SNR-aware
DNN using i-vectors as input. Another difference is that SD-
mPLDA relies on SNR information of the test utterances
but DNN-mPLDA does not need such information. This trait
makes DNN-mPLDA a more general model compared to SD-
mPLDA.

Recall from Section V-A and Table II that the training
segments comprise the original clean segments and noise
contaminated segments with a wide range of SNRs. Our next
experiment is to investigate the performance of the proposed
model under the situation where the enrollment and develop-
ment utterances (for PLDA model training) have a wide range
of SNRs but the test utterances have a very narrow range of
SNRs. To this end, we added different levels of noise to the
test segments in CC4 and CC5 of NIST 2012 SRE. The results
in Table V show that the proposed model performs better than
other models when the SNR distributions of training and test
utterances are very different.

It is of interest to see how the mixture models perform when
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TABLE III
P-VALUES OF MCNEMAR’S TESTS [50] ON THE DIFFERENCES IN EERS BASED ON CC4 OF NIST 2012 SRE CORE SET, MALE SPEAKERS. FOR EACH
MODEL, THE CONFIGURATION (BY VARYING K IN FIG. 4) THAT LEADS TO THE LOWEST EER WAS SELECTED. FOR EACH ENTRY, p < 0.05 MEANS THAT
THE DIFFERENCE BETWEEN THE EERS IN FIG. 4(A) IS STATISTICALLY SIGNIFICANT AT A CONFIDENCE LEVEL OF 95%.

Method || SGMM-mPLDA [ SVM-mPLDA | LR-mPLDA | DNN-mPLDA
SD-mPLDA 0.018 0.479 0.303 0.003
SGMM-mPLDA - 0.002 0.000 0.000
SVM-mPLDA - - 0.669 0.000
LR-mPLDA - - - 0.012
there are noise-type and distortion-type mismatches between REFERENCES

the training and test utterances. To this end, we added factory
noise from NOISEX-92 to the test utterances, followed by
artificial reverberation with RTgy = 1.044 seconds. Results
in Table VI and Table VII suggest that the proposed model is
fairly robust and outperforms other models in most cases even
if the test utterances were corrupted by unseen noise type and
reverberation effect.

C. Performance on Channel-type Variability (Exp. B)

In addition to SNR variability, channel variability can also
cause i-vectors to form clusters. Similar to SNR variability
(Exp. A), we trained different classifiers — including super-
vised GMM (SGMM), SVM, logistic regression, and DNN
— to produce the posterior probabilities of telephone and
microphone channels given i-vectors as input. Note that SD-
mPLDA was excluded from this experiment because it uses
auxiliary information (the SNR of utterances) for computing
the posterior of indicator variables of the mixture model. For
channel-type variability, such information cannot be used.

Table VIII shows the performance of various classifier-
driven PLDA mixture models. It suggests that classifier-driven
mixture models outperform the baselines (PLDA and SI-
mPLDA). The DNN-mPLDA performs slightly better than
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VII. CONCLUSIONS

This paper proposes a new way of applying PLDA mixture
models for robust speaker verification. The key idea is to use
a classifier to guide the training of PLDA mixture models
so that each mixture component precisely models one cluster
in the i-vector space. In the testing stage, the verification
scores are computed by combining the PLDA scores with
dynamic weights depending on the posterior probabilities
given by the classifier. The method is flexible in that any
discriminatively trained classifiers — including DNN, SVM,
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in the training data can be used. Among them, the DNN
classifier was found to achieve the best performance. The
proposed method was compared against state-of-the-art models
on the NIST SRE 2012 data set. It achieves much better
performance than PLDA and conventional mixture of PLDA
under SNR-level variability and channel-type variability.
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TABLE IV
Exp. A: PERFORMANCE OF PLDA, SI-MPLDA, SD-MPLDA, AND DNN-MPLDA 0ON CC4 AND CC5 OF NIST 2012 SRE CORE SET. K IS THE NUMBER
OF MIXTURES IN THE MIXTURE MODELS.

Male Female

Method K Ccc4 CC5 CC4 CC5
EER(%) | minDCF [ actDCF || EER(%) | minDCF [ actDCF || EER(%) | minDCF [ actDCF |[ EER(%) [ minDCF [ actDCF
PLDA -] 3.49 0.308 | 0.426 2.97 0290 | 0.368 3.14 0353 | 0443 2.47 0.346 | 0.398
2 3.49 0.303 | 0418 3.04 0300 | 0.373 3.11 0350 | 0.440 2.55 0.340 | 0.380
SLmPLDA 3 3.31 0.302 | 0.420 3.06 0286 | 0.371 3.02 0351 | 0437 2.41 0345 | 0377
4 3.31 0299 | 0421 293 0.288 | 0.379 3.00 0354 | 0425 2.60 0332 | 0377
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5 3.18 0302 | 0413 2.87 0278 | 0.356 267 0335 | 0.441 251 0.323 | 0.394

TABLE V

Exp. A: PERFORMANCE OF PLDA, SI-MPLDA, SD-MPLDA, AND DNN-MPLDA ON CC4 AND CC5 OF NIST 2012 SRE CORE SET, FEMALE SPEAKERS.
BABBLE NOISE WAS ADDED TO THE TEST SEGMENTS AT DIFFERENT LEVELS OF SNR. K WAS SET TO 3 FOR THE MIXTURE MODELS.

Method CC4 (6dB) CC4 (15dB) CC5 (6dB) CC5 (15dB)
EER(%) [ minDCF | actDCF || EER(%) | minDCF [ actDCF || EER(%) | minDCF [ actDCF || EER(%) | minDCF [ actDCF
PLDA 3.16 0.403 | 0.474 2.81 0.360 | 0.441 6.05 0.589 | 0.648 3.48 0.410 | 0.468
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DNN-mPLDA || 2.97 0.379 | 0.454 2.58 0.349 | 0.416 5.87 0.565 | 0.626 3.28 0.389 | 0.452
TABLE VI

Exp. A: PERFORMANCE OF PLDA, SI-MPLDA, SD-MPLDA, AND DNN-MPLDA ON CC4 AND CC5 OF NIST 2012 SRE CORE SET, FEMALE SPEAKERS.
FACTORY NOISE WAS ADDED TO THE TEST SEGMENTS AT DIFFERENT LEVELS OF SNR. THE SAME MIXTURE MODELS AS IN TABLE V WERE USED FOR

SCORING.
Method CC4 (6dB) CC4 (15dB) CC5 (6dB) CC5 (15dB)
EER(%) [ minDCF | actDCF || EER(%) | minDCF [ actDCF || EER(%) [ minDCF [ actDCF || EER(%) | minDCF [ actDCF
PLDA 5.60 0.469 | 0.659 3.27 0.370 | 0.485 5.93 0.557 | 0.646 3.25 0417 | 0.465
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