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An Approach to Calculating the Bit-Error Rate of a
Coherent Chaos-Shift-Keying Digital Communication
System Under a Noisy Multiuser Environment

W. M. Tam, F. C. M. LayuMember, IEEEC. K. Tse Senior Member, IEEEand M. M. Yip

Abstract—Assuming ideal synchronization at the receivers, an always set at zero and is independent of the noise effect. It has
approach to calculating the approximate theoretical bit-error rate  shown that by increasing the length of the chaotic sample or the
(BER) of a coherent chaos-shift-keying (CSK) digital communica- 1,4 0q\idth of the carrier, the variance of the estimation can be
tion system under an additive white Gaussian noise environment T ' .
is presented. The operation of a single-user coherent CSK systemrE(_jUCEd' rgsultlng in a lower bit-error rat'e (BER) [10]. NO ana-
is reviewed and the BER is derived. Using a Simp|e cubic map as |yt|CaI SO|utI0n fOI’ the BER haS been derlved, hOWeVer, interms
the chaos generator, it is demonstrated that the calculated BERs of the chaotic sample length or the signal-to-noise power ratio.
are consistent with those found from simulations. A multiuser co- Because of the nonperiodic nature of chaos, the bit energy
herent CSK system is then defined and the BER is derived in terms of the transmitted symbol using CSK and DCSK varies from

of the noise intensity and the number of users. Finally, the com- bit t ther. T d ideband chaotic si | with
puted BERs under a multiuser environment are compared withthe ©N€ PIL 10 another. 1o produce a wideband chaotc signal wi

simulation results. constant power, a chaotic signal generated by an appropriately
Index Terms—Bit-error rate, chaos communication, chaos-shift- designed analog phasp-locked—lqop isfedtoa frequ.ency.modu-
keying, multiple access. lator. The output, having a bandlimited spectrum with uniform

power spectral density, can then be further combined with other
modulation techniques such as DCSK to give frequency-modu-
. INTRODUCTION lated DCSK (FM-DCSK) [2], [4].

EVERAL chaotic digital modulation schemes [1]-[9] have In almost all communication systems, the allocated fre-
een proposed over the past few years. The basic approlBRNCY spectrum is shared by a number of users. Conventional
is to map binary symbols to nonperiodic chaotic basis functioridultiple-access techniques such as frequency-division mul-
For example, chaos-shift-keying (CSK) maps different symbdigle access, time-division multiple access and code-division
to different chaotic attractors, which are produced either fromnaultiple access (CDMA) are commonly used. Some basic
dynamical system with different values of a bifurcation paranytork has been reported on multiple access in chaos-based
eter or from a set of different dynamical systems [4], [6]. A cocommunication such as multiplexing chaotic signals [11] and
herent correlation CSK receiver is then required at the receiviggploiting chaotic functions for generating spreading codes
end to decode the signals. Noncoherent detection is also possifiger the conventional CDMA scheme [12]. The effect of the
provided the signals generated by the different attractors hdwgmber of users on the system BER, however, has not been
different attributes, such as mean of the absolute value, vaiiudied thoroughly.
ance and standard deviation. The optimal decision level of theOur purpose in this paper, is to present a simple and system-
threshold detector, however, will depend on the signal-to-noigtic way of deriving the approximate theoretical BER of a co-
ratio of the received signal. herent CSK digital modulation system under the influence of
To overcome the threshold-level shift problem, differentig@dditive white Gaussian noise (AWGN), assuming ideal syn-
CSK (DCSK) has been proposed [4], [6], [8]. In DCSK, everghronization at the receivers. A simple one-dimensional cubic
transmitted symbol is represented by two chaotic signal safap is used to generate the chaotic signals with different ini-
ples. The first one serves as the reference (reference sampid)conditions assigned to different users. The calculation of
while the second one carries the data (data sample). 41 “ the BER for a single-user system and a multiuser system will
is to be transmitted, the data sample will be identical to the rd¥e presented. Simulations are also performed to verify the ac-
erence sample and if a*1" is to be transmitted, an invertedcuracy of the calculated values.
version of the reference sample will be used as the data sample.
The advantage of DCSK over CSK is that the threshold levelis  |I. SINGLE-USERCSK COMMUNICATION SYSTEM

In this section, the performance of a single-user coherent CSK
Manuscript received November 23, 2000, revised May 22, 2001. This Woggmmunication system under a noisy condition is examined.
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Fig. 1. Baseband equivalent model of a chaos-shift-keying digital communication system.
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Fig. 2. Coherent CSK demodulator.

{1} and{#;} be the two chaotic sequences representiny™  an integer. Thus, denoted ¥ (¢), the transmitted waveform
and “+1”, respectively. The outputs of the chaotic signal genefer themth bit is given in (4) shown at the bottom of the page

ators, denoted b§(¢) andé(t), are given by where
(m) jjk+(mfl),8a if dpy = —1
Z (t — kT.) Q) Yet(m-1)8 = {g;kJr(m_l)’@, if d,, =41 " ®)
and The overall transmitted waveform(t), is
) =3 dnr (t - kT) 2) s(t) =Y o). (6)
k=0 m=1

wherer(t) is a rectangular pulse of unit amplitude and width Assume that the only channel distortion is due to the noise
T, ie., sourcen(t), which is an additive white Gaussian noise (AWGN)

with a two-sided power spectral density given b
T(t)—{l’ 0<t<T, - p p y d y

0, elsewhere. S.(f) = %7 for all f. 7
Assume that the system startg at 0 and the binary data to
be transmitted has a peridg. Denote the transmitted data byln the following analysisy () is replaced by an equivalent noise
{dy,dz,ds,...}, whered,, € {—1,+1}. In CSK, if a binary sourcen’(¢) given by
“—1"is to be transmitted during the intenféin — 1)7,, mT;), oo
¢(t) will be sent. Likewise, if -1"is to be transmitted(#) will ' (t) = Z & (t — KT0) 8)
be sent. LeB be the spreading factor, defined&gT.., which is

(m)( ) Z}?:é ‘i.k-l—(rn 1nar [t - (ch + (m — 1)Tb)], if d,, = —1
Zf;é k+(m— 1)87 [t - (ch + (m - 1)Tb)] 5 if drn =41
a1
=3 U per [t = BTt (m = 1)T)] @
k=0

Authorized licensed use limited to: Hong Kong Polytechnic University. Downloaded on December 18, 2008 at 21:13 from IEEE Xplore. Restrictions apply.



212

IEEE TRANSACTIONS ON CIRCUITS AND SYSTEMS—I: FUNDAMENTAL THEORY AND APPLICATIONS, VOL. 49, NO. 2, FEBRUARY 2002

where the coefficient$é, } are independent Gaussian randorithe output of the adder, i.e., the input to the threshold detector,

variables with zero mean and variance
2 _ No

T

o aT

©)

A proof of the equivalence of’(¢) andn(¢) is given in Ap-

pendix A. As a consequence, the input signal at the receiver can
be re-written ag’(t) = s(t) + n/(¢). Fig. 2 shows a coherent
CSK demodulator where it is assumed that the synchronization
circuits can reproduce the chaotic signals perfectly and the syn-
chronization time is assumed to be negligibly small compared

with the bit period. The BERs are now derived.

A. Derivation of Bit Error Rate

at this time instant is as shown in (13) at the botttom of the

page. If a“41" has been transmitted for theth symbol, i.e.,
dp = +1andy{™ = & for (m — 1)8 < k < mf — 1, the
input of the detector will be given by

mB—1

2.

k=(m—1)83
=BT, {3[#.2.(m — 1)B. (m — 1)8, ]
L6, & (m — 1), (m — 1)8, ]
— [, %, (m — 1), (m — 1)8, ]
e E (m — 1)B.(m — 1)B.A1} (14)

z1 (mdy) =T (2% + Endin — Bndin — ain)

Referring to Fig. 2, the input to the demodulator is given b3(/vhere ~[a, b, k,1, 8] denotes the partial discrete correlation

p'(t) =s(t) +n/(t)
=> oM@+ G (t— KTL)
m=1 k=0
8—1

N () ,
yk—l—(rn—l),@7
4:0

+ ZS}J (t — kT,).
k=0

[t — (KT. 4+ (m — 1)1;)]

NE

1

m

x>~

(10)

For themth received symbol, the output of correlatgrat the
end of the bit duration equals

mTy
Corr_, (mT,) = / P (Bt dt
(rn—l)T;,
mB—1
Sy (y,gmbzﬁngk). (11)

k=(m—1)8

Similarly, the output of correlatqr; can be shown equal to

between the chaotic sequenchs, ax+1, ..., ak+s—1} and
{bi,biy1, ..., bipp—1}. Formal definitions of the various
functions are given in Appendix B. Using the central limit the-
orem [13], each of the four terms in (14) can be approximated
by a normal random variable. Assume further that the random
variables are independent of each other. Then{mZ;) will
be normally distributed [14] with mean equal to (15) shown at
the bottom of the page where overlining denotes the mean value
over all m. Also, the variance ot (m1};) is given by (16)
shown at the bottom of the next page where§larepresents
the variance of.

If =1 (mT;)islargerthan zero, af*1” is decoded for the:th
symbol. Otherwise, a-1" is detected. The conditional error
probability given a %1” has been transmitted is given by[13]

Prob(zy; (mT) < 0| “+ 17 is transmittedl

< A+1 (me) ) (17)
var(zy1 (m)]

where@)(-) is defined as

mB—1
Corryy (mTy) =T, wWh+ G ). (12) _ [T —t?
+ k:(%:l)ﬂ ( k ) Qz) = /T W exp < 5 dt. (18)
z(mTy) =Corryy (mT;) — Corr—y (mT})
mB—1
=T 30 (o + Gl — e — i) (13)
k=(m—1)8
21 (mTy) =BT, {’y[af:, Z,(m —1)f, (m —1)3, 7]

+ 7[57'%7 (m - 1)/37 (m - 1)/37 /3]

- ’7[‘%7'%7 (m - )/37 (m - 1)/37 /3]
5[ 7.(m = DA, (m— 1)3.A]} (15)
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TABLE |
MEANS AND VARIANCES OF THEPARTIAL DISCRETECORRELATION FUNCTIONS OFCHAOTIC SERIES

Type of partial discrete cor- Correlation function Mean Variance
relation function
Auto-correlation with k = { v(%,%,k,k, L) ™y k=t a§,k=,
=1yioa, = 7(%,B) _ [1.24x10°3 ifL =100
"= = 05 fL=100 = 1124x10~* ifL=1000
0.5 if L =1000
Auto-correlation with k # | ¥(%,%,k,1,L) M kotl ag,k#
= 3 Y onothtndin = {0 fL=100 _ [250x103 ifL =100
= 0 if L = 1000 ~ 1250 x10-% if L =1000
Cross-correlation ~v(%,%,k,1,L) mys R
= Lyl g 0 if L =100 2.50 x 10~3 if L = 100
= Fpynd = - .
L Lino Fhandlen {0 if L = 1000 = {2.50 x 10~4 if L = 1000
Cross-correlation with normal | ~(%,¢,k,1, L) mzy ‘-":2*. "
random sequences with zero | _ % zi;; Fegnbion = JO HL=100 _ [50x10-% ifL =100
mean and unit variance 0 if L = 1000 T 15.0x10"* if L = 1000
Cross-correlation with normal | ~v(%,,k,1,L) My ag A
random sequences with zero | . 1§ L—ly = 5 _ Jo ifL=100 0x10-3¢2 ifL =100
mean and variance o2 L Z"=° ktndldn = 10 ifL=1000 =485 Dl

5.0 x 10~%¢% if L = 1000

Likewise, it can be shown that when a1” has been trans- (22) at the botttom of the next page whé?e is the probability

mitted, the conditional error probability is given by of a “+1” being transmitted”~ is the probability of a “1”
o . being transmitted. Note thd@t* + P~ = 1. The average bit
Prob(z_ (m1y) > 0| “ — 17 is transmitted energy of the system is given by

Y A CE)) (19) T
Vare_ (mlh)] ) B =1 Jm . / S()dt = T.F3(&, B) P +53(2, 5)P]
—00 0

In the sequel, we assume that the map ) (23)
where¥(Z, 3) and¥(%, 3) denote the mean-squared values of
Tpg1 = glxy) = 4x3 — 3z, (20) chaotic sequence samples of lengttaken from the chaotic se-

ries {2} and{Z;} respectively (see Appendix C). Note that

is used to generate the chaotic signals. It can be readily shov;(@ 3) and¥(#, #) equal the mean of[&, &, (m — 1)8, (m —
that with this choice of(-), the partial discrete correlation func-1)/37 4] and the mean of [£, &, (m — 1), (m — 1)3, 5] respec-
tions are normally distributed [15]. The means and variancestfely over all positive integers:. Since both serie§z;  and
the functions for spreading factors 100 and 1000 are tabulatpgqc} are generated from the same map with different initial con-
in Table I. ditions, we havey(z, 3) = ¥(&, 3) and (23) can be simplified

Using the values in Table I, (15) and (16), we easily get (219
shown at the botttom of the page. Therefore, the overall BER of
a single-user coherent CSK system under AWGN is as shown ink, = 7..3%(z, 3) [PJr + P‘] =1T.0%(,0) =051, (24)

Var[2+1 (me)] :/32T<:2 {Var[fy [Av A? (m - 1)/37 (m - 1)/37 /3]] + Var[fy [57 '%7 (m - 1)/37 (m - 1)/37/3]]
+ Var[’y [‘%7 'i,? (m - 1)/37 (m - 1)/37 /3]] +Va‘r[’7 [57 'i,? (m - 1)/37 (m - 1)/37 /3]]} (16)
Prob(zy1 (mT;) < 0] “+ 17 is transmitted =Prob(>_; (mT;) > 0] “ — 17 is transmittedl
0.5 if 3 —
_ @ <\/3.74><103+1.0><102§;f1 ) 175 =100 (21)
0.5 if g
@ <\/3.74x104+1.0x103§;f1 ) , 115 = 1000
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TABLE I TABLE I
CALCULATED BIT ERRORRATES OF A SINGLE-USER COHERENT CSK SIMULATED BIT ERROR RATES OF A SINGLE-USER COHERENT CSK
SYSTEM FORVARIOUS E, /Ny SYSTEM FORVARIOUS E;, /N,
Ey/NoindB | Spreading factor _E;/No indB | Spreading factor
100 1000 100 1000
0 0.1605 0.1588 0 0.1604 0.1596
2 0.1067 0.1043 2 0.1050 0.1038
4 0.0599  0.0568 4 0.0577 0.0558
6 0.0263  0.0233 6 0.0259 0.0225
8 0.0082 0.0062 8 0.0072  0.0065
10 0.0016  0.0008 10 0.0011  0.0004
12 0.0002  0.0000 12 0.0000  0.0000
14 0.0000 0.0000 14 0.0000 0.0000
oo 0.0000 0.0000 00 0.0000 0.0000
for 3 = 100 or 1000. Usindl; = 31, and (24), (22) can also E, /Ny indB
be expressed as 1.0E+00 F ‘ : ; : , . .
[} 2 4 6 8 10 12 14 ©
E;, H _ L
@ <\/3.74><103T5+0.5T;,N0> , 115 =100 . ~deee @ =100 (comp)
BERl—user it L =
E_;, . _ L0B01 - R — ﬁ = 1000 (conp) |
Q = = . if 8 =1000.
V/3.74x10~*T2+0.5T, No 3 —Ak— f§ =100 (sim)

(25)

Assume thafl;, = 10~* s. For a range oFE; /Ny values, the BER
BERSs can be computed using (25), as tabulated in Table II..
expected, the BER decreases with increagingV,. Moreover,
for the sameE, /Ny, the BER for3 = 100 is worse than that
for 3 = 1000. This is because whef is increased from 100
to 1000, the variances of the discrete partial correlation fun
tions decrease (central limit theorem [13]), resulting in a low: e
variance of the signal at the input of the threshold detector (1! ]
Hence, the chance of an incorrect detection is reduced.

—&— [=1000 (sim)
antipodal CSK

B. Simulations 1.0B-04 \ . -

C_OmpUter simulations have peen performed baged on & 3. computed (comp) and simulated (sim) bit error rates ag&nAN,
equivalent system model shown in Fig. 1 (with the noise soure single-user coherent CSK system.

replaced by the equivalent noise source) and the demodulator
g . S a4
shown in Fig. 2. The bit period;, is assumed to b&0~* s and Chaotic siemal ] 4% = +1

B = 100 and 1000. For each of the differed, /N, values generator 80 [ Transmitted signal
simulated, 10 000 bits have been transmitted and the BERs are NSi(t) _ oftheithuser
tabulated in Table 111 Chaotic signal | 4% = -1

generator 0@ [

C. Comparisons Digital information
The calculated and simulated BERs are plotted against to be transmitted
Ey, /Ny in Fig. 3. It can be observed that the results are in good
agreement. The theoretical BER for a coherent antipodal ngﬁn
system [16] is also plotted in the same figure for comparison.
It can be seen that for the same BER, coherent antipodal CSK
modulation shows an advantage of about 3 dB, which agrees
with the theoretical gain of an antipodal modulation system. In Assume that there a® users within the system. The trans-
the next section, we extend our analysis to a multiuser systemitter for thesth user is shown in Fig. 4. The pair of chaotic

4. Transmitter of theth user in a multiuser coherent CSK digital
munication system.

I1l. M ULTIUSER CSK COMMUNICATION SYSTEM

BER| _user =Prob(z;1 (mT};) < 0| “+ 17 is transmittedd P + Prob(z_; (mT}) > 0| “ — 17 is transmitted P~

0.5 if 3 =100
B Q <\/3.74><103+1.0><102 S ) ’ £ (22)
0.5 if 3= 1000
Q <\/3.74><104+1.0><103 S ) ’ £
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Correlator,, resets every 7,
p'(@t) )t
,®_. 1{,( Digital
3 . Information
- Received
|| Synchronization R) > Threshold | "0
circuit 4 z)(mTy) detector
o ]
X &
|_,| Synchronization
circuit T Correlator, resets every T,

Fig. 5. Coherent demodulator for ugein a multiuser coherent CSK communication system.

series for uset are denoted b{x(z)} and {a: )} Itis also as- The transmitted waveform for usgrs( (), is therefore

sumed that all series are generated by the sameamap = -
g(z,) but with different initial conditions, wherg(x) is defined () 4y — (i)
as in (20). Using similar notations as in the previous section, the 7 g::l v ®). (30)

outputs of the chaotic signal generators for usate given by
The overall signal component arriving at the receivét), is

v(z i (t — kT, (26) derived by summing the signals of all individual users, i.e.,
=0 N 00
and | s(t) =3 5D Z S wmi e (31)
&) =" a0 (t— K1) @7) i=1 i=1 m=1
k=0

Denote the transmitted data for useny {d\”,d”, d{", ..}, A. Derivation of Bit Error Rate

whered$?) € {~1,+1}. The transmitted waveform for theth ~ Corrupted by AWGN, the received signal arrives at the re-
bit of users, v(™ Z)( ), is given by (28) shown at the bottom ofceiver. The demodulator for usgris depicted in Fig. 5. The

the page where input to the demodulator is given by

2(3), ie () (4) = !
YTy = {xé;r(m v d?g__l o= ()+n()
+(m— ~l2 . 7 o
fdy =41
Trh(m-np o = o Z) )+ &r (t — KT (32)
k=0,1,...,8—1. (29) E_:Z Z )
=1 m=1
R S éviﬁm et [t = (KL + (m = 1)T)], i dg;,) =-1
o Bt 1y [t = (KT + (m = D)), if dfy) = +1
-
Z 157:(21 " [t = (KT + (m — 1)T)] (28)
mIy )
Corr_, (mT}) = / (86D (t)dt
(m—1)Ty
mTh mB—1 )
/ Zu@" A (¢t SO Gr(t—kL)| D (t)dt
(m—1)Ts =1 k=(m—1)8
N mgB—1 mgB—1
=L 1> > wa+ Y aay) (33)
=1 k=(m—1)3 k=(m—1)8
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Assume perfect synchronization at the receiver. Foritlie  at the bottom of the page. Applying the central limit theorem
received symbol, the output of correlatgrat the end of the again, all they functions in (36) can be approximated by normal
symbol period is given by (33) shown at the bottom of the preandom variables (see Appendix D). Assume that the random
vious page. Similarly, the output of correlatgrcan be shown variables are independent of each other; (mT;) will also

equal to be normally distributed with mean
N nla 1 (T = J—
Cortes T =1, |5 S zj+1(mTy) =058Tc B=1000r1000  (37)
=1 k=(m-1)8 and variance. [See (38) at the bottom of the page.] See Ap-
mB—1 pendix E for a detailed derivation. The conditional error proba-
+ Z &2 A(’) . (34) bility given a “+1” has been transmitted is given by (39) shown
k=(m—1)8 at the bottom of the next page. Likewise, it can be shown thatif a
) o ) “—1"istransmitted, the conditional error probability is the same
The input to the threshold detector at this instant is as in (39). Thus, it can be shown easily that the overall BER of

a multiuser coherent CSK system under AWGN is as shown in
(40) at the bottom of the next page. Similar to the single-user
case, the average bit energy for uses defined as

z; (mTy,) =Corry,; (mTy,) — Corr_; (mT})
N mB—1

:Tc Z Z y](;n’i)i'k

i=1 k=(m—1)3 - 1 (Y. 2
i1 By, =Ty lim — / (s@ (t)) dt. (41)
20 T=e T o
+ > L
k=(m—1)8 Using the same procedure as in Section II-A, it can be readily
N  mg-1 ‘ shown that
Y -
i=1 k=(m—1)8 £y, =0.57;, =100 or 1000 (42)
mgB—1 N N
_ Z &5?55) ] (35) for all usersi = 1,2,...,N. DenotingZ;, by F; and putting

(42) into (40), we have (43) shown at the bottom of the next
page. Fofl; = 10~* s, the BERs are computed using (43) for
Suppose for usef, a “+1" has been transmitted for theth  a range of users anH; /N, values. The results are tabulated
symbol, i.e.d¥ = +1 andy,(cm”) = fzgj) for(m—1)3 < k< in Table IV. With an increasing number of users transmitting
mf3 — 1, the input of the detector will be given by (36) showrtheir chaotic signals at the same time, more interference will

k=(m—1)8

mB—1 N2 N mgB—1 ] ) mgB—1 mB—1 i i
GamB) =T, > () +nY Y e e Y ea? - Y aa)
k=(m—1)8 ;;i k=(m—1)8 k=(m—1)8 k=(m—1)8
N mB—1 mB—1
_TCZ Z L("”) (J) - T, Z £kV(J)
i=1 k=(m—1)8 k=(m—1)8
i)
=AT. (7 [29,29, (m ~ 1)8, (m ~ 1)8, 4] +Z’7[ ) 59, (m —1)8, (m ~ 1), 4]
Z#J

+ (6,39, (m = 1)8,(m ~ 1)8, 8] — 5 [#9,89, (m — 18, (m — 13, ]

.
=2y [ DD, (m = 1B (m = 1B, B] — [€.59, (m = 18, (m ~ 1)8.5]) (36)

1=
i#j

B2 (1.24 x 1073 +2.5 x 1073(2N — 1) + 1.0 x 10*2%) . if B =100

. (38)
B2 (1.24 x 104 +2.5 x 104(2N — 1) + 1.0 x 10*3;‘%) . if 8 = 1000

var(zj 11 (m1)] =
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be introduced into the system and more errors occur. Hengelues simulated, 10 000 bits have been transmitted for each user
as shown in the table, the BER increases with an increasiagd the average BERs are tabulated in Table V.
number of users. Moreover, as in the single-user case, the BER )
decreases with increasitg, /Ny whereas for the sami, /N,, C- Comparisons
the BER for3 = 100 is worse than that fof = 1000. Note The computed and simulated BERs are plotted ag&in&y,
that in a multiuser system, the performance of the system miayFigs. 6 and 7 for3 = 100 and 1000, respectively. In both
be limited by the interference between the users and not by #ses, the numerical BERs agree well with the simulated results.
noise power. For example, when there are 20 users in the systéshce, we can conclude that the calculation described above
and the spreading factor equals 100, a BER of 0.1986 is obtaingdvides an accurate means to estimate the BERs for a multiuser
for £, /Ny = 0 dB. When the powers of the signals increase, @herent CSK communication system.
equivalently the noise power diminishes, the effect of noise is
reduced and the BER improves. Hoy/N, tending tox, i.e., a [V. CONCLUSIONS
noiseless environment, the BER still remains at a nonzero valuein this paper. we have reviewed the operation of a sinale-user
of 0.0558. Under such circumstances, the errors are caused bXerentngK’communication S pera 'ng

ystem. Using a cubic map as

the mutual interference between users. If further reduction ?# : .
the chaos generating function, we present an approach to calcu-

such |nterference-I|m|ted_ BER S required, a Ia_lrger Spread'.?agting the approximate bit error rates for various average-bit-en-
factor can be used. In this particular example, if the spreadin

factor is changed to 1000, the BER goes to zed®gVy — . Efy-to-noise-power-spectral-density ratids, (No). Simula-

Notice that when the spreading factor is increased by 10 tim(te'g,ns are performed to verify the calculated BERS.

the data rate will drop by the same factor if the chip durafipn Assumlng that perfect synchromzauon is achieved at all re-

. . . . ivers, we then extend our analysis on the coherent CSK system

is kept constant, or the bandwidth of the transmitted signal wflf3 i : ; i

be increased by 10 times if the bit duratiénis fixed oamu _tluser ef“"m”f“e”t- BERs are again derived and com-

’ pared with the simulation results. It is found that the computed

BERs provide a very good estimation of the actual performance.

As expected, the BER decreases with incgaﬁimg\fo. More-
Computer simulations have been performed based on the deer, the BERs can be reduced for the sai¢N, by using a

modulator shown in Fig. 5. The bit period is assumed to Wegher spreading factor. In a multiuser environment, more inter-

10~*s with 3 = 100 and 1000. For each of the differeh; /N, ference will be introduced into the system when more users are

B. Simulations

Prob(z; 41 (mT;) < 0] “+4 17 is transmittedl

_ i +1 (mT})
¢ < Varle) s <me>1>

Q< — ?'35 _2N0>, if 5 =100
_ V/1.24x10 —|—2.o><100 '(21\—1)+1.0><10 T (39)
=2 if 4 = 1000
@ <\/1.24><10—4+2.5><10—4(2N—1)+1.0><10—3ZNTOC ) , 1/
0.5 ;
if 3 =100
BER,.1ioes — @ <\/1.24><103+2.5><103(2]\’—1)+1.0><10221‘§96 ) ’ £ (40)
0.5 ;
if 3 =1000
@ /1.24X10- 442 5x10-4(2N —1)+1.0x10-3 32 ) ’ f
Q < Ey ) . if 8=100
1.24Xx1073T242.5x 1073 (2N —1)T240.5N T}
BERmultiuser = \/ ) ot X_ ( ) oF o (43)
Ey i _
Q <\/l.24><104T62+2.5><104(2N1)T5+0.5N0T;,> , 1f 5 =1000
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TABLE IV
CALCULATED BERS OF AMULTI-USER COHERENT CSK SYSTEM FORVARIOUS E; /Ny: (a) 3 = 100 AND (b) 3 = 1000

(@)

E,/No in dB Number of users
1 5 10 15 20 25 30 35 40 45 50
0 0.1605 0.1696 0.1801 0.1898 0.1986 02067 02142 0.2212 02277 0.2338 02395
2 0.1067 0.1203 0.1356 0.1493 0.1618 0.1730 0.1832 0.1926 02012 0.2091 02164
4 0.0599 0.0772 00971 01148 0.1307 0.1450 0.1578 0.1694 0.1800 0.1896 0.1984
6 0.0263 0.0446 00672 00880 0.1067 01235 01385 0.1520 0.1641 0.1751 0.1852
8 0.0082 0.0235 00463 00688 00894 0.1080 0.1246 0.1395 0.1529 0.1650 0.1759
10 0.0016 00118 00328 00558 00776 00974 0.1152 0.1310 0.1452 0.1580 0.1696
12 0.0002 0.0059 00245 00473 0.0698 00903 0.1088 0.1254 0.1402 0.1535 0.1655
14 0.0000 0.0032 00195 00420 00647 00857 0.1047 0.1217 0.1369 0.1505 0.1628
o) 0.0000 0.0006 00118 00328 00558 00776 0.0974 0.1152 0.1310 0.1452 0.1580
(®)
Ey /Ny indB Number of users
1 5 10 15 20 25 30 35 40 45 50
0 0.1588 0.1598 0.1610 0.1622 0.1633 0.1645 0.1656 0.1668 0.1679 0.1690 0.1701
2 0.1043 0.1057 0.1075 0.1093 0.1110 0.1127 0.1144 0.1161 0.1177 0.1194 0.1210
4 0.0568 0.0586 0.0609 00631 00653 00675 00697 0.0718 00739 00761 0.0782
6 0.0233 00251 0.0273 00295 0.0318 0.0341 0.0364 0.0387 0.0410 0.0433 0.0456
8 0.0062 0.0073 0.0089 0.0105 0.0123 0.0142 0.0161 0.0181 0.0202 0.0223 0.0245
10 0.0008 0.0013 00019 0.0027 00037 00049 00061 0.0076 00091 0.0108 0.0126
12 0.0000 0.0001 00003 0.0005 00009 00014 00021 0.0030 00040 0.0052 0.0066
14 0.0000 0.0000 0.0000 0.0001 0.0002 0.0004 00008 0.0012 0.0019 0.0027 0.0037
00 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0001 0.0002 0.0004 0.0008

TABLE V
SIMULATED BERS OF AMULTI-USER COHERENT CSK SYSTEM FORVARIOUS E /Ny : (a) 3 = 100 AND (b) 3 = 1000

(@

“Ep/No indB Number of users
1 5 10 15 20 25 30 35 40 45 50
0 0.1604 0.1692 0.1324 0.1383 0.1970 0.2065 0.2128 0.2198 02267 0.2343 02405
2 0.1050 0.1196 0.1363 0.1471 0.1603 0.1722 0.1828 0.1916 02010 0.2102 02178
4 0.0577 00760 00961 0.1137 0.1294 0.1441 0.1568 0.1693 0.1798 0.1911 0.2004
6 0.0259 00441 0.0655 00872 0.1043 0.1225 0.1383 0.1517 0.1636 0.1776 0.1861
8 0.0072 0.0222 00436 00689 0.0879 0.1070 0.1248 0.1400 0.1523 0.1678 0.1765
10 0.0011 00106 00309 0.0563 0.0755 0.0961 0.1148 0.1302 0.1451 0.1594 0.1705
12 0.0000 00049 00226 0.0480 00671 0089 0.1087 0.1249 0.1401 0.1547 0.1662
14 0.0000 00025 00176 0.0426 00620 00844 0.1037 0.1205 0.1367 0.1512 0.1637
[ 0.0000 0.0003 0.0106 0.0313 00534 00759 00949 01151 0.1291 0.1444 0.1618
®
_E;/No indB Number of users
1 5 10 15 20 25 30 35 40 45 50
0 0.1620 0.1597 0.1596 0.1631 0.1630 0.1637 0.1660 0.1661 0.1669 0.1700 0.1702
2 0.1060 0105t 0.1086 0.1107 0.1125 0.1118 01141 0.1155 01166 0.1201 0.1209
4 0.0510 0.0584 0.0602 00631 0.0649 0.0665 0.0690 0.0716 0.0732 0.0761 0.0779
6 0.0208 0.0260 00265 00291 0.0314 0.0336 0.0360 0.0388 « 0.0403 0.0431 0.0451
8 0.0057 0.0077 00090 00103 00121 00136 00160 0.0179 00197 0.0224 0.0241
10 0.0007 0.0011 00018 00025 00035 00046 0.0060 - 0.0074 0.0090 0.0109 0.0123
12 0.0000 0.0001 00002 0.0005 0.0009 0.0014 00021 0.0029 00039 0.0051 0.0063
14 0.0000 0.0000 00000 0.0001 00002 0.0004 00007 00012 00018 0.0025 0.0035
0 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0001 0.0002 0.0003 0.0007

transmitting at the same time. Hence, the interference betwdmatter error performance. The search of such chaotic sequences
users can sometimes pose a lower limit on the BER. would therefore be of great interest to researchers.
In our analysis, the distributions of the partial discrete corre-
lation functions are obtained by simple computer simulations. APPENDIX A
An alternate approach to determine the distributions is based ol JUSTIFICATION OF USING AN EQUIVALENT NOISE SOURCE
the empirical probability density function (pdf) of the chaotic FOR ANALYSIS

signal. The technique is under investigation and it is expectedIn a coherent CSK system corrupted by additive white
that the empirical pdf, found by simpler simulations, will pro- b y

A
vide us with all the data needed to calculate the BERs. In ad aussmn noise (AWGN), the input to the demodulator is given

tion, in our derivations of the BERS, it is observed that the cor-

relation properties of the chaotic sequences have a determining p(t) =s(t) +n(t)
factor on the system performance. Chaotic sequences with high - W) (¢ y 44
auto-correlation and low cross-correlation values would give Z +nlt) (44)
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E,/Ny indB E, /Ny indB
1.0E+00 T T T T T T — =~ 1.0E+00 T v T T T T — = v—‘
2 4 6 8 10 12 14 © 2 4 6 8 10 12 14 -3
'f\
1.0E-01 1.0E01 "y
BER BER
1.0E-02 [ 1.0E-02 [
[ [ s luser(comp) & Susers (comp) o luser(comp) -4~ Susers (comp)
- 10 USOM (comp) -0~~~ 15 users (comp, o
1.0E-03 1.08-03 H o 10users (comp) ~--o--- 15 users (comp)
b % 20users (comp) -+ - 25 users (comp] F| % 20 users (comp) -+ 25 users (comp)
[ |—®— luser(sim) —h— 5users (sim) r 1 user (sim) Susers (i)
: —e— 10 users (sim) —e— 15 users (sim) [ 10 users Gsr) 15 users (i)
—xX—20users (gim) —+— 25 users (sim) 2 —x—20users (sim)  —+— 25 users (sim)
1.0E-04 -—- 1.0E-04
(a) @
Ep{Np indB Ep/Np indB
1.0E+00 ' ' ‘ ' ' ' T LOE+00 . ; ; ; ; ; ———
)z 4 6 8 10 12 1 *® 2 4 6 8§ 10 12 14
4--- 30 users (comp) -+~ 35 users (comp)
\“‘
---0-- - 40ugers (comp) - %45 ugers (Comp, 1.0E-01 [ " ———
et 50 users (comp) —a— 30 users (sim) E +
BER BER | .
~—o—35users (im) —eo— 40 users (sim) \
—x—45users (sim) —+— 50 uscs (sim) 1.0E-02 E
E -a-- 30users (comp) ¢35 users (comp)
---0— 40 users (comp) ---%--45users (comp)
L.OE-03 é_ w4 - S0 USETS (conml) ~—&— 30 users (sim)
[ | —e—35users (sim}) —e—40uscns (sim)
| | —x—45users (sim) —+— S0 users (sim)
1.0E-01 1.0B-04

b
® ®

Fig. 6. Computed (comp) and simulated (sim) bit error rates ag@intd, Fig. 7. Computed (comp) and simulated (sim) bit error rates agalnsN,
in a multiuser coherent CSK system & 100): (a) 1-25 users and (b) 30-50 in a multiuser coherent CSK systef £ 1000): (a) 1-25 users and (b) 30-50
users. users.

wheren(t) is an AWGN with a two-sided power spectral densit;glons"jer the output compn?gent due to noise

given by Lnoiee = / n()(t)dt.
(m—1)T}

It can be divided into several subcomponents shown below.

mTy
Toise :/ n(t)d(t)dt
(

m—1)T,

(47)

Sa(f) = % for all f. (45)

For themth received symbol, the output of correlatgrshown

. . . . . . mTy mgB—1
in Fig. 2 at the end of the bit period is given by :/ n(t) Z Fr (t— KT,) dt
mTy (rn—l)T;, k:("l_l)ﬂ
Corr_; (mT;) = / ()t dt mBl (DT
(m—1)1, . / n(t)ixr (¢ — KT.) dt
mT, =1y — kT,
- / [ (8) + () ety k=tm—1)p
(m—1)Ts, mB—1 (k4+1)T,
mTy = Z .i‘k/ n(t)dt
N / o ()t dt k=(m-1)g  7*T
(m—1)Ty mB—1
mTy
+ / n()(t)dt. (46) = > m (48)
(m—1)T} k=(m—1)8
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where where the last equality is due to the independencgg’sf There-
(bt 1)T, fore, if the noise source’(t) is to generate the same effect as
ng = Ty / n(t)dt. (49) the AWGN source at the coherent CSK receiver
KT Eny=F[n] = #HT.£=0=¢=0 (57)

Given; and:y, the distribution of the noise sub-componentdnd
{nx} is Gaussian [13]. Their mean values are

(k+1)T cov [n}, ny] =cov(n;, ng]
Eny] = afk/ En(®))dt=0 (50) N T
KT = BT202 6 — 10 T2(0)? =03 —=—6;1
for all k. Their covariances [14] are No
=0l =—. (58)
covin;,ny| =E [n;ni] — E[n;] E [ng] 2T,

Since the mean and variance {ffi.} are independent of the

=Fn;ng :
v ’T(]j+1)T (k+D)T. chaotic signals, it can be concluded that in the analyzes of a
:av:javjk/ / E [n(t)n(7)] drdt coherent CSK system with AWGN, the original AWGN noise
3T kT, source can be replaced by an equivalent nai$g) given by
DT p(k+DTe 0
=E;iy, / / 28(t — 7)drdt n'(t) =Y &r(t— kL) (59)
5T, kT, 2
e e k=0
_2 NoT. Sin (51) where the coefficient$é; } are independent Gaussian random
b ! variables with mean
where _
. £=0 (60)
1 g=
it = {0 otherwise. ®2) " and variance
Hence, the noise sub-componefis,} are zero mean uncor- o2, = No . (61)
related Gaussian variables with variane@s= #2(NoT,/2). 21;
Since these noise sub-components are uncorrelated Gaussian
random variables, they are also statistically independent. APPENDIX B
Consider another noise source given by DEFINITIONS OF PARTIAL DISCRETECORRELATION FUNCTIONS

oo

In the following, L denotes the length of the sequence sample
/ _ . _
' (t) = ZS“ (t = kT2) (53) andk, I > 0. The partial discrete auto-correlation function of

o k=0 ) ) the chaotic serie$z, } is defined as
where the coefficient$<, } are independent Gaussian random

variables with meag and variance2,. Replacing the AWGN 1 L=t
noise source in (44) by’ (t) and using the aforementioned pro- vz, &, k1 L] = I Z ThgnLign- (62)
cedures, the correlator output component due to the new noise n=0
source can be shown to be The partial discrete cross-correlation function between the
ma— 1 (k+1)T. chaotic seried i, } and{;} is defined as
Le= Y, @ (o
k=(m—1)8 kT oo 1 L-1 . .
mB—1 ,Y[xvkavle] = T Zxk-l-nxl-l-n' (63)
= Z EiTe =0
k=(m-1)8 Given anormal random sequente= { Ao, A1, A2, ...}, the ele-
mB—1 ments of which are normal random variables with zero mean and
= Z i, (54) variances3. The partial discrete cross-correlation function be-
k=(m—1)8 tween the chaotic serigg,, } and the normal random sequence

wheren), = #,&T.. Giveni#; andiy, the distribution of the {Ax} is defined as
new noise sub-componengs; } is also Gaussian. Their mean

L—1
y 1 y
values are VAR LI = £ > " ErinMgn- (64)

Eny] = HT.E 6] = 1 T.E (55) "
It has been studied in [15] that using the iterative map; =
and their covariances are g(zr) = 4x; — 3z, to generate the chaotic series, the partial
PEVET /o / / discrete correlation functions defined above are normally dis-
cov[n. ni] =E [njny] ~ B [nf] B {ng] tributed with fixed means and spreading-factor-dependent vari-
=i,8 17 B[¢;6] — #8128 ances. The means and variancesffio: 100 and 1000 are tab-
=3 T202,6; — #;0,T2E° (56) ulated in Table I.
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APPENDIX C
DERIVATION OF AVERAGE BIT ENERGY

Applying (4)—(6) to the first part of (23), the average bit en-

221

sequencd(;, } and the chaotic serie{szg)} and{afgj)} respec-
tively. The fourth termy[2), #0) (m — 1), (m — 1)3, 6]
is the partial discrete cross-correlation function between the

; iad 20) 2 ()
ergy can be derived to obtain (65) shown at the bottom of tf80tC serieg "} and {z;”}.

page where(z, 3) and¥(#, ) denote the mean-squared values
of chaotic sequence samples of lengttaken from the chaotic

series{z} and {#;} respectively;P* and P~ represent the

In the first summation, the terms[y(™% &) (m —
DE,(m—18,8 (¢ = 1,2,...,N andi # j) refer to the
partial discrete cross-correlation functions between the chaotic

probability of a “+-1” and “—1” being transmitted respectively. S€Tes pair#{} and{z"}, or {z{’} and{i{’}, depending

Note thaty(z, 8) and¥(&, ) equal the mean of[z, &, (m —
13, (m — 1)3, 5] and the mean ofy[%, %, (m — 1)3,(m —
1)3, 3], respectively, over all positive integets.

APPENDIX D
ANALYSES OF THEDISCRETE CORRELATION FUNCTIONS AT
THE INPUT TO THEDETECTOR

Given the input to the detector is

241 (mTy) =BT, (’y [ae(ﬂ'), 9D (m - 1)8, (m — 1)/3,/3}

+ 37 [y 8D, (m = 18, (m = 15, 5]
o

689, (m = 1)8, (m — 1)8. 4]

—y [29,29, (m - 1)8, (m - 18, 5|

.

- Z Y |:y(m,i)’ jj(j)’ (m - 1)/3’ (m - 1)/3a /3:|
oy

—y [6:39,(m = )8, (m — 1)8,8]) . (66)

Inside the bracket, the first termy[z() 20D (m —

D3, (m — 1)3,3] represents the partial discrete auto-cor-

relation function of the chaotic serieﬁg)}. The third
and sixth terms,y[¢, 29 (m — 1)8,(m — 1)3,5] and

y[€, 29, (m — 1)3,(m — 1)8, ], correspond to the partial
discrete cross-correlation functions between the normal random

on themth transmitted symbol of th&h user is =1" or “+1".
Sincei # j, the two series undergoing correlation will not be
derived from the same initial condition. Similarly, the terms in
the second summation[y(™®, #9) (m — 1), (m — 1)3, 5]
(¢ = 1,2,...,N andi # j), refer to the partial discrete
cross-correlation functions between the chaotic series pairs
(£} and {2}, or {&{"} and {#"'}. Also, the two series
undergoing correlation will not be generated from the same
initial condition.

Applying the central limit theorem, all thefunctions (partial
discrete correlation functions) in (66) can be approximated by
normal random variables.

APPENDIX E
DERIVATION OF MEAN AND VARIANCE OF THE INPUT TO THE
DETECTOR

Given that the input to the detector is

2 1(mTy) =BT, (fy [f:@, 9D (m—1)8, (m — 1)8, /3]

N

+ > [y 3D, m — 18, (m — 18, ]
i

+ 6,89, (m = 1B, (m - 1)3, 7]

= [#9,29, (m - 1)8,(m - 18, 3|

=S [, 9 m = )8, (m = 1)8, 5]
po
—y [6,39, (m = )8, (m - 1)B,8]) . (67)

oo

_ o1 /T
B=ti i g (2

m=1

2
v(m)(t)> dt

M

MTy
/0

m=1

= Tb

im

1
M—oo MT,,

mTy

1 M
=T, lim
M—oo MTb ; (rnfl)T;,

M 8-1

k=0

=7, lim
M—oo

m=1 k=0
=T, (87 (&,8) P* + p7(%,8) P7)

(m) ,
k—l—(rn—l),lﬂ

(v<’"> (t)) it

[t — (KT, + (m — 1)7;,)]) dt

o S ()

(65)
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All the ~ functions in (67) can be approximated by normahnd the variance equals (69) shown at the bottom of the page.

random variables (see Appendix D). Assume that the randokising the results in Table |, the values of,(m1;) and
variables are independent of each other. The mean valuevaf{z; +1(mT};)] can now be found. Fg8 = 100,

zj4+1(mTy) is

Zii(mIy) =pT, (fy [20), 200, (m — 1)3,(m — 1), ]
~
+ ) [y, 20, (m - 1)8, (m — 1)8, 5]
o
-7 ['%(J)v'i,(‘])v (m - 1)/37 (m - 1)/37 /3]

L
=3 [y, 59, (m = 1), (m — 1)5, 5]
i2i

N
Zj41(mIy) =BT [ 05+ > (0)+0—-0— Z
=1

i#J Z#J
=0.54T. (70)
and
N
va\r[zj,+1 (me)}:ﬁ?Tf 1.24x 107 +) 250 x 102
=1
7]

+5.0 x 107302, +2.50 x 1072

N
2

2.50 x 1072 +5.0 x 10%—5)

— [£.79,(m = 1B, (m - 1)3,7]) i=Lizj
=37, (fy [20),20), (m — 1), (m — 1)3, 8] =372 <1.24 x 1072 4 2.5 x 1073(2N — 1)
N
+Y 7 [y, &9, (m = 1)B, (m — 1)8, ] +1.0x 10—2&) (71)
i=1 27,
i#j
+7[¢,29), (m—1)B,(m — 1)8, ] For 3 = 1000
— 1 [20),20), (m = 1), (m —1)8, 4]
.
— (m,i) () — — -
;’v [y, 500, (m — 1)B, (m — 1)3, A] ) =T, | 05+ Z L0—0- Z
el - :;i 7#1
€29, (m-1)3,(m - 1)8.4])  (68) —0.501, (72)
N
var(z 4 (m1y)] =517 <var 7 [#9,69, (m = 1)8, (m — 1), 8] | var | 35 [49,39, (m — 1), (m - 1)8. |
=1
i

+var [’y [g,gew, (m —1)B, (m — 1)8, /3” +var [’y [gew, D (m —1)8, (m

N

+var >y [y(""’"’),ﬂf(”, (m—1)B, (m

=1
7]

— 1), /3”

- 1)/3,/3] +var [’y [5,550’), (m—1)8, (m — 1)B, /3”)

— 3272 <var [’y [gz@'), 29 (m = 1)8, (m — 1)/3,/3” n zN:var [’y [y(m’i), 29 (m — 1)B, (m — 1)/3,/3”

i=1
i

+var [’y [S,fz(j), (m —1)8, (m — 1)8, /3” +var [’y [33@, #D (m — 1), (m — 1)B, /3”

i

+ zN:var [’y [y<"'f:i>, #9 (m— 1)8, (m — 1)/3,/3“ +var [’y [g,aéw, (m —1)8, (m — 1)8, /3”) (69)
=1
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