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Abstract In this paper, we illustrate that the zerotree quantizer developed originally for wavelet compression
can be effectively applied to Discrete Cosine Transform (DCT) in a hierarchical way. In this Hierarchical DCT
(HDCT), theinputimage is partitioned into a number of 8 8 blocks and a first level DCT is used to each of
these blocks individually. As DC coefficients of DCT neighboring blocks are highly correlated and particularly
pronounced to obtain the compression results at low bit rates, another level DCT is applied to only DC coeffi—
cients reorganized as 8 8 blocks. This procedure is repeated until the last step is reached. All the HDCT coeffi—
cients within a DCT block are then rearranged into a sub-band structure in which the zerotree quantizer can be
employed. The proposed algorithm yields a fully embedded, low-com plexity coder with competitive PSN R per—
formance. For example, when compared with the baseline JPEG on the 512< 512 standard image “ Lena” , it
gains 0. 8 dB~ 1. 7 dB. Inorder to remove the blocking effects in the reconstructed images, especially at low bit
rates, a simple and efficient method based on Sobel operators is also developed. Experimental results show that
the proposed deblocking method works well and enhances decoding for decompressed images both objectively and
subjectively.

Key words  discrete cosine transform ( DCT); image compression; embedded zerotree coding; data compres—
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Transform coding has been widely used in many practical image /video com pression systems because its quan—
tized coefficients after linear transform can yield better compression results than direct coding of image intensity in
the spatial domain. KL transform can be found to be optimal under certain conditions, however, signal—

independent sub-optimal approximations like DCT are often used for computational efficiency.
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In recent years, most of the research activities in image coding have shifted from DCT to wavelet transforms,
especially after Shapiro introduced his famous embedded zerotree wavelet coder (EZW )!!l and Said and Pearlman
developed an algorithm by set partition in hierarchical trees (SPTHT)™. Their methods provide very high com-
pression efficiency in terms of Peak Signal-to-Noise Ratio (PSNR) versus required bits—per—pixel (bpp). But, it
should be noted that the high compression efficiency in the rate /distortion sense quantitatively does not correspond
to the same degree of compression efficiency in terms of visual quality versus bit rate. This has been pointed out in
Ref. [3] by comparing visual results based on wavelet and DCT-

Although wavelets are capable of providing more flexible spacefrequency resolution tradeoffs than DCT, DCT
still can produce very high compression efficiency when coupled with a zerotree quantizer instead of the traditional
methods used in JPEG. Some better results using such techniques have been reported in Refs. [4, 5], where EZD-
CT ( Embedded Zerotree DCT coding) with arithmetic coding outperforms any other DCT-based coder published in
the literaturel*! and STQ (Significance Tree Quantization) without using arithmetic coding is superior to a version
of EZDCT which also doesnt use arithmetic coder®’. We observe that DC wefficients in EZDCT are still highly
correlated and particularly pronounced to obtain the compression results at low bit rates. We also notice that a
maximum absolute coefficient is outputted first for all DCT coefficients in EZDCT and STQ, actually the maximum
absolute coefficients in each block maybe greatly differ from each other, so it is not reasonable to output only one
n for all blocks. We present here an embedded zerotree image coder based on HDCT ( EZHDCT) with improve-
ments on using DCT in a hierarchical way and an additional step of outputting the magnitude of each block. EZHD-
CT achieves competitive PSN R performance when comparing to other DCT-based coders, such as the baseline
JPEG®!, EZDCT and STQ. Another component of the work presented here relates to deblocking of DC T artifacts.
As block-based image coding schemes always cause annoying blocking effects in the decoded images especially at
low bit rates, a simple and efficient deblocking method is proposed to deal with this problem. The parameter of
proposed deblocking method can be adaptively adjusted according to the complexity of the input image and the spec—

ified bit rate-
1 Embedded Image Coding Method

1.1 HDCT structure

An input image (M< N) is first divided into #< n blocks, where n= 2, L> 0. Each block is then transformed
by a first level DCT. Each < n DCT block can be treated as a L -scale tree of coefficients labeled from 0 to
7 n— 1. Figure 1(a) is an example of 8 8 DCT (n= 8,L= 3) coefficients labeled from 0 to 63. The tree struc-
ture for & 8 DCT coefficients in Fig. 1(a) can be viewed as a 64subband decomposition. Because DC coefficients
of neighboring blocks are highly correlated and particularly pronounced at low bit rates, a second level DCT trans—
form is applied. This procedure is repeated on all the DC coefficients ( (M n)p< (N h)) with DCT block size of m

X m until the last step is reached- This scheme is called HDCT (Hierarchical DCT)-

Al DCT coefficients with each block can be reorganized when an image is taken as a single entity. In order to
obtain the dyadic decomposition such as in EZW and SPIHT. For example, we can take each 8< 8 DCT block as a
10-subband decomposition as was shown in Fig. 1(b). In Fig. 1(b), the ten subbands are composed of {0}, {1},
{2}, {3}, {47}, {811}, {1215}, { 16-31}, {32-47} and {48-03} coefficients respectively. One important step of
HDCT involves the grouping of the same subbands for all DCT blocks. We call this grouping of DCT coefficients
into a single DCT clustering entity- This important step is illustrated as in Fig- 2. In Fig- 2, Go0 means Group of
subband 0,..., Go9 means Group of subband 9. Figure 3 is the diagrammatic illustration of the proposed organi—
zation strategy-- This procedure is repeated on all the DG, coefficients ( (M /m V<, (N h)) with DCT hlock size of



R

(5

M F: AT EKR DOTE #a9 AN X BIE %40 7 ik 1289

m< m until the last step is reached. Figure 4 is an illustration of two-level reorganized DCT coefficients on the
51X 512 Lenaimage, wherem= n= 8. The gray values in Fig. 4 are obtained by 255- 4 ABS (Coefficient) with

the exception of DC§ for better visual presentation.
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(a) 8X8 DCT coefficients (b) 88 DCT taken as 10 subbands

Fig.1 8XB8 DCT block treated as three-scale tree
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Fig. 2 Reorganization of 8 X8 DCT blocks into a single DCT clustering entity
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Fig. 3 The illustration of DCT coefficient reorganization
It can be seen that (1) signal energy is com pacted mostly into DC coefficients and small number of AC coeffi—
cients related to the edges in spatial domain; (2) cross—subband similarity and decay of magnitude across subband;
and (3) within subband clustering of significant coefficients. These DCT characteristics can be further utilized to
DCT-based coders in order to get better compression performance and will widen DCT applications, such as appli—

cations on image compression, image retrieval, image recognition and so on.
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Fig. 4 Two-Level reorganized DCT coefficients on Lena image

1. 2 Magnitude output definition
For all cefficients, ¢, in EZDCT, STQ, EZW and SPIHT, a value, n, can be obtained and outputted in
their initialization step,
n= [logz(g}-;;)x{' ail )1 (1)
Weobsewed that the maximum absolute coefficients in each block maybe greatly differ from each other, so it is not
reasonable to only use one n for all blocks. In EZHDCT, we define n; for each Block &,
m= [log(max{l bl 1) 1, (2)
where b, , is the coefficients in Block k.
As there is much redundancy existed between m and ns-1, a simple DPCM (di= ni— m-1) is used to decorre—
late them. In order to obtain d directly, such a mapping function is described as follow s
Tdl-1, ifd<o0

2, otherwise

(3)
W,

The binary output of Wis 0...0L All its outputs become the header information of EZHDCT. At the current
quantization step 7., if n <n. then no output; else output its zerotree information as was donein Ref. [2].
1.3 Embedded zerotree quantization

W e identify the parent—children relationships between DCT coefficients as in Ref. [4]. An embedded zerotree
quantizer is then applied to the tree—structure DCT coefficients. During zerotree quantization, DCT coefficients in
the higher level are quantized and outputted denoting its significance /insignificance information. The coefficients
with the same subband from all DCT blocks are grouped together and scanned, starting from the DC coefficients.
Zerotree quantization works by efficiently predicting the children nodes based on significance or insignificance of
their parents- An embedded zerotree quantizer refines each input coefficient sequentially using a bitmap type of
coding scheme, and stops when the size of the encoded bitstream reaches the exact target bit rate.
1. 4 Arithmetic coding

As with any other coding method, the efficiency of our coder can be improved by entropy-coding its output at
the expense of coding /decoding time Practical experiments have shown that normally there is little to be gained by
entropy-coding the coefficient signs or the bits put out during the refinement pass. On the other hand, the signifi—
cant values are not equally probable, and there is a statistical dependence between a node and its descendents and
also between the significance of adjacent blocks. In order toimprove the compression performance and maintain the

low computational complexity of ourimage coder, a binary adaptive arithmetic coderis designed as it is well known
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that good implementations of arithmetic coding produced bitstreams of length almost equal to the entropy bound’!.
The probability models of our anthmetic coder are related to the positions of the encoded coefficients within the

block- Usually 0.3 to 0.7 dB PSN R improvement can be obtained using our arithmetic coder-

2 Postprocessing on Block Boundary

One of the major disadvantages of block-based image coding techniques is“ blocking effect”, especially at low —
er bit rates. There are two general approaches to reduce blocking effects. Oneis to use overlapping schemes in the
encoding stage™ , and the other uses some postprocessing tech niques in the decoding stage'” '>'. The above two
approaches can effectively reduce the JPEG image compression blocking effects. We want to point out that blocking
effects in the reconstructed images of JPEG and the embedded DCT image coders are different because of their
quantization strategies. In this paper, a postprocessing technique based on Sobel operators and smoothing con-
straints is proposed- Sobel operators are used to detect the edges that should be well preserved across block bound-
aries. Smoothing is only caried out on the background along block boundaries. The threshold of Sobel operators is
related to a given quantization matrix (Q factor) in the context of JPEG, butin our case, the threshold of the So-
bel operators is related to the last step of the zerotree quantization and th erefore is dependent on the input image §
complexity and the specified bit rate.

2.1 Edge detection

Sobel operators can be defined by two kernels Hi (i,j) for the horizontal direction and H.(i,j) for the verti—
cal direction. The horizontal and vertical gradient images, G, (i,j) and G, (i, ), are obtained by linear convolution
with Sobel kernels

G (i,))= S(i.j)* Hy(i.j). (4)
G(i,j)= S(i.j)* H,(i,]), (3)
where S(i,j) is the decompressed image of our embedded DCT coder and * is the linear convolution operator-
The absolute, M(i,j), is defined by
M(i. )= GG+ TGl (6)
2.2 Smoothing constraint
Our smoothing is only carried out on the background along block boundaries. This is shown by the conditions

in the smoothing operation

aS(i,j)+ bS(i- 1,j), i E(i,j)= Oandi= 0 (mod 8)
aS(i,j)+ bS(#+ 1,j), i E(i,j)= Oandi+ 1= 0 (mod 8)

S(i.j)={ aS(i,j)+ bS(i,j- 1), if E(i,j)= Oand j= 0(mod 8) , (7)
aS(i,j)+ bS(i,j+ 1), i E(i,j)= Oand # 1= O (mod 8)

S(i,j), otherwise

E(i,j):{l, if M(ij)> T )

0, otherwise

wherea+ b= 1, and

In Eq- (8, E(i,j)= 1 means S(i.j) is an edge pixel, while E(i,j)= 0 means S(i,j) belongs to a background re—
gion.
The performance of our deblocking algorithm depends on the threshold 7 in Eq. (7), which is experimentally
determined in consideration of the last step of zerotree quantization n, of the input image, i e.,
7= 40(m+ 1)- 150. (9)

It should be pointed out that even at, the same bpp requirement,, various images may have different threshold, T,
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since their nc-

3 Experimental Results and Conclusions

Our EZHDCT image coder has been tested on many standard images. As an example, “ Lena image (51X
512) is illustrated in this paper where the level of DCT is set to 2. The coding results for“ Lena at different rates
compared with the baseline JPEG®! and the improved JPEG"* are listedin Table 1. From Table 1, we can see that
after arithmetic coding, EZHDCT consistently outperforms the baseline JPEG by a large margin (0. 8§ dB~
1.7dB), 0.3 dB - 0.8 dB better than the improved JPEG in which JPEG s quantization table is optimized. Com-
parisons with the other two embedded DCT coders (EZDCT™ and STQISJ) are tabulated in Table 2 (all without
arithmetic coding). Table 2 shows that when arithmetic coding is not used, EZHDCT can perform best compared
with EZDCT and STQ (at an average 0. 7 dB better than EZDCT, 0.1 dB better than STQ). The results of our
deblocking algorithm are shown in Table 3 and Fig. 5. From these results, we see that our deblocking algorithm
improves the objective quality of the decoded image in term of PSN R from 0. 4 dB to 0. 8 dB. In the mean time,
most of the blocking effect is removed, and visually improves the decompressed images. From Fig. 5, we can see

that the improvement after deblocking is obvious although the deblocking scheme is sim ple.

Table 1 Performance comparisons of EZHDCT with JPEG

PSNR (dB)
EZHDCT
bpp JPEG Improved JPEG - - - - - -
No arithmetic coding Arithmetic coding
0. 25 316 31.9 317 32.4
0. 50 34.9 35.5 355 36.0
0.75 36. 6 37.5 37.5 37.8
1. 00 37.9 38.8 39.2 39.6

Table 2 Performance comparisons of EZHDCT with embedded DCT coders EZDCT and STQ

PSNR (dB)
bpp No arthmetic coding
EZDCT STQ EZHDCT
0. 25 30.7 3L2 31.7
0. 50 34.8 35. 4 35.5
0. 75 37.1 37.0 37.5
1. 00 38.7 38 8 39.2

Table 3 Deblocking results of the 51X 512 Lend’ image

PSN R (dB)
bpp Decoded image Postprocessed image
0. 15 29.4 30. 2
0. 20 30.9 316
0. 25 32.4 329

0. 30 33.2 33.6
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(a) and (b) both decoded at 0. 15 bpp, where (a) thedecompressed image, PSNR= 29.4 dB, and (b) the
deblocking image from (a), PSNR= 30. 2dB; (¢) and (d) both decoded at 0. 25 bpp, where (¢) the
decompressed image, PSNR= 32 4 dB, and (d) the deblocking image from (c¢), PSNR= 32 9dB

Fig. 5 Deblocking results for center part of “ Lena” image
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