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Abstract—In this paper, we propose a new class of quasi-cyclic application challenges such as initial delay, termination diffi-
low-density parity-check (QC-LDPC) codes, namely cyclically- culty and a gigantic memory requirement [9]. Subsequently,
coupled QC-LDPC (CC-QC-LDPC) codes, andtheir RAM- o tai hiting convolutional LDPC code has been proposed

based decoder architecture. CC-QC-LDPC codes have a simple S . . .
structure and are constructed by cyclically-coupling a number [11]. The tail-biting convolutional LDPC code is technically a

of QC-LDPC sub-codes.They can achieve throughput and error  block code. The overall length of the tail-biting code increases
performance as excellent as LDPC convolutional codes, but linearly with the number of times that a sliding convolutional

with much lower hardware requirements. They are therefore strycture is repeated (see Supplementary Materials for more
promising candidates for future generations of communication details) and so is the memory requirement at the decoder.

;ﬁtti?:ersgcrr]a%S- 5l7gg'chgfj(lggf)$glcczrg£gg'f ?;%n bsg’:rt]eirﬁé?e_ Also, if the decoder hardware is to be fully utilized, multiple

mented onto a fie|d_programmab|e gate array (FPGA) and it COdeWOde ha.Ve to be decoded at the same t|me to f|” the
achieves a throughput of3.0 Gb/s at 100 MHz clock rate with  pipeline holes [12]. It implies much more memory will be
10-iteration decoding. No error floor is observed up to anEy/No  needed at the decoder.
gf 3.30ddB, Whteire all 1.14 x 1016 transmitted bits have been As to the deCOding of LDPC (blOCk or COﬂVOlUtional)
ecoded correctly. codes, a method called sum-product algorithm (SPA) or belief
Index Terms—Cyclically-coupled QC-LDPC code, Decoder propagation (BP) has been widely used [13], [14]. However,
architecture, FPGA implementation, QC-LDPC code due to the complex process involved in updating the check-
to-variable messages, the original SPA is usually applied with
approximations. One of the most widely used substitutes is
known as the min-sum (MS) algorithm [15], which executes
ITH the growing need of advanced communicahe check-node updating by making simple comparisons. The
tion techno|ogies, deve|0ping Superior forward_erromin-sum algorithm hence has lowered the decoder Complexity
correction (FEC) schemes has become imperative. Lofy a significant scale, but at the same time has caused a
density parity-check (LDPC) block codes [1] have undoubfon-negligible bit-error-rate (BER) degradation [16], [17].
edly been one the most promising FEC classes recently dy@rmalized/offset MS algorithms have been proposed [18].
to their capability in approaching channel capacity. Quaditowever, in practical implementations where messages are
cyclic LDPC (QC-LDPC) codes, having a regularized structufighly quantized, the accuracy degradation of MS techniques
that reduces the encoder/decoder complexities, have furtifeptill not negligible, especially when the check-node degree
demonstrated the practical value of LDPC codes [2], [3], [4pr code rate is high [16]. In another dimension, a layered
It has also been proved that QC-LDPC codes can achievedg§oding schedule is proposed to speed up the convergence
excellent error performance as random LDPC codes [5]. ©f iterative decoding [19]. It has been shown that layered
By spatially-coupling consecutive LDPC block codesdecoding can generally makg the convergence rate two times
LDPC convolutional codes (LDPCCCs) having an infinite cod@ster compared to the flooding scheme [20], [21].
length are formet[6], [7], [8]. LDPCCCs have been shown From time to time, the decoding practices of QC-LDPC
to possess lower thresholds and better error performaf@éles, with either pragmatic or investigative purposes, are
compared with LDPC block codes [9], [10]. However, whefeported in literatures. A partially parallel decoder architecture
burst erasures occur and the erasures are beyond recoJid§,been developed using FPGA for a 9216-bit 1/2-rate (3,6)-
the chain decoding of LDPCCCs becomes seriously disruptéggular LDPC code [22]. With a throughput of 54 Mbps, the
Moreover, the infinite coupling structure of LDPCCCs incurdecoder achieves a BER dab~" at E,/N, = 2 dB over
an additive white Gaussian noise (AWGN) channel. Then a
Copyright (c) 2015 IEEE. Personal use of this material is peect Modified SPA algorithm that balances the computation load
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the edges among a large number of block codes and form a much larger calearacterized by a chunk-by-chunk check-node updating [24].
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Min-sum algorithm together with layered decoding has beéilith mutual dependence between adjacent sub-decoders, the
implemented using.18 ym CMOS process [25]. Moreover, aoverall decoder gains a remarkable improvement in decoding
bypassing scheme that effectively reduces the memory sicceapability. In addition, a concurrent operation is appliethe
and energy consumption has been proposed [24], [25]. Hodecoder resulting in a high decoding parallelism and a high
ever, without general applicability, this code-specifisida throughput. Thirdly, specific arrangements are made toaedu
may have a problem in migrating to other platforms. the memory size of the random access memories (RAMS).
As mentioned earlier, a great loss in BER performand¥herever possible, we assign only one RAM location for
is observed when the messages are quantized and min-&auoh variable-check connection. Thus the same locatioassto
decoding is used. The BER performance of quantized MBe variable-to-check (V2C) message and check-to-variabl
algorithm with offset is elaborated and optimized [26]. DefC2V) message alternately. Compared to existing desigsis [2
spite a certain amount of BER compensation, implementatif#8], the required memory is substantially reduced. Foresom
barriers exist. Another issue of common concern in liteedu redundant messages not being able to be dynamically stored
is memory requirement that relates to a great portion ab such, we minimize the memory requirement by using two
hardware resources as well as power dissipation. Awareeof #ets of RAMs — one for the odd layers and the other for the
FPGA's popularity in evaluating LDPC codes, optimizationsven layers. Fourthly, a check-node processor implemgntin
in memory-throughput tradeoff of modern FPGAs have bedhe quantized SPA computation is applied. By using look-up
presented [27]. In addition, a synthesis tool is provided fdables (LUTS), the quantized SPA computation has a similar
architecture optimization of LDPC decoders. complexity as the quantized MS computation [12]. Also, we
In some specific applications such as future generationssgft up the LUTs in a parallel way to alleviate the delay. Last,
optical transport networks, FEC schemes have to meet deveva implement the decoder and evaluate its complexity under
characteristics. Firstly, a high code rate, say above 88%,different code lengths. The BER results of a high rate, long
the key to achieving a high raw data rate. Secondly, no ern@C-QC-LDPC code are attained under the AWGN channel.
floor should exist at or above a bit error rate tf~!5 so The proposed decoder has been experimentally demonstrated
that no more than 10 bit errors exist per day in a 100 Gbps achieve very low error rate, moderate complexity and high
transmission link. Thirdly, a large net coding gain (NCG) ishroughput.
preferred considering the cost of installing repeaterst bait The rest of this paper is organized as follows. Section Il
not least, an acceptable complexity in the overall FEC desigeviews the details of LDPC codes and the widely used SPA
is a must due to practical concerns such as fabrication ca#coding algorithm. Section 1l describes the basic stmgcof
power dissipation, etc. our proposed CC-QC-LDPC codes. In Section IV, a CC-QC-
With comparable decoder complexities, an LDPC convolltDPC decoder architecture with layered decoding is dewezlop
tional code generally outperforms its block code counteiipa and presented. In Section V, an experiment to evaluate our
terms of bit error rate and net coding gain [6]. The advargagdecoders is presented with results and observations.Iyinal
of using block code, however, keep spurring researchersdmnclusions are drawn in Section VI.
close the above gap. Intuitively we may borrow the idea of
spatial-coupling from LDPCCC and apply it to the design of 1. BACKGROUND
the block code such that a lower BER can be achieved. In this | ppC Codes

paper, we make use of the aforementioned idea and proposeppc codes are a class of linear block codes that can

a specific type of QC-LDPC codes, namelyclically-coupled pe represented by a sparse parity-check mattixin this

QC-LDPC (CC-QC-LDPC) codesas well as their decoder matrix, each row serves as a constraint (check node) towards

architecture. the specified received signal bits corresponding to columns
; iable nodes) which contain elements of ‘1’ in that row.
Like QC-LDPCCC, a CC-QC-LDPC code can be cont/ariable n . 3 :

structed from an original QC-LDPC block code. However, nghe parity-check matrix of a QC-LDPC code is represented

QC-LDPC codes differ from QC-LDPCCCs in the following et qenz ... [OLL
aspects. First, a QC-LDPCCC is formed by re-connecting the ez Iz ... 2L
edges among a humber of consecutive QC-LDPC block codes; H=1 . : . o @
whereas our proposed CC-QC-LDPC code is constructed by [ 102 ... Tenn

combining variable nodes of consecutive block codes. Stcon

in a CC-QC-LDPC code, the coupling between consecuti K fivel B of si s f d
. . . . . Js

block codes is performed in a cyclic manner, i.e., the fir OCK TOWsS, respectively, anti'»?, of Siz€z x z, IS forme

block couples with the second one, the second one with t %cycllcally shifting the columns of an identity matrix thet

third one, ..., and the last one with the first one (similar ot by a;; (0 < a;, < 2) times. The codeword length is
tail-biting). Third, part of the original QC-LDPC block ced x z and the code rat& is lower bounded by? > 1 - J/L.
does not couple with other block codes. ) )

The contributions of this work can be summarized &8 Decoding Algorithm
follows. Firstly, we propose a new class of QC-LDPC codes In the realm of LDPC decoders, the sum-product algorithm
called CC-QC-LDPC codes. Secondly, we propose a comp@SPA) is the most widely used decoding scheme and is also the
ite decoder architecture, which consists of subordinate Q&ssence of many other variants such as min-sum (MS) decod-
LDPC sub-decoders, for the decoding of CC-QC-LDPC codesg. Also known as belief propagation (BP), SPA carries out

ere L and J denote the number of block columns and



Algorlthm 1 Equivalent Layered DeCOding for the QC-LDPCThe check-node processing function is then
code in (1) using SPA

Initialization sign(aumn) = H SigN(Brmn’) Q)
setAn = Bmn = 2yn /o2 and amn, = 0, Ym,n n! €N (m)\n
Iteration
for iteration: =1,2,---,1 do
for layerj =1,2,---,J do — 41 ) — 6
o erams 15 0% do lamn =67 | D (B ) = ¢ (1Bnn ) ()
for check nodem = (j —1)z+ (-1 &+ 1L, (G- 1)z + n'E€N(m)

(G-1)&+2--,(j—1)z+g& do

for ¥n € N (m) do where 1 z
update the C2V messages,, in the current layer using ¢(z) =¢  (x)=—log (tanh 5) . (7
@ — 2tanh1 H tanh (ﬁﬂ) @) [1l. CYCLICALLY-COUPLED QC-LDPC QDES
n EN (m)\n 2 As demonstrated by LDPCCCs, using spatial coupling is
_ _ an effective way of improving the loose constraints suffere

update the APR3,, of the variable nodes using by short codes such that an enhanced decoding capability is
achievable [10]. In this paper we propose a structured sub-

P =dn+ Z Fm’n ©)  class of QC-LDPC codes which are constructed by cyclically

m’ € M(n) coupling a number of QC-LDPC sub-codes. Similar to QC-

" : : LDPCCCs, the proposed cyclically-coupled QC-LDPC (CC-

{2{,;'}?% T?d%digﬁ(n) AND In the next layer, le., QC-LDPC) block codes can be constructed from an original

update the V2C messagﬁsﬂ,,n in the next |ayer using QC'LDPC sub-code. FII’St, we divide the pal’lty-CheCk matrix
of a QC-LDPC sub-code into three portiod¥;, H,, and

Bt = Bn — Qi (4 H,. Hence, the parity-check matrix of the sub-code can be
end for rewritten from (1) to
end for
end for Hs = [Hz H,. H'r] ) (8)
en§’}§'rf°r By cyclically-coupling K such sub-codes, we form a CC-QC-
LDPC code whose parity-check matrix is represented as
end for
Decision 1 L )
setZ, =0 if 8, >0, or seti, = 1if 8, <0, Vn. I‘;z If)m g% Iffn P(I)3 g g
0 0 0 o H ... 0 0
Hee = . . . . . . s
iterative message-passing processes to achieve coneergen : : : : : - : :
; : : o o o o0 o0 - HFE' o0
for all constrained variables. To speed up this convergence H o o o0 o o HK HE
a layered decoding schedule making an immediate use of the T l m ©

updated messages can also be employed. Note that in this paper, we assume that all the sub-codes are
Considering the parity-check matrid in (1), we denote jjentical. In general, they can be different.
the check-to-variable (C2V) message with,, and variable-  \ye assume that each sub-cdie consists ofJ x L sub-
to-check (V2C) message with,..,, wherem = 1,2,--- .M matrices each of size x z. We use the following notation to
andn = 1,2,---,N. We further defineN'(m) as the set (g|5te adjacent sub-codes. We denote the sub-code to thie cyc
of variable nodes connected to check nedeM(n) as the eft of the current sub-code as the preceding sub-code,fend t
set of check nodes connected to variable nedeV(m)\n  gne 10 its cyclic right as the following sub-code. For exagppl
as the set\'(m) excluding variable node;; and M(n)\m it the current sub-code i§H7 |, H?], the preceding sub-
as the setM(n) excluding check noden. For each layer ~,qe will be [H2 H2, H2], and the following sub-code will
(i.e., block row),z check nodes can be divided infogroups ¢ [H! H2 HI). Referring to (9), we say thaH, of the
that are processed in a sequential order. Finally we Qe_netﬁrem sug-cocrzle couples wilH, of the preceding sub-code
A as the channel message (CM) afid as the a posteriori pecaysdl, andH, correspond to the same block columns in
probability (APP) for variablen. The layered SPA decodmg(g) but they come from different sub-codes. Hence, we also
is summarized in Algorithm 1. In our design a binary inputz5, say tha, of the current sub-code couples wikl; of
additive white Gaussian noise (BI-AWGN) channel is assumeggl, following sub-code. Sincl; and H, correspond to the
and hence\,, is initialized a2y, /o*, wherey,, is the received game plock columns in (9), they must have the same number
value ando is the standard deviation of noise sampleg piock columns. We call the number of such coupled block
We computef, in the log-likelihood ratio (LLR) form and cojymns as the coupling degree and denote itbyin other

therefore its sign bit exactly symbolizes the bit state. words, bothH, and H,. consist of.J x W sub-matrices and
H,, consists of/ x (L —2W) sub-matrices. Then the rate of
C. Modified SPA for Implementation the CC-QC-LDPC code is easily shown to be lower bounded

J
Due to the nonlinearity of (2), SPA cannot be implementeb - Note a_lso that the check-node degree of the
with simple circuits unless some algorithmic adjustmemes acC-QC-LDPC code is the same as those of the sub-codes.
made. An adder-based architecture is implemented by int#§-other words, coupling the QC-LDPC sub-codes to form a
ducing extra log-domain mapping and demapping units [29F.C-QC-LDPC code will not increase the check-node degree.



In summary, a CC-QC-LDPC code is constructed by cycli- channel messages. Each RAM contains memory loca-

cally couplingK QC-LDPC sub-codes. Moreover, the parity- tions that can be accessed easily based on their inde-
check matrix corresponding to the original QC-LDPC sub- pendent addresses.

code consists of block rows andL block columns, and each 3) The third category includes a switch network that con-
block is a circulant matrix of size x z. Among theL block nects the layered decoder and RAMs. The switch net-
columns,IW of them (i.e.,H;) share the same variable nodes work is implemented with multiplexers and controlled
with the preceding sub-code, anothér of them (i.e.,H,) by a controller.

share the same variable nodes with the following sub-code;The V2C messages are stored in sign-magnitude formats.
and the remaining. — 2 of them (i.e.,H,,) do not couple These V2C messages are used to compute new C2V messages
with any variable nodes of other sub-codes. by the CNP that executes (2). Then other existing C2V
The structural features of CC-QC-LDPC codes shall benefifessages and channel messages can be retrieved from the
the corresponding decoders in a hardware sense compaé@esponding RAMs and added to the newly updated C2V
with other codes having equivalent decoding capabilitiethessages by the VNP. The purpose is to evaluate the new V2C
Firstly, the overall CC-QC-LDPC decoder architecture can nessages using (4) and the APP using (3). For conveniemhce, al
assembled from subordinate decoders of smaller size t@eedthe updated C2V messages are converted into 2’s complement
the complexity. In our architecture, the decoder M after format in advance. The newly generated V2C messages have
modification is used as a sub-decodertdf.. Secondly, the to be first converted into sign-magnitude format by the C2S
decomposable structure endows the decoding with a chancee@fiverters before being stored into the RAMs whereas the
high parallelism, which is especially appreciated by discu updated C2V messages are stored without further conversion
and critically relevant to the throughput. Thirdly, wherethAll the updated messages are then ready to be used for the
sub-codes are identical, some decoding circuits (e.g.tiinubecoding of the following layer in the layered decoder. Atie
plexers and controllers) can be shared and hence the ha&dwse-defined number of iterations has been performed, the VNP
efficiency is improved. We make use of these advantagessimall make decisions on the received bits based on the APP
our proposed decoder architecture, the details of which arglues (3) which have been updated according to the C2V
presented in the following sections. messages and channel messages.
Note that CC-QC-LDPC codes differ from QC-LDPCCCs The layered decoder adopts a parallel structure that simult
in several aspects. Firstly, a CC-QC-LDPC code is consttuctneously processes a group of check nodes and their assbciate
by combining variable nodes of consecutive block codes. Fagiriable nodes. During the decoding of Laygrthe groups
example, H2 andH; correspond to the same variable nodeglenoted byg = 1,2,..., G are sequentially processed. When
Secondly, in a CC-QC-LDPC code, the coupling betweghe memory locations of the messages have been approypriatel
consecutive block codes is performed in a cyclic manner, i.allocated, the different groups can simply be controlled by
the first block couples with the second one, the second ogeunters that are incremented by one at each clock cycle.
with the third one, ..., and the last one with the first onAnother function of the controller is to switch the connent
(similar to tail-biting). Thirdly, part of the original QCDPC when the last group of Layej has been processed and the
block code, i.e.H,,, does not couple with other block codesfirst group of Layerj + 1 (or Layer 1 if j = .J) is to begin.
Referring to the structure of a CC-QC-LDPC code, the
C2V messages corresponding Hy and the V2C messages
IV. CC-QC-LDPC DECODERARCHITECTURE corresponding td,. are updated by the current sub-decoder.
A. Overall Architecture However, these two types of updated messages are to be used
. y the preceding sub-decoder and the following sub-decoder
The overall architecture of our proposed CC-QC-LDP espectively. Hence, these messages are stored withidartic

decoder is illustrated in Fig. 1. In this architecture, thare storage arrangements such that memory redundancies can be

K identical sub-decoders and a.global c.ontroller.. Moreov inimized. Details of the message storage will be discussed
the sub-decoders are connected in a cyclic way, similargo Section IV-C

coupling among the corresponding sub-codes. The comp®nent

in each sub-decoder can be classified into the followingethre ] )
main categories. B. LUT-based CNP with Parallel Routing

1) The first category includes the computational logics (and” CNP based on look-up tables (LUTSs) is applied in our
registers for pipelining) consisting of (i) check-nod@'chitecture to_reahze the quantlze_d SPA [12]_. In otherdsor
processor (CNP), (i) variable-node processor (VNPBhe CNP consists of functional units performioy(I;, I;) =
and (i) format converters (2's complement to sign@Q {2 tanh™' (tanh% tanh %) } whereQ denotes quantiza-
magnitude (C2S) and its inverse (S2C)). The functioion. Then the C2V updating formula (2) can be completed by
of these logics is to update the edge messages betwegpmeatedly using such LUTs. To reduce the gross usage of the
the variable nodes (VNs) and check nodes (CNs). Sint&Ts, a recursive structure has been proposed in [30]. At firs
we adopt a layered decoding, we called this category thfe partial V2C products (in hyperbolic tangent domain) can
components a layered decoder. be bidirectionally achieved with two sets of cascaded LUTS,

2) The second category includes the random access meyaeh LUT taking in an untapped V2C input and the up-to-
ories (RAMs) which store the updated messages addte partial product. Then the resultant C2V message to each
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Fig. 1. The overall architecture of the CC-QC-LDPC decodée messages passing between adjacent sub-decoders &esl igrasterisks.

G 0: 0 Op 05 05 07 Oy Qo Ow Ou Oz O Ou eventually be decomposed into

Qey = 2tanh ! H H tanh (%) (11)

1<t<T v/eS?

whereT' denotes the total number divisions made (or equiva-
lently the number of levels) an8? represents the set of vari-
f ‘”5" able nodes separated from the set containirag thetth divi-
I L sion. Accordingly, we havé} = S” andS3 |J S --- Sy =
Fig. 2. The parallel structure of LUTs in the CNP with. = 14. SU\U' . . . .
I ~ Ia and O1 ~ Ou4 are the V2C inputs and C2V outputs, respec- AS @ natural representation, a binary tree is adopted tillu
tively. Solid/hollow nodes represent the LUTs and the asaepresent the trate our division strategy. We consider an example in which
e b 1 o Doy e checkniode degree equalk i, d. = 11. Referring o
circles and lines are, respectively, the LUTs and valid eations related to Fi9- 2, there are 14 variable nodes afid- 4 levels. In the first
the computation 0D . level, the variable node§, ~ Ig are assigned to the sub-set
P, while the remaining nodeg, ~ I,4 are assigned to the

) ) sub-setP; _,. Note that we allow the larger sub-set (i.By, 1)
variable node can be computed by feeding another LUT Wi}y contain 8 elements so that the number of hierarchicaldeve
two partial V2C products, whlch come from different sets of 21 pe minimized. NextP;_, is further divided intoP,_;
LUTs. For a check node with degreg, this type of CNP containingl; ~ I, and P»_» containingls ~ Is; while P;_»
consumes a total df(d. —2) LUTs. d’s&iivided intoP,_3 containingly ~ I, and P,_, containing

One notable drawback of this structure is that the casca . ; :
LUTs may cause a significant delay, which equals— 2) 7 lel3 and/4. At this level the size of every sub-set is a power of

wherer is the average delay caused by each LUT. Here weand hence equal divisions can be executed at the subsequent
reroute these LUTs to make them operating in parallel. Wevels, as shown in Fig. 2. Note that we can decomp@ése
denote the set of variable nodes connected to a degireeck at either the third level or the fourth level, and hence bigth
nodec by {I; : 1 <i < d.}. Our target design can be derived,q 1, can have two different labels. In Fig. 2, each filled

by dividing these variable nodes in a hierarchical manrniest,F . .
w)é divideg{IZ-} into 2 sub-sets. Next we consider a Speciﬁgrcle/node represents an LUT that outputs the partial peod

variable nodey € {I;} which must fall into one of these two Of & certain sub-set. These filled nodes reflect the division

sets. We usé&?/S? to denote the sub-set that includes/excludetrategy and also make up a binary-tree structure. Note that

v. Then the C2V message passing frorto v is written as  the root node (at the 0-th level) is omitted because there is n

need to compute the overall product of the variable{dg}.

H tanh (%) H tanh (%) . After dividing the sef{I;} into different sub-sets, the partial

ey g prod_uc_ts of these sub-set_s (at dlffere_nt levels) need to be
multiplied together according to (11) in order to compute

If we keep dividing the sub-set in which exists, (10) can all the C2V messages. Without loss of generality, the output

o e A
27"

o Lo Iy T

12

ey = 2tanh™!



(denoted byO,) to the first variable node, which is computedC. Memory Arrangement

using I ~ I, is considered. According to the above |, oyr decoder, the message storage is fulfilled by RAMs
divisions, the required partial products @2, P2, Ps—2, that have been organized to fit the code structure. In each sub
and Py, (refer to nodes along the dashed line in Fig. 2). Weoge, thez check nodes forming one layer are connected to
will complete the multiplication among these partial protiu 5 common variable nodes. This characteristic allows the
using three cascaded LUTs at three levels. As illustrated iReck nodes to be split int6' distinct groups such that/G

Fig. 2, P1_» and P, are used to computé’,_;, Which  check nodes can be processed in parallel. As a result, zofotal
becomes the partial product df ~ Iis. Next, P,_, and G RAMs are required to store the edge or channel messages
Ps_ (the product ofl; and I,) are used to comput®;_;, corresponding to each sub-matrix of the sub-oaled each
which becomes the partial product &f ~ I14. Finally, Ps_2  RaM should contain entries.

(i-e., I2) combines withP;_, to compute the result;_, (i..,  Recall that for each sub-code of the CC-QC-LDPC code in
O1), which is the partial product ofy ~ I,4. After taking (g) there is a corresponding sub-decoder in Fig. 1. Further
all outputs into account, we minimize the total number ore, each sub-code is divided into three portions, Eg,,
LUTs re_quired by re-using all the partial .produ<.:ts as mucﬁm andH,.. We consider thé-th sub-codek = 1,2, ..., K)

as possible. For examplé;_; can be combined with each of 5 ts corresponding sub-decoder. The sub-decoder ismesp
the elementsfq and /) in P, to produce two outputsh>  gjple for updating all the C2V messages of the sub-code. The
and O,). Hence, the path for pr(_)ducm@g differs b_y only  yariable nodes corresponding ¥,,, of the k-th sub-code are
one segment (LUT) compared with that for produciig not shared by other sub-codes. Thus, these edge messages can

As shown in Fig. 2, another LUT tree formed by thé)nly be updated by thé-th sub-decoder. However, variable

hollow circles/nodes and mirroring the tree formed by thré(_)des corresponding ﬁ_il of the k-th sub-code are common
filled circles (from the second level downwards) has beé(}ll'th tho_se corresponding tH, Of_ the (k — 1)-th sub-code;
constructed. In this tree, the output of each hollow nodd'd variable nodes corresponding ¥, of the k-th sub-
will be shared by the subsets/variable nodes of the subSgf€ aré common with those correspondingHp of the

corresponding to its symmetric node. For example, the dutp ;F 1>;:| subd—code. A(sj a risul\t/,zvcve can choose using t(l;_e
of P,_, will combine with the respective subsets®f_; (i.e., ** _iu -decoaer t;) ;Jp athe ¢ be g rlnes_sager? corr:espon ing
P;_; and P5_,); and the output of?]_, will combine with to eitherH; or H, of the k-th sub-code, leaving the other V2C

: ; : messages to be updated by the adjacent sub-decoder. In our

the respective variable nodes B, (i.e., Pi—1 and Fy—). design shown in Fig. 1, thie-th sub-decoder is responsible for

Intuitively, a fewer number of levels in the (division) hi-updating the V2C messages correspondingltoof the k-th
erarchy implies a smaller delay of the critical path. It cafdub-code, leaving the V2C messages correspondirid;tof
be easily shown that the number of levédlsis bounded by the k-th sub-code to be updated by tfe— 1)-th sub-coder.
T > [log,d.]. Accordingly, the delay of the CNP can beHence, thé:-th sub-decoder is responsible for updating (i) the
minimized to2 ([log, d.] — 1) 7 with our proposed structure. C2V messages of thg-th sub-code; (ii) the V2C messages
Another observation is that a total &f(d. — 2) LUTs is corresponding tdd,, and H, of the k-th sub-code; and (iii)
employed and is the same as that required in the traditioitl¢ V2C messages correspondindp of the (£ + 1)-th sub-
structure. To construct our proposed symmetric-tree &trac code.
in a systematic way, we can make use of the following steps.Given the behavioral differences of the messages under

different sub-code partitions, the RAMs are classified fotar

i different categories and storage schemes. They are dedcrib
1) Forward Step: Placd. — 2 LUTs in parallel to form < foliows.

a balanced binary tree so that the minimum number
of levels is achieved. In this tree, the inputs of each
node (LUT) are the outputs of its children (LUTS) or
the leaves corresponding to the V2C inputs of the CNP.
2) Backward Step: Construct the mirror of the balanced
binary tree generated in the Forward Step from the
second level onwards. To every node at the second
level of the mirrored tree, the two inputs come from
the outputs of (i) the sibling of the corresponding node
in the original balanced binary tree and (ii) the sibling
of the parent of the corresponding node in the original
balanced binary tree. For example, we consiBér, at
the second level of the mirrored tree. The corresponding
node in the original balanced binary treefis ;. Hence,
the sibling of the corresponding node #_, and the
sibling of the parent of the corresponding nodé’is ».
The outputs of these two nodes therefore become inpUtsThe channel messages can be considered as an additionabfagieeck
of P2’71. nodes in which every sub-matrix is the identity matrix.

1) The first category of RAMs performs a dynamic stor-
age where the V2C and C2V messages corresponding
to [H,, H,] of each sub-code, are alternately stored.
During the decoding of Layej (j = 1,2...,J) of
the k-th sub-code, only V2C messages of that layer
and C2V messages of the other layers are required.
Consequently, we can save the memory by assigning
only one memory location for each variable-check edge.
After a V2C message has been accessed by the layered
decoder, the corresponding memory location will be
immediately overwritten by the updated C2V message
of the same variable-check edge. Each C2V message,
moreover, will be accessefl- 1 times in each decoding
iteration and shall be replaced by the V2C message
after the last use during the decoding of Layer 1



2)

3)

4)

To

(or Layer J if ;7 = 1). Numerically, the total number State 1 vic State 2
of RAMs in the first category for each sub-decoder iém [Setl] == [/ Mager 7777

v2C, Layer 1
J(L—-W)z/G. 2 san] Caver 3 vag, (e T e
The second category of RAMs are dedicated to storing Layer = [setT] Layer 4
the C2V messages corresponding Bh. These C2V
messages, while updated by the current sub-decoder,
will be used in the V2C and APP message-updating
process of the preceding sub-decoder. In consequengg,. 3 State 4
each RAM is continually read by thg — 1)-th sub- N— —
decoder (oK -th sub-decoder if: = 1) but written only vac,  Layer2 Layer2
when a specific layer of the-th sub-code is processed.vac 38— Mo 770 s S e
The total number of RAMs in this category for each st i LCSW\ """

sub-decoder iWz/G.
The third category of RAMs are dedicated to storing

the V2C messages correspondingtp. As opposed to Fig. 3. Two sets of V2C-dedicated RAMSs alternate to serveotﬂtda or even
the second category, these messages are producedff 1 1750, V208 e messages o corvin (1t b preceding
the preceding sub-decoder and are used by the current

sub-decoder to update its C2V messages. Among the

C2V messages (i.e., correspondingHg, H,, andH,) D. Switch Network

updated by the current sub-decoder, moreover, thos§, each sub-decoder, the layered decoder and the RAMSs
corresponding taH; will be returned to and used byneeq to be connected perfectly in order to complete the
the preceding sub-decoder. Since all sub-decoders 8fgcessing of the/ layers of the corresponding sub-code. To
operating at the same time, the preceding sub-decodggce the complexity, we make use of a network that switches
will be writing V2C messages to the RAMs while theay e py.-jayer to correctly arrange the messages passed be
current sub-d_ecodens r_eadlng them. To ensure that th@fgen the layered decoder and the RAMs. Specifically, we
are no conflicts occurring when the sub-decoders fge muitiplexers to fulfil this task. Denoting RAR)(as one
writing to/reading from the third category of RAMS, We,r more RAMS in theith category as specified in Section IV-C,

allocate two sets of RAMs to alternately and respectively, o, input port selects data frafpossible output ports where
convey the V2C messages for the odd and even layerspfig given as follows.

each sub-code. Referring to Fig. 3, when Set 1 of RAMs

is being accessed for the decoding of Layém the k-th 1) From the layered decoder to RAM(1, = 2.
. ; 2) From the layered decoder to RAM(2y, = 1.

sub-decoder, Set 2 of RAMs is written by tffe— 1)-th

. . 3) From the layered decoder to RAM(3y, = J/2.

sub-decoder (o#<-th sub-decoder it = 1) with the
. o 4) From RAM(1) to the layered decode?, = J.

V2C messages for Layer+ 1 (or Layer 1 if j = J)
of the kth sub-code. Similarly, when Set 2 of RAMSs is 5) From RAM(2) to the layered decodf, = J.
: Y, 6) From RAM(3) to the layered decoddp, = 2.

being accessed, Set 1 of RAMs is being written. Using 7) From RAM(4) to the layered decode, — J

this method, the memory efficiency is optimal in terms , )
of the RAM usage. Altogether, there a8/ >/G such Note that the worst scenarios are mentioned here Raruwhn

be much smaller for a certain configuration or a specific code.

RAMSs required for each sub-decoder. k ) ¢ -
For example, ifG = z, there will be a fixed connection from

Distinct from the previous categories, the last categéry X
RAMs stores the channel messages. During the decodfRGM(4) to the layered decoder, i.€? = 1.

process, the channel messages are kept unchanged a pere are also multiplexers connecting the RAMs and the
gddress counters because the initial addresses vary for the

continually output to the layered decoder for updatin : ; ,
the V2C and APP messages. After the decoding ecoding of different layers. To control the read and write

the current codeword has been completed, these RARIresses of the RAMS; moduloG counters with strong
are loaded with a new block of channel messages fign-out capabilities, each with a different output numizee
the decoding of the next codeword. Totally, there alxéeeded. For the read/write address port of eagh RAM setpctin
(L—W)z/G RAMs in this category for each sub-output numbers fromP counters, the following cases are
decoder. concluded:

1) read operation of RAM(1)P = J;

2) read operation of RAM(2)P = J;

3) read operation of RAM(3)P = 1,
summarize the above discussions, a total of4) read operation of RAM(4)P = .J;

[(J+1)L+W]z/G RAMs each containingG entries 5) write operation of RAM(1),P = 2;

are required for each sub-decoder. Since thereareub- ~ 6) write operation of RAM(2)P = 1;

decoders, the overall memory size of our proposed decoder) Write operation of RAM(3),P = .J/2.

architecture equal& [(J + 1) L + W] zd bits whered is the Note that the conclusions of the multiplexing cases are con-
width of each message in binary format. sistent with the arrangement of the RAMs.



Vi V2 Vo Vo Vs Ve V7 Ve Vo Vio Vir Via Via Vie Vis Vis Vo Vi first stage when check node; Gs activated, the first

E ' ; : 1 L ; entries of these RAMs are accessed for the messages
(oS 11 1 1 Subcode s {V52C1, V92C1, V112C1}. They, together with V2C;

Cs Il E 1 Ine at the first entry of RAN1, are fed into the CN® The

E B R I e A E updated C2V messagé€,2Vs, C;2Vy, C,2V1;} will

C7 : : : : overwrite the original V2C contents in the first entries of

G 1 1 1)1 {RAM,5, RAM,7, RAM,9} and will be used in State 2;

i" : Sub-code b < - ! : ! - whereas the updated C2V message®'\¢; will replace

oh T+ the original one stored in the first entry of RAS and

co| |1 1 IE will be instantly read by the sub-decodein the next

(second) stage.

RAM, 1 RAM,3 RAM,5 RAM,7 RAM,9 RAM, 11 RAM, 13 2) Wlth the updated cav messagqg:l 2V5! 012\/91

Vi2G, €2V, VsCo VoG VirCy cM, CMy C:12V11}, sub-decoded further computes the V2C mes-

V,2C, C,2V, Ve-Ca V-C; V-G, CMs CMy, . .

Va2Cs cav, VG Vs VirGs M, My sages corresponding to variable nodgs Vo and V4.

RAM,2 RAM,4 RAM,6 RAM,8 RAM,10 RAM, 12 The other C2V messagegjf)zvg), Ci2Vy, C62V11}

V2G4 C2V, V4-Cy Vy-Cy Vi-Cy CM;, . . .

Vaacs cav, VeCs VrCs VirCs oMy at the second, first and third entries ¢RAM,6,

YaC, Al YeCe Vel Vil M RAM,8, RAM, 10} are therefore retrieved. Moreover,

RAM,1 RAM,3 RAMLS RAM,7 RAM,9 RAM,IT | [ RAM,13 sub-decodeb provides C2V messages concerning, V

V102Cy C72Vyy Vi-C7 Vig-Cy Vi-C; CM;3 CcM,

Viac, v Ve, Ve, Vit oM oL They are G2V1; and Gy2V;; located at the second and

Viu2C G2V Vi YirCs Vil CMis M first entries of RAM3 and RAM4, respectively. (This

T i e e e Fane shows the coupling effect between the sub-cadesd

Viu2Cy Cu2Vs, VieCu VisCu Vi-Cu CMy, b.) Together with the channel messaggdM;, CMy,

V102Ciz Ci22Vyo Vis-Ciz Vir-Ciz Vr-Ciz CM;g .

CMy; } retrieved from{RAM 11, RAM,12, RAM, 13},

Fig. 4. A CC-QC-LDPC code Witk = 2, L = 4, J = 2, W = 1 and sub-decodera updates the V2C messaggy/s2GCs,
z=G=3. V92Cy, V112Cs, V112Cs}. The V2C messaged/s2GC;,

V92Cy, V112Cs} replace the original C2V messages

{C52V5, C42Vy, C62V11} stored in{RAMa6, RAM,8,

) ] RAM,10}; whereas V;2C;s is stored in the second
In this subsection, we make use of an example, where entry of RAM,1 in sub-decodeb. As shown in Fig. 9,

K =21L=4J=2W=1ladz =G =3 in State 2 during which sub-decodedecodes Layer 1,

to elaborate the decoding process of the proposed decoder. e contents in RAML will be used while the contents

As shown in Fig. 4, the code is constructed by two sub- RAM,2 will be updated.

codes, namely: and b, and therefore two sub-decoders are 3) Referring to the first stage of Fig. 5, sub-decoblemp-

used in the decoder. Each sub-decoder, moreover, contains 1 ° yates the messages related to check nogea@d its as-

RAMs: RAM1 and RAM2 for V2C messages corresponding sociated variable node§V;2Cyo, V152Ci0, V1s2Cio,

to leftmost block column (i.e.H;); RAM3 and RAM4 for V32Cyo} are read from the first entries diRAM,2,

C2V messages corresponding to same block column; RAM5 RAM,6, RAM,8, RAM,10} and the CNP then up-
to RAM10 for V2C/C2V messages corresponding to the other  j5tes tr’1e corres’ponding C2V messages, @02V,

E. Example

block columns (i.e.H,, and H,); and RAMll to RAM13 C102V13, Cio2Vis, Cio2Vs). Cio2Vy; is stored at
for the channel messages correspondindltg and H,.. We the first entry of RAM4 while {C102V13, Cio2Vis,
assume a discordant schedule as an example, i.e., when one

> ~HIEUIe C102V3} replace the original V2C messages stored in
sub-decoder is processing its first layer, the other sulbdtsc the first entries of RAM,6, RAM,8, RAM,10}.

is dealing with its second layer. To clarify the relevantitijm 4) Similar to decodes, decodeb then retrieves other C2V
terminology, the simultaneous decoding of the two layers messages{Co2V13, Cr2Vis, Cs2V3} from {RAM,5
described above shall be referred to as a state and each time paM,7, RAM,9) a}ld{Cg,ZV,?, Cs2V3} from {RAMa3’

slot within a state is called a stage. In our case, the degodin RAM,4} of decodera) and channel messageOM 5
procedure of one complete iteration is comprised of twaestat CMs, CM;} from {RAM,11, RAM,12 RAMb13})i

and each state is comprised of three stages. Fig. 5 and ¥ig. 9 Using the updated C2V messages in the previous step,

provide the step-by-step details of this process. decoded updates the V2C messagfé;;2Cs, V152G,
Referring to Fig. 5, the messages corresponding to the first V32Cs, V32Gs ). {V1352C,, V152Cr, V32Cs )} replace the

layer of sub-code: and those corresponding to the second original C2V messages iflRAM;5, RAM,7, RAM,9}

layer of sub-codeh are updated in sub-decodessand b, while V52C; is stored in RAM2 of decodera. By

respectively. analogy, the second and third stages of State 1 and the

1) At the beginning of State 1, the initial contents of  three stages of State 2 can be deduced. The descriptions
{RAMQS, RAM,7, RAMag} are V2C messages. In the are therefore omitted here.

SDue to lack of space, Fig. 9 is shown in the Supplemen-
tary Materials and is also available on the authors’ website “The design for a degree-4 CNP can be easily completed withrtiposed
http://www.eie.polyu.edu.hk/encmlau/ccqcldpcsupp mat.pdf. method and the result can be found identical to the traditistructure.



Comparing Fig. 5 and Fig. 9, an address-hopping can @ reading messages from the memory, (2) updating the C2V
found at the end of each State and, according to the discussioessages, (3) updating the V2C messages, and (4) writing
in Section IV-D, is fulfilled by switching the connected adds messages into memory.
counters. Another observation is t{RAM5, RAM7, RAM9} In Table I, we also list the complexity of the best-error-
and {RAM6, RAM8, RAM10}, both belonging to the first performing LDPC convolutional code (LDPCCC) decoder in
category of RAMs, keep swapping their roles as storage [30]. Firstly, a strong memory size contrast can be notibad.
V2C and/or C2V messages in successive states. We refemderically, even the largest CC-QC-LDPC decoder consumes
such type of storage as dynamic storage. only 13.4% (2,359,296 bits versus 17,558,528 bits) of the

In Fig. 6, the switch network between the RAMs and theDPCCC decoder memory. Next we compare the CC-QC-
layered decoders is illustrated. Since there are two dagodiLDPC decoder of codé having degree-16 parallelism with
states, 2-to-1 multiplexers are exclusively used for da&a ghe LDPCCC decoder. It is shown that with a lower combi-
lections at all input ports (except for the channel messagestional ALUTs and registers requirement and a substantial
becausei = z). Each multiplexer is controlled by the Statdower memory requirement, the CC-QC-LDPC decoder can
signal & that is negated by the controller every time threachieve a 3.0 Gbfsthroughput, i.e., 50% higher than that
decoding stages have been completed. Sisice- 2, most of the LDPCCC decoder. Note however that the total number
multiplexers are paired up and each multiplexer in a paif iterations are different for the CC-QC-LDPC decoder and
delivers the message for one of the two layers. In this dragraLDPCCC decoder. One feature of the LDPCCC decoder in
the network used for routing messages internal to the syBo] needed to be mentioned is that it adopts a fully pipatini
decoder is shown in the lower part while that for routingtructure so that all the iterations are performed by a safie
messages external to the sub-decoder is shown in the uppercessors. Therefore, its hardware size is proportiantie
part. The routing reveals how the sub-codes are cyclicaltgration number while its throughput is constant. Moreove
related and meanwhile possess respective autonomies.  the better the target BER, the higher the implementation-com

The above example can also be used to show the scalabifitgxity. In contrast, the proposed CC-QC-LDPC decoder can
of the proposed architecture. If the code length needs to fhexibly trade between the BER performance and throughput
extended, we can simply insert replicas of the sub-decodessadijusting/ with a given complexity.
in a ring-shape manner as illustrated in Fig. 1. Details with  Note that we select the parametdfs= 4, L = 28, J = 4,
each sub-decoder are left unchanged and so are the incoming= 4 such that our CC-QC-LDPC code achieves the same
controlling signals. Then statistics will be scaled up adeo code rate (i.e.;/6) as the LDPCCC in [30]. For a given sub-
ingly including memory, logics and throughput. Similalye  codeH, = [H; H,, H,], adjusting the coupling degreé
decoder can also be scaled down by extracting sub-decodgis the following effects. Generally, the larger the number

out and splicing the remaining parts together. of coupling columns (i.e.l), the more hardware required. A
larger overlapping region calls for a larger number of adder
V. IMPLEMENTATION AND PERFORMANCE implement the VNP. It also consumes more memory locations.

The proposed decoder has been implemented on an Altdr¥ill also more I|k3Iy improve the BER. However, the code
Stratix IV EP4SE530H35C2 FPGA which providess, 960 '€ (given byl — =) is reduced and so is the information
Adaptive Look-Up Tables (ALUTs) anth, 624 memory logic rate. So the coupling degree should be the result .of tradeoff
array blocks (MLABs). CC-QC-LDPC codes of raig6 are between error performan(?e and. hardware complexny.
constructed withk = 4, L = 28, J = 4, W = 4 and sub- Based on the FPGA simulation on code with degree-
matrix sizes ofz = 128, 256, 512, 1024. Assuming that 4-bit 16 parallelism, an experiment is conducted to collect the
quantizatiofi is used together with0 decoding iterations (i.e., BER results of our proposed CC-QC-LDPC decoder. In our
I = 10), Table | shows the implementation details of our ccSimulations, binary phase-shift-keying (BPSK) modulagmd
QC-LDPC decoders. For codé, B andC, each sub-decoderAWG_N channels are applied and the numbe_r of.decodlng
adopts a degree-8 parallelism but for cafleboth 8 and 16 |terat|onsI_|s assumed to be 10. As shown in Fig. 7, no
parallelism degrees have been attempted. It is observed Or floor is observed above a BER i~ 14, Moreover, at
there is not much difference in the complexities of the fiosrf Ey/No = 3.5 dB, we are able to decode all the received
cases except that their memory sizes hold a linear depeadehd? * 1016_ bits correctly. Such evidence suggests that er-
on 2. For CodeD, when the parallelism degree is increasefp! floor might be bounded by0~'¢, although a hundred
from 8 to 16, the number of ALUTs and registers are abodimes more bits are required to be simulated to ascertain the
doubled but the number of memory bits remains the same Statistical significance of this bound. The error perforown

All the implementations are evaluated at a normalize®f this CC-QC-LDPC decoder is compared with that of the
clock rate (100 MHz) for an evident comparison and tnaforementioned LDI_DCCC decoder. Refgrrlng to Fig. 7, we can
information throughput®) is related to other parameters a@PServe that there is only a 0.02 dB difference at a BER of
T = K2LW)  poy, whereN, is the number of pipelining 10~'2 and the gap is narrowing d8, /N, increases. Next, we

stagéé]fJirsN%e code rate and is the clock frequency. We investigate the gain of the CC-QC-LDPC code due to coupling.

have arranged four stages in our design, which are taskéd witd- 7 Plots the BER curve of the QC-LDPC code without

5A larger number of quantization bits results in a higher clexify of, 6The maximum clock rate based on our implementation modelightly
namely, CNP, VNP, memory size, etc., but a better error pedioce [31].  over 110 MHz, and hence the possible highest throughput3isGBps.
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Sub-decoder a
RAM,TT[RAM,12[RAM,13 RA N
CM, | CM, | CMy, Ci B 2
CM; | C© CMy, CM; | CMy | CM,
CM; | CM, | CMy, —— CM, | CM, | CM;,
RAM,6 | RAM,38 [RAM, 10 CM—>| RAM,6 | RAM,8 [RAM, 10] CM—>| RAM,6 | RAM,8 [RAM,10; CM——>| RAM,6 | RAM,8 [RAM,I0]
Ca2V, [ CaVy | CaVi v y Ca2v, RVa2Co| GV p p C2Vs KVa2CoKvi2Cl - V2C oK Va2CoRV12C
Ca2Vs | C2V, [ Cs2Vio V— Ve V2C] Cs2Vs | C2Vig V— vac Vi2Cs X V2G| Cs2Vin WV— vace V2C KV 2CoKVu2C
Ce2Vs | Ce2Vy | CeVay V2e— | ';:cy:;‘;’ L v Ce2Ve | Ce2Vs RVii2C V20— ';:Z:;:‘: C2v. Ve2Co| Ca2Vs KV112CY vzc;,'t;::;:‘_ C2v- V2CoRVs2CoRY12C
RAM,5 | RAM,7 | RAM,9 RAM,5 | RAM,7 | RAM,9 RAM,5 [ RAM,7 | RAM,9 RAM,5 [ RAM,7 | RAM,9
VG, | Va2Cy [ Vi2Gy ‘ T2V SKCi2VoaKCr2vi) ‘ T2V K2V, SKCaY, ‘ CavSKCavKTay,
VoG, | V26, [VidGy [, VoG, [ V2G, (VG | 0y C2V K C:2V, KC:2V, vaer [ C12Vs K C:2V, KC:2V 1)
V2C; [ V2Cs | Vi2Cy cav¢ V2G| VG [ Vi2Cy c2v+  [Va2G | VG [ Vi2Gs c2v:  KG2V K T2V K 2V
RAM,2 RAM,1 RAM,2 RAM,1 RAM,2 RAM,1 RAM,2 RAM,1
V2G4 V.2C, A V;2C, Vi2C, A V,2C, Vi2C; ! V,2C,, Vi2C,
V.2Cs V,2Cy V.2Cs V2C, V.2Cs V,2C, V,2Cs V.G,
V.2C Vi2Cs V,2Cs V2C, V,2Cs Vi2Cs V12Cs V:2C,
RAM,3 | RAM,. 4 RAM,3 | RAM, 4 RAM,3 | RAM, 4 AM,3 | RAM, 4
Ci2V, | C2V, C2V ) C2V, C,2V, 4 C2V, Ci2V, ] C2V,
C:2V, | CaVs v+ Ca2V, | CaVy cav+ G2V )| C2Vs Ccave 2V, ] C2Vy
C2Vs | CaV, e C;2V; [[CaVy vacs 32V | C2Vy VacH 12V Ca2Vi
————— -> Stage 1 _———— > Stage 2 —_————— Stage 3 _———— >
c2v* vac* C2v*| Sub-decoder b |v2C* c2v* vacH
RAM,3 [ RAM,4 RAM,3 [RAM, 4 AM,3 | RAM,4 RAM,3 [RAM, 4
C2V1o [Ci2Vi; ] C2Vyy G2V, L C2Vio 7 ] C2Vie KCu2Vy,
C2Vy; | Cui2Vi C2Vy [Ci2Vi Ci2Viy Cy2Vyy KCu2Vy,
G2V, [ Cu2Vio C2Viy | Cix2Vio Co2V1; | C2Vin Co2V1, KCi2Vy
RAM,1 RAM,2 RAM,1 | RAM,2 RAM, 1 RAM,2 RAM,2
Vi2C; Vi2Cio V12C; Vi2Ci Viy2C, Vi2Cu Vi2Cr
Vii2Cy Vi:2Cyt e Vi,2Ciy e V.:2Cyy Vi2Cy
V1:2Cy Vi2Cix V1:2Gy Vi2Cry /122C V102Cr Vi2Cry
RAM,6 [ RAM,8 [RAM, 10) RAM,6 [ RAM, 8 [RAM, 10] [RAM,6 [ RAM,8 [RAM, 10] [RAM,6 [ RAM,8 [RAM, 10]
Vi2Cu [Vi2Cu | Vi2Cio | yaC+ L | c2v¢  KCuaViokCw2V K2V, vacH L1 cav: RV KCu?VioKCum2Y. VacH 102V SKC102V DK 2V
V12Cui | V12Cu | Vi2Cyy | Vi2Cyi | Vi2Cu | Vi2Cyy | | €112V, ¥C1i2V 1K C1i2V KC112Vi KC 112V, KCui2V
Vis2Ciz | Vi12Cra | V22Cia Vis2Ci | Vi2Cia | Va2Cr 152C1 | Vi2Cia | Va2Cip C122ViKC122ViKC a2V
Layered L d ;
RAM,5 [ RAM,7| RAM,9 V2C——f e C2v- RAM,5 | RAM, 7 | RAM,9 V20— e C2v RAM,3 [ RAM, 7| RAM,9 V20— RAM,5 | RAM,7 | RAM,9
C2Vy [ G2V | C2Vs s , C2Vi KVi2CH C2V, c KV12CKV12C G2V v RV12C KV 2C K Va2,
Ci2Vis | Cx2Vis [[CiVa V— Ve Ci2Vi1s | Ca2Vis KV32Cs 2V— vac Ci2Vis KVi2CoKV12Cs, 2V— RV 12CoRVi2CoR V32Cs,
Co2Vis | Co2Vir | G2V, CM——>| /1:2Co] Co2Vir | Co2Vy cM—»| /1:2Co] Co2Viy KV12Cs, CM—»| 7132CKV172C K V12Cs
[RAM, 11|[RAM,, 12|RAM,13 [RAM,,11{RAM,,12|RAM, 13 RAM,,11{RAM,12[RAM, 13 [RAM, 11{RAM,,12|RAM, 13
CMy; | CMy | CM; CM,; | CMy, | CM; CMy;; | CMys | CM; CM;; | CMy, | CM,
CM;s | CM,; | CM, CMy | CMy; | CM, CM,; | CM,; | CM, CM,, | CM;; | CM,
CM;s | CMys | CM; CM;s | CM;s | CM; CM;s | CMys | CM; CM;s | CMys | CM;
To be read Written Written and to be read
Fig. 5. State 1 of the decoding procedure in the example.
2VH(1) P tatated ~
Vo s :
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|
Sy ! 1
|
I
) 2V(d4)—| | Multiplexer: S,=0 at State 1 '
2V*(1 S, | and Sy=1 at State 2 |
----------------- ’
RAM,5 v RAM,6 Ve
L RaM6 — L vaco— RAWs — L vaca—
Layered Layered
decoder VeI decoder C2VE)
V2CE)— V200~
——C2v(d)— ——C2V(4)—
—V2c@)— —V2c@)—
T — [ ————ever————|
[ramtaz ————ewe————| (Rt ————eve————|
RAM, CM@4————] CM@A————

Fig. 6. The switch network for the decoder example. The numbreparentheses indicate the order of block columns in tiecede to which the messages
correspond.

coupling (i.e., using only one sub-code in cof®. We can node processor (CNP) that implements quantized SPA (QSPA)
observe that our proposed CC-QC-LDPC code outperforms thesed on LUTs. Two other CNPs, namely (i) approximate
original QC-LDPC code (the one without coupling) by mor&PA (ASPA) based on mappers and adders and (ii) min-
than0.25 dB at a BER ofl0~". Furthermore, a larger gain issum based on comparators, are also studied for comparisons.
expected at a lower BER. The BER performance of the QC-LDPC decoder is plotted in
Lastly, we examine the performance of our proposed chedkg. 8 when different types of CNPs are used. The floating-
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TABLE |
HARDWARE INFORMATION OF THE DECODER IMPLEMENTATIONS CODE A: z = 128; CODE B: z = 256; CODEC': z = 512; CODE D: z = 1024. ALL
THE CC-QC-LDPCCODES ARE CONSTRUCTED BY FOUR X 28 SUB-CODES WITH A COUPLING DEGREE OF. FOR COMPARISON THE INFORMATION OF
A LDPCCCDECODER IS IMPORTED FROM30] (CODE 2-P). ALL DECODERS ARE DESIGNED UNDER}-BIT QUANTIZATION .

z Stage No.G | Combinational ALUTs| Registers| Memory bits Clock Iteration No.I | Throughput (info bits)
Code A 128 16 66,285 43,798 294,912 | 100 MHz 10 1.55 Gbps
Code B 256 32 66,974 43,799 589,824 | 100 MHz 10 1.55 Gbps
CodeC 512 64 67,878 43,800 1,179,648 | 100 MHz 10 1.55 Gbps
Code D 1024 128 70,324 43,801 2,359,296 | 100 MHz 10 1.55 Gbps
64 134,170 87,575 2,359,296 | 100 MHz 10 3.00 Gbhps
LDPCCCI30] 512 512 170,102 105,505 17,558,528 | 100 MHz 18 2.00 Gbps
e [ \ TABLE I
Hooea i \ COMPARISON OF THECNPS USING DIFFERENT METHODS THE RESULTS
HE0 ARE COLLECTED BY SYNTHESIZING THECNP AND A PARTITION WITH
100E3 RN REGISTERED INPUTS AND OUTPUTS
1.00E-04
L0055 \ CNP Combinational ALUTs| Maximum clock
\ Min-sum [15] 309 210 MHz
£ A\ ] ASPA [29] 1068 140 MHz
S N\ QSPA (cascaded) [30 274 80 MHz
e \ \ QSPA (parallel) 277 220 MHz
1.00E-10
1.00E-11 \
1.00E-12 \\ =#-CC-QC-LDPC __|
\.\. e seen as much worse than the other decoders. We further

1.00E-14

3

3.3 3.4

Eb/NO(dB)

Fig. 7. The BER comparison of different decoders. The CC{@®C code
is code D and the QC-LDPC code is the sub-code of calle All the
results are obtained from FPGA simulation under AWGN chiniaed 4-

bit quantization.

1.00E+00
1.00E-01
1.00E-02
1.00E-03

1.00E-04

BER

1.00E-05

1.00E-06

1.00E-07

1.00E-08

/1

\

| —-BPsimulation
-=-QSPA

\

ASPA
=¥=Min-sum

\

\

3.3

3.4 3.5

3.6
Eb/NO(dB)

3.7

3.8

Fig. 8. The BER comparison of various decoders using diftei@NPs:
QSPA using the LUTs, ASPA using mappers and adders, and uminesing
comparators. All the hardware simulations are under 44pngjzation. BP is
the result of computer-based simulation with double-mieni floating-point
data. The simulations are all based on the same QC-LDPC citdewheck-
node degree of 28.

compare the complexity and clock frequency of these CNPs
by implementing them as independent processors. Refering
Table 1l, we observe that the ASPA CNP, despite having the
best BER performance, is much more complex than the others
in terms of the number of ALUTSs. As a matter of fact, the min-
sum decoding can also be considered as LUT-based. Thus its
usage of combinational ALUTSs is close to QSPAs. This is also
the reason why the proposed parallel structure can worlhéor t
min-sum decoder to achieve a possibly high clockratore
importantly, the delay improvement of the parallel struetu
from the cascade structure has been measured. By reamgangin
the LUTSs, the clock frequency of the proposed LUT-based
CNP has increased by over 140% without any degradations in
the complexity and computation accuracy. Although the adde
based CNP (ASPA) has a parallel structure, its delay is still
significant mainly because the output of its mapping unit tha
executes (7) has a larger width than the input. In summary,
if a slight error degradation is tolerable, our proposedjbelr
LUT-based architecture is an optimal choice for implenranti

a reduced-complexity check-node processor.

VI. CONCLUSION

A cyclically-coupled QC-LDPC (CC-QC-LDPC) code and
its decoder architecture are proposed and implemented usin
a FPGA platform. The decoder for a rate 5/6 CC-QC-LDPC
code has been implemented. It achieves a throughput of 3.0
Gbps. The BER results show that CC-QC-LDPC codes have a
high potential to outperform LDPCCC in decoding capability

point computer simulation result is also shown. With 4-bWith lower complexities. Moreover, afy, /Ny = 3-1560 dB, the
quantization, the LUT-based architecture (QSPA) degrages CC-QC-LDPC decoder can decode all thed x 10™ received
only 0.1 dB compared with the double-precision floatingapoi Rits correctly. The evidence suggests that error floor misght

decoder at a BER of0~7". Also at this level, there is only

“The maximum clock of the min-sum decoder appearing in Tabls |

a 0.03 dB difference petween the ASPA deCOder and tQ&ually the result of using the traditional (cascaded)cstire with min-sum
QSPA decoder. The min-sum decoder, however, is notatdyles (comparators) in the CNP.



bounded byl0~!6, although a hundred times more bits woulgps] J. Jin and C. ying Tsui, “An energy efficient layered dgiog archi-
be required to be simulated by the proposed system.
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