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Abstract. Extended hydrodynamic models for carrier transport are derived from the
semiconductor Boltzmann equation with relaxation time approximation of the scatter-
ing term, by using the globally hyperbolic moment method and the moment-dependent
relaxation time. Incorporating the microscopic relaxation time and the applied voltage
bias, a formula is proposed to determine the relaxation time for each moment equation,
which sets different relaxation rates for different moments such that higher moments
damp faster. The resulting models would give more satisfactory results of macroscopic
quantities of interest with a high-order convergence to those of the underlying Boltz-
mann equation as the involved moments increase, in comparison to the corresponding
moment models using a single relaxation time. In order to simulate the steady states
efficiently, a multigrid solver is developed for the derived moment models. Numerical
simulations of an n+-n-n+ silicon diode are carried out to demonstrate the validation
of the presented moment models, and the robustness and efficiency of the designed
multigrid solver.
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1 Introduction

Numerical simulations of carrier transport in semiconductors are of great interest in the
design of modern devices. As the characteristic length of device shrinks into submicron
scale regime, the famous drift-diffusion (DD) model [38] and its augmented version, such
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as the high-field model [19], become more and more inadequate to describe the important
transport phenomena [22]. In such situations, one has to turn back to consider the funda-
mental Boltzmann transport equation (BTE), which gives a mesoscopic description of the
charged particles in a semiclassical approximation. It follows, however, a great growth
of the computational cost for numerical simulations based on the BTE in comparison to
the DD model. This limits the widespread use of the BTE in a practical computer-aided
design (CAD) of semiconductors, and nowadays to develop some appropriate macro-
scopic models, that describe the transport phenomena well with a significant reduction
of the computational cost, is still receiving considerable attention. Following this direc-
tion, many models have been raised, such as energy-transport equations, hydrodynamic
equations and high-order hydrodynamic equations, see [22] and [28] for a detailed de-
scription. One of powerful and systematic approaches to derive the macroscopic models
might be employing Grad’s moment method [21] with an appropriate closure ansatz for
the resulting moment system. As pointed out in [22], the closure relations are crucial
for the successful usage of such method. A well-posed entropy maximum closure has
been proposed in [35]. Yet this closure is only of theoretical interest, for it depends on the
analytical expression of the distribution function, which is unavailable in general for the
system involving many moments. By imposing the derived quasi-linear moment system
to satisfy the essential hyperbolicity, a new closure without any additionally empirical
parameters has been presented in the context of the Boltzmann equation [7, 8] and the
Wigner equation [9]. The systematic derivation makes it possible to employ the hyper-
bolic moment system with moments up to arbitrary order as one of promising models
for the practical semiconductor device simulation. Moreover, the hyperbolic moment
system is expected to converge to the underlying BTE with a high-order rate as the in-
volved moments increase, for the Grad moment expansion can be viewed as a certain
Hermite spectral discretization of the distribution function.

As a preliminary application of the hyperbolic moment method therein, the simula-
tion of a simple n+-n-n+ diode, where the carrier transport can be depicted by the one
dimensional BTE with the relaxation time approximation scattering term, has been car-
ried out in [26]. It is shown that, for the diode with a channel of 400nm at the applied
voltage bias lower than 0.5V, the 5th-order hyperbolic moment system is able to give the
macroscopic quantities of physical interest, including current-voltage (I-V) characteristic
curve, electron density, mean velocity, potential and electric field, that agree well with
the reference obtained by the discrete velocity method (DVM) of the underlying BTE.
However, oscillations, that may introduce numerical instability of the method, is also ob-
served in those solutions, especially the temperature in the case the voltage bias larger
than 0.5V is applied. This makes the expected convergence of the system can not be
evidently verified, and restricts the application of the system to a more realistic device.

With careful and comprehensive observations, it is noticed that the scattering part
of the entire moment system, derived in [26], employs the same microscopic relaxation
time of the BTE scattering term. This is typically different from the usual approach of
deriving hydrodynamic and extended hydrodynamic models, where a set of one single
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relaxation time is adopted for each macroscopic quantity, see e.g., [1,2,4]. In order to give
accurate models, these macroscopic relaxation times have to be carefully calibrated from
the Monte Carlo results. As a result, the computational cost for the matching procedure
of all macroscopic relaxation times will become very expensive, if the moment system of
a very high order is considered.

On the other hand, according to the spectral viscosity method [36] and the filtered
spherical harmonics method [34], it is possible to prevent the oscillations and strengthen
the stability of the method by gradually decreasing macroscopic relaxation times such
that higher moments damp faster. Motivated by this, we propose in the present paper
an empirical formula, that incorporates the microscopic relaxation time and the applied
voltage bias with an additional single parameter, to give the relaxation time for each
moment equation. The required parameter is actually insensitive, and could be easily
determined via fitting solutions of the underlying BTE. With such a moment-dependent
relaxation time, it can be seen that oscillations in the solution of the modified hyperbolic
moment system disappear, and the expected high-order convergence of the system can
be well validated.

Apparently, the numerical scheme proposed in [26] is still suitable for the modified
moment models. For simulations of steady states, however, the state-of-the-art numeri-
cal techniques for efficiency improvement have not been sufficiently explored, since the
explicit time-stepping scheme therein takes a long time integration to achieve the steady
state. As one of most powerful approaches, multigrid methods [6,24] have been success-
fully applied for various problems, see e.g., [5, 25, 29, 33, 37]. In this paper, we are also
concerned with the development of multigrid solver for the derived models. In [25], a
nonlinear multigrid (NMG) iteration, which has a unified framework for the hyperbolic
moment system of arbitrary order, has been developed and demonstrated a significant
improvement in efficiency for the simulation of microflows. Unfortunately, this NMG
iteration can not be directly extended to the model under our current consideration, for
a coupled Poisson equation must be solved to provide the self-consistent potential and
electric field. Due to the importance of maintaining self-consistency throughout the it-
erative procedure, we develop an NMG iteration for the coupled problem, where the
Gummel method using the Richardson iteration with a symmetric Gauss-Seidel (SGS)
acceleration for the moment system part is utilized as the smoother. In order to effi-
ciently prepare a good initial guess, which is also important for the multigrid approach,
the interpolation of the solution improved by several NMG iterations on the coarser grid
is employed for it. Recursively applying this strategy then gives a full multigrid (FMG)
solver.

The rest part of this paper is organized as follows. In Section 2, the model equations,
including the one dimensional semiconductor Boltzmann equation, the self-consistent
Poisson equation, and the hyperbolic moment system of arbitrary order with moment-
dependent relaxation time, are introduced, followed with a unified discretization. Sec-
tion 3 describes the details of the Gummel iteration on the single grid level. Using the
Gummel iteration as smoother, in Section 4, the nonlinear multigrid iteration and the re-
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sulting full multigrid solver are presented. Numerical simulations of a classical diode are
then carried out in Section 5 to demonstrate the validation, robustness and efficiency of
the proposed solver. Some concluding remarks are given in the last section.

2 Model equations

2.1 Semiconductor Boltzmann equation

The carrier transport, in simplified semiconductor devices such as diode, where the im-
portant features of the charge transport are given in the direction parallel to the force
field, can be well modeled by the one dimensional Boltzmann transport equation [15]. In
steady state, it reads

v
∂ f

∂x
+

qe

m∗ E(x)
∂ f

∂v
=Q( f ), (2.1)

where f (x,v) is the probability density function (distribution function) of an electron at
position x∈ [0,L] and velocity v∈R, in which L is the length of the device. The constants
qe and m∗ are, respectively, the charge unit and the effective mass of electron. The electric
field E is defined by

E(x)=−Φx

qe
, (2.2)

where Φ is the self-consistent potential determined by the coupled Poisson equation

−ǫ0Φxx =q2
e (ρ−C(x)), (2.3)

with the boundary conditions

Φ(0)=0, Φ(L)=−qeVbias, (2.4)

where ǫ0 is the permittivity of the device material, Vbias is the applied voltage bias, C(x)
is the doping density, and ρ is the electron number density given by

ρ(x)=
∫

R

f (x,v)dv. (2.5)

Some other macroscopic quantities of electrons, such as mean velocity u, temperature θ,
are related to f by

ρ(x)u(x)=
∫

R

v f (x,v)dv,
1

2
ρ(x)θ(x)=

1

2

∫

R

|v−u|2 f (x,v)dv. (2.6)

The right-hand side of (2.1) is the scattering term representing all kinds of scattering
mechanisms, which are of essential importance when modeling devices [31, 39]. Taking
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into account only scattering with background impurities by the low density approxima-
tion, the scattering term can be replaced by a linear relaxation time approximation [15]
as

Q( f )=
1

τ
( f eq− f ), (2.7)

in which the relaxation time τ is computed by

τ=
m∗µ

qe
, (2.8)

and the local equilibrium distribution f eq is a Maxwellian given by

f eq(x,v)=
ρ(x)

(2πθL)
1/2

exp

(

−|v|2
2θL

)

, (2.9)

where µ is the mobility and θL is the lattice temperature with θL =
kB
m∗ TL. Here, kB is the

Boltzmann constant, and TL is the lattice temperature in Kelvin. Some choices of the
mobility for different characterizations can be found in [18], and in the present study we
would like to employ the electric-field-dependent formula

µ(E)=
2µ0

1+
√

1+4(µ0|E|/vd)
2

, (2.10)

where µ0 and vd stand for the low-field mobility and the saturation speed respectively.

For practical applications, the BTE (2.1) has to be equipped with proper boundary
conditions at the source contact x=0 and the drain contact x=L. In order to preserve the
electric neutrality numerically, we adopt the boundary conditions used in [16, 20] in our
simulations. Precisely, we have

f
(

0−,v
)

= cl f
(

0+,v
)

, f
(

L+,v
)

= cr f
(

L−,v
)

, (2.11)

where the coefficients cl and cr are determined by

cl =
C(0)

∫

R

f
(

0+,v
)

dv
, cr =

C(L)
∫

R

f
(

L−,v
)

dv
. (2.12)

In other words, the distribution function at the boundary is rescaled to satisfy the electric
neutrality.
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2.2 Extended hydrodynamic models

Following Grad’s moment method [21], we expand the distribution function f (x,v) into
a series as

f (x,v)=
∞

∑
α=0

fα(x)H[u(x),θ(x)]
α (v), (2.13)

where fα(x) are the coefficients, and H[·,·]
α (·) are the basis functions defined by

H[u,θ]
α (v)=

1√
2π

θ−
α+1

2 Heα(ξ)exp
(

−ξ2/2
)

, ∀α∈N, v∈R, (2.14)

in which ξ=(v−u)/
√

θ, and Hen(·) is the Hermite polynomial of degree n, i.e.,

Hen(x)=(−1)n exp
(

x2/2
) dn

dxn
exp

(

−x2/2
)

.

Note the basis functions H[u,θ]
α (v) are dependent on f via the local mean velocity u(x) and

temperature θ(x). With such an expansion, the first three coefficients have the following
simple relations

f0=ρ, f1 = f2=0. (2.15)

It is useful to introduce F [u,θ] and F [u,θ]
M to denote, respectively, the linear spaces spanned

by H[u,θ]
α (v) for all α∈N and α≤ M. Accordingly, F [u,θ]

M forms a finite dimensional sub-

space of L2(R,exp((v−u)2/(2θ))dv), and F [u,θ]
M ⊂F [u,θ]

M+1 ⊂···⊂F [u,θ]. If the equilibrium

distribution f eq∈F [u,θ], then we have the following expansion

f eq(x,v)=
∞

∑
α=0

f
eq
α (x)H[u(x),θ(x)]

α (v), (2.16)

where the coefficients f
eq
α can be calculated recursively by

f
eq
0 =ρ, f

eq
1 =−ρu, f

eq
α =

θL−θ

α
f

eq
α−2−

u

α
f

eq
α−1, α≥2. (2.17)

The detailed derivation of the above formula is presented in the Appendix.
Plugging (2.13) and (2.16) into the BTE (2.1), and matching the coefficients of the same

basis function, we will get an infinite system of equations for the mean velocity u, the tem-
perature θ and the coefficients fα. To make it numerically solvable, we choose a positive
integer M≥ 2 and select the finite system consisting of the first M+1 equations. This is

equivalent to approximating the distribution function f in the space F [u,θ]
M , i.e.,

f (x,v)≈
M

∑
α=0

fα(x)H[u(x),θ(x)]
α (v). (2.18)
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Unfortunately, such a finite system is not closed, since the coefficient fM+1 appears in the
last equation. An appropriate closure should be employed to replace it by an expression
involving u, θ and the first M+1 coefficients. Due to the essential role of hyperbolic-
ity in the local well-posedness of the system, we adopt the globally hyperbolic closure
proposed in [7, 8] in this paper. As a result, the final system of the first M+1 equations
becomes

θ
∂ fα−1

∂x
+u

∂ fα

∂x
+(1−δα,M)(α+1)

∂ fα+1

∂x
+

∂u

∂x

(

θ fα−2+u fα−1+(1−δα,M)(α+1) fα

)

+
1

2

∂θ

∂x

(

θ fα−3+u fα−2+(1−δα,M)(α+1) fα−1

)

=
qe

m∗ E fα−1+
f

eq
α − fα

τ
, 0≤α≤M, (2.19)

where δij is the Kronecker delta symbol, and fα is taken as zero if α= 1,2 or α < 0. Let

w = (ρ,u,θ, f3,··· , fM)T, then the above system can be reformulated into a quasi-linear
form as

M(w)
∂w

∂x
=G(w)+Q(w), (2.20)

where the left-hand side corresponds to the left-hand side of (2.19), G(w) corresponds
to the first term of the right-hand side of (2.19), and Q(w) corresponds to the second
term of the right-hand side of (2.19), respectively. As proved in [7], the matrix M is
diagonalizable and its eigenvalues are u+cj

√
θ, where cj is the jth root of the Hermite

polynomial HeM+1(x). That is, the system (2.20), or equivalently the system (2.19), is
globally hyperbolic, and hence is referred to as the hyperbolic moment system of order
M. From the macroscopic point of view, the hyperbolic moment system (2.19) can be
viewed as an extended hydrodynamic model for semiconductors. In particular, it gives
the classical hydrodynamic model when M = 2. Alternatively, in terms of numerical
methods, the system (2.19) is actually discretized from the underlying BTE (2.1) by the
Hermite spectral method in velocity space. Thereby, it is expected that the system (2.19),
or in other words, the truncated expansion (2.18), has a very fast convergence to the exact
solution of the BTE, as the order M goes to infinity when the solution is smooth.

However, it has been observed in Fig. 3 (see also in [26]) that numerical solutions of
the system (2.19) might contain oscillations in the local region, where the temperature
has a very large gradient. Consequently, a very high-order moment system, e.g., M=30
in Fig. 3, is required to get a satisfactory approximation of the exact solution of the BTE.
On the other hand, these oscillations may imply some instability of the moment method
when M is large. These strongly restrict the application of the hyperbolic moment system.

In our preliminary study, we found that oscillations in the solution disappear, pro-
viding that the relaxation time τ in the system (2.19) is modified to a moment-dependent
relaxation time τα for the αth equation such that higher moments damp faster. This idea
comes from the spectral viscosity method [36], which avoids possible instability of the
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spectral method. Similar technique has already been used in the field of radiative trans-
port [34]. Based on a number of numerical experiments, we propose the modification of
τα as follows

τ−1
α =

{

τ−1, if α=0,
(

1+βVbias(α−1)2
)

τ−1, if 1≤α≤M,
(2.21)

where β is a user-defined parameter. In our numerical tests, β is insensitive and is often
set as 0.1. With the above modification, the moment system (2.19) is modified to

θ
∂ fα−1

∂x
+u

∂ fα

∂x
+(1−δα,M)(α+1)

∂ fα+1

∂x
+

∂u

∂x

(

θ fα−2+u fα−1+(1−δα,M)(α+1) fα

)

+
1

2

∂θ

∂x

(

θ fα−3+u fα−2+(1−δα,M)(α+1) fα−1

)

=
qe

m∗ E fα−1+
f

eq
α − fα

τα
, 0≤α≤M. (2.22)

It is apparent that the first two equations in (2.22) remain the same as those in (2.19) and
other equations are modified slightly. Therefore, most properties of (2.19) such as global
hyperbolicity are preserved for the modified moment system (2.22). We point out that
(2.21) is just an empirical formula for τα and the underlying mechanism of this behavior
remains unclear. However, we will show in Section 5 that the modified moment system
(2.22) completely prevents oscillations, and could give a more accurate approximation to
the BTE than the original hyperbolic moment system (2.19).

2.3 Discretization

In order to develop a unified solver for the system with moments up to arbitrary or-
der, we discretize the modified moment system (2.22) under the framework of the
NRxx method which has been studied in [10, 11, 13, 14]. The main idea is considering
the discretization formally based on the truncated expansion (2.18), rather than directly
based on the moments w. More specifically, suppose the spatial domain [0,L] is divided
by a mesh

0= x0 < x1< ···< xN−1< xN = L,

and let ∆xi = xi+1−xi. Then the finite volume discretization of the BTE (2.1) over the ith
cell [xi,xi+1] can be written in a general framework as

F( fi(v), fi+1(v))−F( fi−1(v), fi(v))

∆xi
=G( fi(v))+Q( fi(v)), (2.23)

where fi(v)∈F [ui ,θi]
M is the approximation of the distribution function on the ith cell, i.e.,

fi(v)=
M

∑
α=0

fi,αH[ui,θi]
α (v),
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and ui, θi are corresponding mean velocity and temperature, respectively, such that the
relation (2.15) holds for the coefficients fi,α.

The left-hand side of (2.23) is discretized from the convection term, and the numerical
flux F( fi, fi+1), defined at the right boundary of the ith cell, is constructed specially to
reflect the hyperbolic closure of the moment system. In our numerical experiments, the
numerical flux presented in [12] is used. To be specific, F( fi, fi+1) = F̂i+1/2+ F̃−

i+1/2 and

F( fi−1, fi)=F̂i−1/2+F̃+
i−1/2 in the ith cell’s discretization. Here, F̂i+1/2 is the HLL numerical

flux defined by

F̂i+1/2=



















v fi(v), 0≤λL,

λRv fi(v)−λLv fi+1(v)+λLλR( fi+1(v)− fi(v))

λR−λL
, λL

<0<λR,

v fi+1(v), 0≥λR,

(2.24)

and F̃±
i+1/2 is the numerical flux for the hyperbolic closure defined by

F̃−
i+1/2=



















0, 0≤λL,

− λL

λR−λL
gi+1/2(v), λL

<0<λR,

gi+1/2(v), 0≥λR,

(2.25)

and

F̃+
i+1/2=



















−gi+1/2(v), 0≤λL,

− λR

λR−λL
gi+1/2(v), λL

<0<λR,

0, 0≥λR,

(2.26)

where λL (λR) is the minimal (maximal) one among the eigenvalues of M(wi) and
M(wi+1), and gi+1/2(v) is a specific function determined from hyperbolic closure and
the DLM theory [32]. It is emphasized that in the ith cell’s discretization (2.23), both nu-
merical fluxes, F( fi−1, fi) and F( fi, fi+1), are computed and approximated in the space

F [ui,θi]
M , i.e.,

F( fi−1, fi)=
M

∑
α=0

Fα( fi−1, fi)H[ui,θi]
α (v),

F( fi, fi+1)=
M

∑
α=0

Fα( fi, fi+1)H[ui,θi]
α (v), (2.27)

where Fα( fi−1, fi) and Fα( fi, fi+1) are the corresponding expansion coefficients. Since

fi±1(v) ∈ F [ui±1,θi±1]
M , the computation of the above formulae requires a transformation
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between F [ui±1,θi±1]
M and F [ui,θi]

M . A fast transformation between two spaces, F [u,θ]
M and

F [ũ,θ̃]
M , has already been provided in [10]. Indeed, such a transformation is the core of the

NRxx method. And in this paper, we might call this transformation, when it is necessary,
without explicitly pointing out.

Similar to the numerical flux, the terms G( fi) and Q( fi) in (2.23), which are respec-
tively corresponding to the discretization of the electric force term and the scattering

term, are also approximated in F [ui,θi]
M , i.e.,

G( fi(v))=
M

∑
α=0

Gi,αH[ui,θi]
α (v), (2.28)

Q( fi(v))=
M

∑
α=0

Qi,αH[ui,θi]
α (v). (2.29)

From the modified moment system (2.22), we can easily deduce that Gi,α= qeEi fi,α−1/m∗

and Qi,α = ( f
eq
i,α − fi,α)/τi,α. Then substituting (2.27)-(2.29) into (2.23), and matching the

coefficients of the same basis function H[ui,θi]
α (v), we get a system which is a discretization

of the modified moment system (2.22) on the ith cell.
It remains to provide the ith cell’s electric field Ei in the above discretization. To this

end, we discretize the self-consistent Poisson equation (2.3) by the standard cell-centered
finite difference method, which gives rise to the following system

− 2

∆xi

(

Φi+1−Φi

∆xi+∆xi+1
− Φi−Φi−1

∆xi−1+∆xi

)

=λ(ρi−Ci), i=0,1,··· ,N−1, (2.30)

with λ=q2
e /ǫ0. Then the electric field on the ith cell is calculated by the central difference

formula of (2.2) as

Ei =−Φi+1/2−Φi−1/2

qe∆xi
=− 1

qe

(

Φi+1−Φi

∆xi+∆xi+1
+

Φi−Φi−1

∆xi−1+∆xi

)

. (2.31)

3 The Gummel iteration

In this section, we will present the algorithm to solve the discretized moment system
(2.23) in conjunction with the self-consistent Poisson system (2.30) on a single grid.

For simplicity, let us define the local residual of the moment system on the ith cell as

Ri(v; fi−1, fi, fi+1;Ei)=
F( fi(v), fi+1(v))−F( fi−1(v), fi(v))

∆xi
−G( fi(v))−Q( fi(v)). (3.1)

Then the discretization (2.23) can be rewritten into

Ri(v; fi−1, fi, fi+1;Ei)= ri(v), i=0,1,··· ,N−1, (3.2)
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with ri(v)≡ 0. Here we introduce a function ri(v)∈F [ui ,θi]
M , which is independent of all

f j(v) and Ej, j=0,1,··· ,N−1, to make the problem slightly more general. In addition, the
discretized Poisson system (2.30) is reformulated into matrix form as

AΦ−λρ= s, (3.3)

where A stands for the tridiagonal coefficient matrix, Φ and ρ are column vectors with
their ith components representing Φi and ρi respectively. As for the right-hand side s, its
ith component is si =−λCi, yet it is introduced for the same reason as ri(v).

It is clear that (3.2) is a nonlinear system coupled with (3.3) via ρ and E, which is the
column vector of the discrete electric field Ei. To solve this problem, there are mainly two
types of iterative method. One updates the distribution function and potential simulta-
neously by solving the coupled system (3.2) and (3.3) as a whole, e.g., the full Newton
method [3]. The other one updates two parts of the solution alternately by solving (3.2)
and (3.3) independently and alternately, with one system’s solution as input for the other.
In semiconductor device simulations, the latter approach is known as the Gummel itera-
tion method [23,39], and is more universal since it is much simpler. In this paper, we also
focus on the Gummel type method for the coupled system (3.2) and (3.3). Generally, to

update a given distribution function f old with f old
i (v)∈F [uold

i ,θold
i ]

M , and its corresponding

potential Φ
old, as well as electric field Eold, a single Gummel iteration consists of three

steps as presented in the following algorithm.

Algorithm 1 A single Gummel iteration

1. Get the updated distribution function f new with f new
i (v)∈F [unew

i ,θnew
i ]

M from f old and

the moment system (3.2) with electric field Eold by a certain method.

2. Extracting ρnew from f new and substituting it into (3.3), solve the resulting linear
system for the updated potential Φ

new.

3. Compute the updated electric field Enew by substituting Φ
new into (2.31).

Repeating the above algorithm until convergence, we obtain a single grid solver of
the Gummel method, which is collected as calling Algorithm 1 in Algorithm 2.

The advantage of the Gummel method is that the existing solvers for each of the two
systems, (3.2) and (3.3), could be directly applied for the first two steps of Algorithm 1.
Mathematically in this algorithm, step 2 is much easier than step 1, especially in one
dimensional case that the tridiagonal linear system (3.3) could be solved by an efficient
direct method such as the famous Thomas algorithm. Therefore, the rest of this section is
devoted to the method for step 1 of Algorithm 1.

We would first introduce a simple relaxation method, namely, Richardson iteration,
which reads

f n+1
i (v)= f n

i (v)+ω
(

ri(v)−Ri(v; f n
i−1, f n

i , f n
i+1;En

i )
)

, i=0,1,··· ,N−1, (3.4)
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Algorithm 2 Outer loop of iterative methods

1. Given an initial distribution function f 0 with f 0
i (v)∈F

[u0
i ,θ0

i ]
M , solve (3.3) for the initial

potential Φ
0 and calculate electric field E0 by (2.31). Let n :=0.

2. Perform a certain iteration, such as Algorithm 1, to get the updated solution f n+1

and Φ
n+1, as well as En+1.

3. Calculate the global residual R̃ with R̃i(v)= ri(v)−Ri(v; f n+1
i−1 , f n+1

i , f n+1
i+1 ;En+1

i ), and

its L2 norm, which is defined by

∥

∥R̃
∥

∥=

√

√

√

√

1

L

(

N−1

∑
i=0

∥

∥R̃i

∥

∥

2
∆xi

)

, (3.5)

where the local residual norm is computed using the L2 norm of the linear space

F [un+1
i ,θn+1

i ]
M , that is,

∥

∥R̃i

∥

∥=

√

√

√

√

√

√

∫

(

R̃i(v)
)2

exp







∣

∣

∣
v−un+1

i

∣

∣

∣

2

2θn+1
i






dv. (3.6)

By using the orthogonality of basis functions, it follows that

∥

∥R̃i

∥

∥=

√

√

√

√

M

∑
α=0

Cα

∣

∣R̃i,α

∣

∣

2
, (3.7)

where Cα=(2π)−1/2
(

θn+1
i

)−α−1/2
α!, and R̃i,α is the expansion coefficients of R̃i(v)

in F [un+1
i ,θn+1

i ]
M .

4. If the global residual norm
∥

∥R̃
∥

∥ is smaller than a given tolerance Tol, that indicates
convergence, then stop; otherwise, let n :=n+1, and return to step 2.

where ω is an appropriate parameter such that the sequence f n converges. In our imple-
mentation, it numerically consists of two steps as follows:

1. Compute an intermediate distribution function f ∗i (v) in F [un
i ,θn

i ]
M , i.e.,

f ∗i (v)= f n
i (v)+ω

(

ri(v)−Ri(v; f n
i−1, f n

i , f n
i+1;En

i )
)

.

2. Compute the new macroscopic velocity un+1
i and temperature θn+1

i from f ∗i (v), then

project f ∗i (v) into F [un+1
i ,θn+1

i ]
M to obtain f n+1

i (v).
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If the parameter ω is selected according to the CFL condition

ωmax
i

λmax,i

∆xi
<1, (3.8)

where λmax,i is the largest value among the absolute values of all eigenvalues of M(wn
i ),

then the Richardson iteration (3.4) corresponds to an explicit time-integration scheme.
Consequently, the resulting Gummel iteration becomes a transient method which is in-
herently more robust [3].

However, as a steady-state computation, we may still give up time accuracy in the
interest of speed of convergence, while keep robustness. To this end, the parameter ω in
(3.4) is modified slightly to a local parameter ωi according to the local CFL condition

ωi
λmax,i

∆xi
<1. (3.9)

In order to enhance the robustness of the method, the choice of ωi should also take into
account the positivity preservation of the local density and temperature, which can be
found in [25]. Such a local parameter might accelerate the iteration significantly, espe-
cially when the non-uniform grid is used [27]. On the other hand, the local parameter
is more appropriate when the Richardson iteration (3.4) is revised to an SGS version for
further improvement of efficiency. Concretely, the SGS-type Richardson iteration is for-
mulated into two loops as

1. Loop i increasingly from 0 to N−1, and update the ith distribution function by

f
n+ 1

2
i (v)= f n

i (v)+ωi

(

ri(v)−Ri(v; f
n+ 1

2
i−1 , f n

i , f n
i+1;En

i )

)

. (3.10)

2. Loop i decreasingly from N−1 to 0, and update the ith distribution function by

f n+1
i (v)= f

n+ 1
2

i (v)+ωi

(

ri(v)−Ri(v; f
n+ 1

2
i−1 , f

n+ 1
2

i , f n+1
i+1 ;En

i )

)

. (3.11)

Remark 3.1. The Gummel method using the SGS-type Richardson iteration could con-
verge in general several times as fast as the one using the original Richardson iteration.
Yet the method behaves similar to the one using the original Richardson iteration and
most of other single grid methods including the time-integration scheme. To be precise,
the total iterations increases linearly as the grid number increases.

Remark 3.2. From the implementation point of view, both the SGS-Newton iteration and
the NMG iteration proposed in [25] could be used instead of the SGS-type Richardson
iteration. However, we observe that the resulting Gummel method usually generates
a more wildly oscillating sequence of residual, and even does not converge unless the
initial guess is good enough. The reason should be that the variation of ρ, produced in
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these iterations, is too large such that the decoupled Poisson system (3.3) fails to provide
an appropriate potential, that is compatible with the computation in the next step. In
other words, such a Gummel iteration could not maintain the self-consistency well as the
iteration goes on.

4 Multigrid solver

It is well known that a well-designed multigrid algorithm for linear problem could pro-
duce convergence rates independent of grid size, indicating an essentially efficiency im-
provement on a certain sufficiently fine grid. So in this section, we turn to follow the
multigrid method to develop a solver as efficient as possible.

As can be seen, what we need to solve is a nonlinear system. Since the system might
be very large when the high-order moment system is considered, a global linearization
would be too difficult to be implemented efficiently. Owing to this, we adopt the nonlin-
ear multigrid approach [24], known also as the full approximation storage (FAS) multi-
grid method [5], instead of the global-linearization-based multigrid method. A great
benefit is that the single grid methods mentioned in previous section can be directly em-
ployed as the smoothing operator. Besides, the framework of the NMG algorithm is quite
standard, and can be found in a variety of textbooks, e.g., [6, 24]. Only two remaining
key points, the coarse grid correction and the operators (restriction and prolongation) be-
tween the fine and coarse grids, need to be further specified for the target problem, that is,
the coupled system (3.2) and (3.3). In the following subsections, we first consider the two-
grid case to illustrate these ingredients. Then we give a complete multigrid algorithm by
recursively applying the two-grid iteration. Finally, we will discuss the importance of the
initial guess for an iterative method, followed with a full multigrid solver.

4.1 Coarse grid correction

For convenience, we introduce subscripts h and H to denote operators and variables
related to the fine and coarse grids, respectively. In view of the importance of the self-
consistency during the iterative procedure, we must consider the coarse grid correction
for both the distribution function and the potential simultaneously.

Let us first rewrite the fine grid problem resulting from (3.2) and (3.3) into a global
form as

{

Rh( fh;Eh)= rh, (4.1)

AhΦh−λρh= sh. (4.2)

After performing several smoothing steps of the Gummel iteration, suppose we have the
approximate solution f̄h and Φ̄h as well as Ēh for the above problem. Then according to
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the NMG framework, the corresponding coarse grid problem is given as

{

RH( fH ;EH)= rH ,RH( ĨH
h f̄h;ĒH)+ IH

h

(

rh−Rh( f̄h;Ēh)
)

, (4.3)

AHΦH−λρH = sH ,AH
˜̂IH
h Φ̄h−λρ̄H+ ÎH

h (sh−AhΦ̄h+λρ̄h), (4.4)

where �H
h are the restriction operators from the fine grid to the coarse grid, ĒH is calcu-

lated from ˜̂IH
h Φ̄h by the formula (2.31), and ρ̄h and ρ̄H are respectively the first moments

of f̄h and ĨH
h f̄h. As for the coarse grid operators RH and AH, they are analogous to the

fine grid counterparts Rh and Ah, in other words, both RH and AH are constructed re-
spectively, by re-discretizing the moment system (2.22) and the Poisson equation (2.3). It
follows that the coarse grid problem (4.3) and (4.4) can be solved using the same method,
the Gummel iteration, as the fine grid problem.

Remark 4.1. The last term of the right-hand side of (4.4) actually vanishes, since at each
Gummel iteration as stated in Algorithm 1, the tridiagonal linear system (4.2) is solved
for the potential by the direct method after the distribution function has been updated.

Now suppose we have the solution fH, ΦH and EH for the coarse grid problem (4.3)
and (4.4), then the fine grid distribution function f̄h is corrected as

f̃h = f̄h+ Ih
H

(

fH− ĨH
h f̄h

)

, (4.5)

where Ih
H is the prolongation operator of the distribution function from the coarse grid

to the fine grid. Certainly, the fine grid potential Φ̄h can be corrected similarly as the
above formula, yet this might introduce a little inconsistency between the updated fine
grid potential and distribution function f̃h. So we alternatively solve (4.2) for the updated
potential Φ̃h, providing the first moments ρ̃h of f̃h, that is,

Φ̃h =A−1
h (sh+λρ̃h). (4.6)

Then the updated fine grid electric field Ẽh is computed by substituting Φ̃h into (2.31).

4.2 Restriction and prolongation

In our implementation, the coarse grid is generated in a standard way by merging fine
grid cells. In particular, we have the coarse grid point xH,i coincides with the fine grid
point xh,2i. With this property, the restriction on the ith coarse grid cell [xH,i,xH,i+1], for a
cell-centered function, can be constructed locally dependent on the function’s values on
the corresponding fine grid cells, i.e., [xh,2i,xh,2i+1] and [xh,2i,xh,2i+2].

Although in the general NMG framework, the restriction operator ĨH
h may be different

from IH
h , we employ the restriction operator proposed in [25] for both ĨH

h and IH
h . For any

fine grid function gh with gh,i ∈ F [uh,i,θh,i]
M , this operator produces its restriction with the
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moments conserved on each coarse grid cell. As the calculation is a little tedious, we
refer to [25] for the details.

The restriction operator ˜̂IH
h , which transfers the fine grid potential Φ̄h onto the coarse

grid, is much simpler. To be specific, we define the restriction of Φ̄h by taking its weighted
average on each coarse grid cell, that is,

(

˜̂IH
h Φ̄h

)

H,i
=

Φ̄h,2i∆xh,2i+Φ̄h,2i+1∆xh,2i+1

∆xH,i

. (4.7)

Apart from the restriction operators, it remains to give the prolongation operator Ih
H,

for which the simple identity operator is employed, as in [25]. Then the correction for-
mula (4.5) is rewritten as

f̃h =δ f̄h+ fH , (4.8)

where δ f̄h = f̄h− ĨH
h f̄h.

4.3 Nonlinear multigrid algorithm

It is straightforward to show that the coarse grid problem (4.3) and (4.4) itself can also
be solved by the two-grid method using a much coarser grid correction. In other words,
recursively applying the two-grid strategy will give rise to the complete NMG algorithm.

For a given grid, a sequence of grids will be generated by merging grid cells level
by level. Let the total grid levels is K+1, and introduce subscripts hk, k = 0,1,··· ,K, to
denote operators and variables related to the kth level grid, where h0 and hK correspond,
respectively, to the coarsest and the finest grid. Then the (k+1)th level NMG iteration,
denoted by [ f n+1

hk
,Φn+1

hk
,En+1

hk
]=NMGk( f n

hk
,Φn

hk
,En

hk
;rhk

,shk
), is given in Algorithm 3.

An NMG solver is then obtained by performing this NMG iteration instead of the
Gummel iteration for the second step of Algorithm 2.

In contrast to the linear multigrid approach, a direct method for the exact solution
of the coarsest grid problem is unavailable in the NMG method. Since the coarsest grid
problem is a nonlinear system with the coarsest grid operators Rh0

and Ah0
analogous to

the corresponding operators on other grid levels, the Gummel iteration is again applied
to it for the coarsest grid solution. Ideally, the Gummel iteration is performed until con-
vergence such that the coarsest grid problem is accurately solved. However, it would
lead to too much Gummel iterations to make the whole NMG solver inefficient, if the
coarsest grid number Nh0

is not small enough. As a matter of fact, this would usually oc-
cur, since the decoupled approach makes the Gummel iteration usually generate a wildly
oscillating sequence of residual and even do not converge on a very coarse grid. There-
fore, we only perform ν3 steps of the Gummel iteration for the coarsest grid problem,
where ν3 is a positive integer a little larger than the smoothing steps ν1+ν2. In such a
case, we have observed that the W-cycle NMG approach is much faster than the V-cycle
NMG approach for all of our numerical tests, so the W-cycle NMG solver is adopted in
this paper.
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Algorithm 3 A (k+1)th level NMG iteration

1. If k=0, call the coarsest grid solver, which will be given later, to have a solution as
f n+1
h0

, Φ
n+1
h0

and En+1
h0

; otherwise, go to the next step.

2. Pre-smoothing: perform ν1 steps of the Gummel iteration (Algorithm 1) to obtain a
new approximation f̄hk

, Φ̄hk
and Ēhk

.

3. Coarse grid correction:

(a) Compute the fine grid residual as R̄hk
= rhk

−Rhk
( f̄hk

;Ēhk
).

(b) Compute the coarse grid approximation f̄hk−1
, Φ̄hk−1

by the restriction opera-
tors as

f̄hk−1
= Ĩ

hk−1

hk
f̄hk

, Φ̄hk−1
= ˜̂I

hk−1

hk
Φ̄hk

,

and Ēhk−1
by substituting Φ̄hk−1

into the formula (2.31).

(c) Compute the right-hand side of the coarse grid problem (4.3) and (4.4) as

rhk−1
= I

hk−1

hk
R̄hk

+Rhk−1
( f̄hk−1

;Ēhk−1
), shk−1

=Ahk−1
Φ̄hk−1

−λρ̄hk−1
.

(d) Recursively call the NMG algorithm (repeat γ times with γ=1 for a so-called
V-cycle, γ=2 for a W-cycle, and so on) as

[ f̃hk−1
,Φ̃hk−1

,Ẽhk−1
]=NMG

γ
k−1( f̄hk−1

,Φ̄hk−1
,Ēhk−1

;rhk−1
,shk−1

).

(e) Compute the difference δ f̄hk
with

δ f̄hk ,2i= f̄hk ,2i− f̄hk−1,i, δ f̄hk,2i+1= f̄hk ,2i+1− f̄hk−1,i, i=0,1,··· ,Nhk−1
−1,

and update the fine grid distribution by

f̃hk
=δ f̄hk

+ f̃hk−1
.

(f) Update the fine grid potential by

Φ̃hk
=A−1

hk
(shk

+λρ̃hk
),

and compute the new fine grid electric field Ẽhk
by the formula (2.31).

4. Post-smoothing: perform ν2 steps of the Gummel iteration to obtain the new ap-
proximation f n+1

hk
, Φ

n+1
hk

and En+1
hk

.
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A remaining technical issue is that how much levels for the NMG solver is suitable
in a practical application. As mentioned above, the coarsest grid number Nh0

should
be large enough to guarantee convergence of the solver. On the other hand, we have
also observed that when Nh0

is very large, the solver is usually one time faster as total
levels of the NMG solver increases one for most of our simulation tests, due to the great
improvement of the convergence rate along with the increasement of the total levels.
Based on these, the choice of the total levels should take into account both efficiency and
robustness of the solver, and it will be finally given in the concrete examples.

4.4 Full multigrid solver

For an iterative method, a good initial guess can not only enhance the robustness of the
method, but also accelerate the convergence, especially for the NMG solver. The issue is
that how to get a good initial guess efficiently.

The main approach starts from a general guess on the coarsest grid, which is succes-
sively improved by several NMG iterations and interpolated on to the finer grid as the
initial solution of the finer grid problem. This results in the so-called FMG solver, which
is given in the following algorithm.

Algorithm 4 The FMG solver

1. Given an initial guess of f 0
h0

, Φ
0
h0

and E0
h0

on the coarsest grid. let k :=0.

2. If k= 0, go to the next step; otherwise, prepare the initial solution on the kth level
grid. To be specific, first compute the distribution function f 0

hk
from the solution

on the (k−1)th level grid by interpolation, for which the prolongation operator is
employed again, i.e.,

f 0
hk
= I

hk

hk−1
f

lk−1

hk−1
.

Then compute the initial potential Φ
0
hk

by

Φ
0
hk
=A−1

hk
(shk

+λρ0
hk
),

and the corresponding electric field E0
hk

by the formula (2.31).

3. Perform lk steps of the (k+1)th level NMG iteration to obtain a new solution on the
kth level grid, i.e.,

[ f lk

hk
,Φlk

hk
,Elk

hk
]=NMGlk

k ( f 0
hk

,Φ0
hk

,E0
hk

;rhk
,shk

),

where rhk
≡0, and shk

is the vector with shk ,i=−λChk,i, i=0,1,··· ,Nhk
−1.

4. If k=K, stop; otherwise, let k := k+1, return to step 2.
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Level 3
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l1 repeats

l2 repeats

l3 repeats
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Interpolation

Restriction
Prolongation

l0 repeats

Figure 1: Diagram of the W-cycle FMG solver.

A 4th level W-cycle FMG solver is illustrated in Fig. 1. At each grid level, the iterative
steps lk is determined adaptively such that the convergence is achieved for the (k+1)th
level NMG iteration. In other words, the FMG solver gives rise to the exact solution of
the coupled system (3.2) and (3.3) on all grid levels. Of course, the choice of lk can be
relaxed to improve the FMG solver, if only the solution on the finest grid is expected.
However, due to the high convergence rate of the solver, it is difficult to determine an
optimal choice of lk, and this usually improve the solver a little. Note that the single grid

solver of the Gummel iteration (1st level NMG iteration) is actually applied for f l0
h0

, Φ
l0
h0

and E
l0
h0

, which indicates the coarsest grid should be chosen coarse enough such that the
Gummel iteration converges quickly.

Besides the above FMG solver, sometimes we have other approaches to get a good
initial guess. When investigating the convergence of the solution of the coupled system
(3.2) and (3.3) with respect to the order M, the interpolation of the solution of the coupled
system with a lower order is a good choice of the initial guess. For the computation of
the I-V curves, the solution for the lower voltage bias is also commonly used as the initial
value for the problem with a higher voltage bias.

5 Numerical examples

As test problem we consider a classic n+-n-n+ silicon diode, see Fig. 2 (left), of a total
length L=600nm with a channel of 400nm located in the middle of the device, for which
has been frequently investigated in the literature [15,17,18,29,30] and references therein.
The doping profile is given by

C(x)=

{

5×1017 cm−3, n+-region,

2×1015 cm−3, n-region,
(5.1)
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Figure 2: Schematic representation (left) and doping profile (right) of an n+-n-n+ silicon diode.

with a smooth transition of width 50nm at the junctions between n+ and n regions, see
Fig. 2 (right). The values of other parameters for the silicon device are taken by m∗ =
0.26×0.9109 (10−30kg), qe=0.1602 (10−18C), kB =0.138046×10−4 (10−18 J/K), ǫ0=11.7×
8.85418 (10−18F/µm), TL =300K, µ0=1799cm2/(Vs), and vd =1.5117×107cm/s.

The simulation is performed under various voltage bias from 0 to 3V. The tolerance
Tol, indicating the achievement of steady states, is set to 10−14. For the NMG iteration
described in Algorithm 3, the smoothing steps are set to ν1=ν2=2, and the coarsest grid
problem is solved by only ν3 = 5 steps of the Gummel iteration in each calling. In most
cases, the computation starts from a local Maxwellian with

ρ0(x)=C(x), u0(x)=0, θ0(x)= θL, (5.2)

on a coarsest grid with the total 60 or 120 cells, then the FMG solver described in Algo-
rithm 4 is applied. It is almost no difference in efficiency for the FMG solver with either
60 or 120 cells on the coarsest grid. For the grid with more less cells, the single grid solver
of the Gummel iteration would always not converge. It has also been observed that the
Gummel iteration for the system with a higher order, e.g., M= 10, might not even con-
verge on the grid with 120 cells, as the applied voltage bias Vbias increases larger than 2V.
In such cases, the coarsest grid with 240 cells should be adopted for the NMG iteration
and the FMG solver. However, the single grid solver on this grid requires a bit much
Gummel iterations to obtain the convergence, which slightly reduces the efficiency of the
FMG solver. Thereby, when the applied voltage bias Vbias is larger than 2V, the FMG
solver with the coarsest grid of 120 cells is first applied to the system with a lower order
such as M=3,4. Then the solution is interpolated as the initial guess for the higher order
system, and the NMG solver with the coarsest grid of 240 cells is performed.

In the following subsections, we first investigate the convergence of the solution with
respect to the system’s order M to demonstrate the validation of the hyperbolic moment
system with the moment-dependent relaxation time, then study the convergence behav-
ior of the residual to illustrate the main features of the presented NMG iteration (Algo-
rithm 3) and the corresponding FMG solver (Algorithm 4).
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5.1 Convergence of solution

For comparison, the solution, obtained by performing a long time integration of the cou-
pled Boltzmann-Poisson system using an explicit time-stepping scheme with the DVM
and an upwind finite-difference spatial discretization, is adopted as reference. The veloc-
ity space R is truncated to a finite interval [−8,8]×4.4492×107cm/s, and is discretized by
1600 uniform cells. It has been checked that the selected discrete velocity space is accu-
rate enough to recover the solution of the problem. As the calculation of the reference is
really too cumbersome, a relatively sparse grid is used for the spatial discretization, that
is, the spatial grid with 1200 uniform cells is used for the computation of the I-V curves,
while the grid with 8000 uniform cells is used for the comparison of other macroscopic
variables, such as electron density, mean velocity, and temperature.

In [26], numerical convergence for the coupled problem of the moment system (2.19)
and the Poisson equation (2.3), with respect to both the spatial grid size and the order
of the moment system, has been investigated. Due to stronger numerical diffusion of
the higher-order moment system and the instability introduced by the oscillation of the
temperature, the convergence with respect to the system’s order has been verified indeed
not very well. In order to eliminate the effects caused by the spatial discretization, we
investigate this convergence again on a quite fine spatial grid, i.e., a grid with 30720
uniform cells.

Fig. 3 presents the solution of electron density and temperature for the coupled prob-
lem of the moment system (2.19) and the Poisson equation (2.3) at the applied voltage
bias Vbias = 0.5V. The I-V curves for this coupled problem is shown in Fig. 4 (left). Al-
though the convergence with respect to the system’s order M can be observed in most
of the region, we observe that in the region around the second junction, the temperature
has a very large gradient, and may contain oscillations, which can not be eliminated by
refining the spatial grid, and lead to incorrect resolution of other macroscopic variables
such as electron density. As a result, a system with relatively high order such as M=30
is required to give a satisfactory solution. However, the appearance of oscillations leads
to instability of the method and even makes the solver breakdown, for instance, when
M=15 at Vbias=0.5V, and M=10 at Vbias≥0.6V. This indicates that the application of the
hyperbolic moment system (2.19) is extremely limited.

Now we turn to investigate the convergence behavior for the coupled problem of the
modified moment system (2.22) and the Poisson equation (2.3). As the numerical conver-
gence with respect to the spatial grid size could easily be verified, similar to those in [26],
we omit any discussion on the spatial convergence, and only focus on the convergence
with respect to the system’s order in this paper. Similarly, a spatial grid with 30720 uni-
form cells is employed. The resulting I-V curves, as shown in Fig. 4 (right), is absolutely
much better than those for the coupled problem of the original moment system (2.19) and
the Poisson equation (2.3).

For the solution of macroscopic variables of the coupled problem of the modified mo-
ment system (2.22) and the Poisson equation (2.3), Fig. 5 presents the electron density,
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Figure 3: Electron density (left) and temperature (right) for the coupled problem of the moment system (2.19)
and the Poisson equation (2.3), at the applied voltage bias Vbias=0.5V.
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Figure 4: I-V curves. Left: the coupled problem of the moment system (2.19) and the Poisson equation (2.3);
right: the coupled problem of the modified moment system (2.22) and the Poisson equation (2.3).

mean velocity, potential, and electric field at the applied voltage bias Vbias = 0.5V. The
corresponding temperature is plotted in Fig. 6. At a larger applied voltage bias Vbias=2V,
these macroscopic variables are shown in Figs. 7 and 8. Note at the latter voltage bias,
the solver for the original moment system with the order M ≥ 6 is failure to give any
results, due to the wild oscillations of the temperature. As can be seen, with the moment-
dependent relaxation time (2.21), the oscillations disappear for the modified moment sys-
tem of all order, and the solution is greatly improved in comparison to the solution of the
original coupled problem. Moreover, these numerical results show a high order conver-
gence with respect to the order M of the system, as expected for the spectral method. It
is also found that the modified moment system (2.22) of order M=10 is enough to give
these macroscopic variables of interest for various applied voltage biases in a comparable
accuracy, compared with the solution of the DVM.
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Figure 5: Electron density (top left), mean velocity (top right), potential (bottom left), and electric field
(bottom right) for the coupled problem of the modified moment system (2.22) and the Poisson equation (2.3),
at the applied voltage bias Vbias =0.5V.

At last, it is pointed out that the parameter β in the moment-dependent relaxation for-
mula (2.21) is insensitive. For other choices of β, such as β=0.2 and 0.5, the temperature
of the modified moment system (2.22) and the Poisson equation (2.3) at the applied volt-
age bias Vbias =0.5V is plotted in Fig. 9 (left and middle), which shows subtle difference
from Fig. 6 where β = 0.1. While with other formula for the moment-dependent relax-
ation time τα, the temperature might still have oscillations. For example, if τα is assumed
as follows

τ−1
α =

{

τ−1, if α=0,

(1+βVbias(α−1))τ−1, if 1≤α≤M,
(5.3)

the corresponding temperature with β = 0.1 is presented in Fig. 9 (right), which shows
that the oscillation is still observed, although it is suppressed much in comparison to
Fig. 3.
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Figure 6: Temperature (left) and its zoom (right) for the coupled problem of the modified moment system
(2.22) and the Poisson equation (2.3), at the applied voltage bias Vbias=0.5V.
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(bottom right) for the coupled problem of the modified moment system (2.22) and the Poisson equation (2.3),
at the applied voltage bias Vbias=2V.
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Figure 8: Temperature (left) and its zoom (right) for the coupled problem of the modified moment system
(2.22) and the Poisson equation (2.3), at the applied voltage bias Vbias=2V.
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Figure 9: Temperature of the modified moment system (2.22) and the Poisson equation (2.3) at the applied
voltage bias Vbias = 0.5V. Left: The modification (2.21) with β= 0.2; Middle: The modification (2.21) with
β=0.5; Right: The modification (5.3) with β=0.1.

5.2 Numerical efficiency

In view of that the modified moment system has only M+1 moments while the degree
of freedom in velocity space by the DVM is much larger, we have that the computational
cost is considerably reduced by the modified moment system even a time-integration
scheme is applied for the steady-state solution, in comparison to the DVM. Thereby, we
only consider the improvement in efficiency by the NMG iteration and the FMG solver
in comparison to the single grid solver. As the FMG solver exhibits similar features for
all of the tests, we only show some of results in this paper.

Fig. 10(a) presents the convergence histories in terms of unit times, which are gener-
ated by both the FMG solver and the single grid solver for the coupled problem of the
modified moment system (2.22) with M=5 and the Poisson equation (2.3) at the applied
voltage bias Vbias=0.5V. Both computations begin with the same initial Maxwellian (5.2).
As can be seen, the sequence of the residual oscillates wildly at the beginning iterations
for the single grid solver. This oscillation introduces the instability of the solver, and
might make the solver breakdown for the problem with a higher order, e.g., M= 10. In
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Figure 10: Convergence histories in terms of unit times for the coupled problem of the modified moment system
(2.22) and the Poisson equation (2.3), at the applied voltage bias Vbias=0.5V. Black curve or marker ’+’: FMG
solver; blue curve: single grid solver. All computations start from the same initial Maxwellian (5.2), except the
single grid solver for M=10, which starts from the interpolation of the steady-state solution on the coarser grid
N=1920.
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Figure 11: Convergence histories in terms of iterations for the coupled problem of the modified moment system
(2.22) and the Poisson equation (2.3), at the applied voltage bias Vbias=0.5V.

this case, we change to employ the approximation interpolated from the steady-state so-
lution on the coarser grid as the initial guess, as shown in Fig. 10(b). It turns out that
using the coarse grid solution for the initial guess can enhance the robustness of the sin-
gle grid solver, yet it is also observed that a good initial guess does not help much for
the single grid solver in improving efficiency, since the total iterations is only reduced a
little. However, as shown in Fig. 11, we observe that the total NMG iterations gradually
decreases as the grid level increases for the FMG solver, which indicates that for the NMG
iteration and the resulting FMG solver, a good initial guess can not only enhance the ro-
bustness of the solver, but also improve the efficiency of the solver greatly. Recalling that
the total iterations for the single grid solver with the same initial guess increases linearly,
in the general case, as the grid number increases, we conclude that the FMG solver is
substantially more efficient than the single grid solver on the finer grid. For instance, the
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Figure 12: Convergence histories in terms of unit times for the coupled problem of the modified moment system
(2.22) and the Poisson equation (2.3), at the applied voltage bias Vbias=1V. Black curve or marker ’+’: FMG
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N=1920.
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Figure 13: Convergence histories in terms of iterations for the coupled problem of the modified moment system
(2.22) and the Poisson equation (2.3), at the applied voltage bias Vbias=1V.

FMG solver for the steady-state solution on the uniform grid with N=3840 is dozens of
times faster than the corresponding single grid solver, as seen in Fig. 10.

At the applied voltage bias Vbias = 1V, similar convergence histories can be found
in Figs. 12 and 13, implying that the FMG solver drastically improves the efficiency in
comparison to the single grid solver.

6 Concluding remarks

We modify the hyperbolic moment models derived from the underlying semiconduc-
tor Boltzmann equation by a moment-dependent relaxation time. An empirical formula,
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involving the microscopic relaxation time and the applied voltage bias with one single
parameter, has been proposed to determine the relaxation time for each moment equa-
tion. Numerical experiments show that the modified moment models completely prevent
the possible oscillations in the solution and give a high-order convergence to the under-
lying BTE. Furthermore, an NMG iteration, using the Gummel method as its smoother,
has been developed for these moment models. Numerical simulations have also demon-
strated the robustness and the drastic improvement in efficiency of the NMG iteration
and the resulting FMG solver. Although only steady-state solution is considered through-
out the work, the NMG iteration can certainly be used to improve the efficiency for time
evolution simulations, where an implicit time-integration scheme is used.

Besides the above performance, the method explored in the present paper does also
have at least the following characteristics.

• The modified moment models inherit most good properties of the original hyper-
bolic moment models, including the systematic derivation, global hyperbolicity,
high-order convergence, etc.

• Numerical framework is unified for the model of arbitrary order and the smoothing
operator. As a result, one can get improved accuracy when necessary by using a
sufficient high-order model. Acceleration of some other single grid iterations can
also be obtained by using it as the smoother in the NMG iteration.

• The proposed method can be extended without much effort to the case when quan-
tum effects are important, thanks to the similarity between the BTE and its quantum
counterpart, the Wigner equation, as see in [9].

In summary, this is a preliminary attempt on the application of hyperbolic moment
method and corresponding multigrid solver to semiconductor device simulations. For
simplicity, only simulations of an n+-n-n+ silicon diode with a channel of 400nm, mod-
eled basically by the BTE with the relaxation time approximation of scattering term, have
been carried out, to investigate the performance of the proposed models and solver. It
should be noted that, nowadays, many commercial devices such as MOSFETs are fabri-
cated on the scale of tens of nanometers. For such devices, the relaxation time approx-
imation might fail to properly represent the actual scattering mechanisms, and a more
fundamental scattering mechanism, such as the electron-phonon scattering, must be con-
sidered. Nevertheless, we believe that the proposed method is a promising way and
gives us some guidelines to construct accurate and robust macroscopic models with ef-
ficient solver for nowadays’s nanoscale devices. In our future work, we will consider
simulations of these more realistic devices. The extensions of the proposed solver to
the multi-dimensional case and to the case considering quantum effects are also under
consideration. Benefit from the unified numerical framework, it is confident that the pro-
posed method can be extended to more realistic devices and the multi-dimensional case
without much effort.
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Appendix: Calculation of f
eq
α

The derivation of (2.17) will be given here. For simplicity, the spatial variable x is omitted,
since the derivation is independent of the spatial position. Suppose f eq∈F [u,θ]. It follows
that

f eq(v)=
ρ

(2πθL)D/2
exp

(

−|v|2
2θL

)

= ∑
α∈ND

f
eq
α H[u,θ]

α (v), (A.1)

where D=1,2,3 is the dimension of the velocity space. Define

P [u,θ]
α (v)=H[u,θ]

α (v)exp

( |v−u|2
2θ

)

. (A.2)

Then multiplying both side of (A.1) by P [u,θ]
β (v) and using the orthogonality of Hermite

polynomials, we have

f
eq
α =

1

Cθ,α

∫

RD
P [u,θ]

α (v) f eq(v)dv

=
1

Cθ,α

ρ

(2π)D/2

∫

RD
P [u,θ]

α

(

√

θLξL

)

exp
(

−|ξL|2/2
)

dξL, (A.3)

where ξL =v/
√

θL, and

Cθ,α=
∫

RD
H[u,θ]

α (v)P [u,θ]
α (v)dv=

α1!···αD!

(2π)D/2θ|α|+D/2
.

Note the following recursion relation

P [u,θ]
α (v)= θ−1(vi−ui)P [u,θ]

α−ei
(v)−θ−1(αi−1)P [u,θ]

α−2ei
(v) (A.4)
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holds for any α, if there exists an i, 1≤ i≤D, such that αi≥2. Substituting (A.4) into (A.3),
we get

f
eq
α =

1

Cθ,α

ρ

(2π)D/2

∫

RD

(

θ−1
(

√

θLξL,i−ui

)

P [u,θ]
α−ei

(

√

θLξL

)

−θ−1(αi−1)P [u,θ]
α−2ei

(

√

θLξL

))

exp
(

−|ξL|2/2
)

dξL

=
1

Cθ,α

ρ

(2π)D/2

∫

RD

√
θL

θ
ξL,iP [u,θ]

α−ei

(

√

θLξL

)

exp
(

−|ξL|2/2
)

dξL

− ui

αi
f

eq
α−ei

− θ

αi
f

eq
α−2ei

. (A.5)

Applying integration by parts to the integral yields

f
eq
α =

1

Cθ,α

ρ

(2π)D/2

∫

RD

√
θL

θ

∂

∂ξL,i
P [u,θ]

α−ei

(

√

θLξL

)

exp
(

−|ξL|2/2
)

dξL

− ui

αi
f

eq
α−ei

− θ

αi
f

eq
α−2ei

=
1

Cθ,α

ρ

(2π)D/2

∫

RD

θL

θ

∂

∂vi
P [u,θ]

α−ei

(

√

θLξL

)

exp
(

−|ξL|2/2
)

dξL

− ui

αi
f

eq
α−ei

− θ

αi
f

eq
α−2ei

. (A.6)

The differential relation of Hermite polynomials shows that

∂

∂vi
P [u,θ]

α−ei
(v)=(αi−1)θ−1P [u,θ]

α−2ei
(v). (A.7)

Inserting (A.7) into (A.6), we obtain

f
eq
α =

θL−θ

αi
f

eq
α−2ei

− ui

αi
f

eq
α−ei

. (A.8)

It remains to calculate f
eq
α when α=0,ei,ei+ej,e1+e2+e3 with i 6= j, i, j=1,··· ,D. A routine

computation gives rise to

f
eq
0 =ρ,

f
eq
ei
=−ρui,

f
eq
ei+e j

=ρuiuj, i 6= j,

f
eq
e1+e2+e3

=−ρu1u2u3.

(A.9)

For the special case D = 1, the formula (A.8) and (A.9) immediately give the recursion
relation (2.17).
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