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Abstract—The intelligent recognition of electroencephalogram (EEG) signals has 

become an important approach to the detection of epilepsy. Among existing intelligent 

identification methods, fuzzy logic systems (FLSs) have shown a distinctive 

advantage in identifying epileptic EEG signals because of their strong learning 

abilities and interpretability. Like many conventional intelligent methods for 

recognizing EEG signals, in the training of FLS it is assumed that the training dataset 

and test dataset are drawn from data that are identically distributed. However, this 

assumption is not necessarily valid in practice as it is not uncommon for the two 

datasets to have different distributions. To overcome this problem, a strategy is 

presented in this paper to construct a Takagi-Sugeno-Kang (TSK) FLS based on 

transductive transfer learning for identifying epileptic EEG signals. Two novel 

objective functions, achieved by integrating the transductive transfer learning 

mechanism, are proposed for the training of the TSK FLS. As regression and binary 

classification are two common approaches to multi-class classification, the TSK 

transfer learning FLS algorithms for regression (TSK-TL-FLS (Reg)) and binary 

classification (TSK-TL-FLS (BC)) are developed respectively to construct the 

corresponding TSK FLS. Both algorithms are further used to perform a multi-class 

classification to recognize epileptic EEG signals. Their performance in the epileptic 
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EEG datasets indicates promise in dealing with situations where the training and test 

datasets differ with regard to data distribution. 
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I INTRODUCTION 

Epilepsy is a transient brain dysfunction syndrome caused by the sudden 

abnormality of brain neurons [1]. It is a relatively common brain disorder that is 

characterized by repeated seizures. Studies show that abnormalities are detected in the 

electroencephalogram (EEG) signals of 80% of epileptic patients. Hence, the 

identification of epileptic EEG signals plays an important role in the diagnosis of 

epilepsy, especially for those whose condition is difficult to diagnose clinically, such 

as those with atypical epileptic seizures, masked epilepsy, and other unusual forms of 

epilepsy. 

Identifying epileptic EEG signals involves two main steps: feature extraction and 

classification. There are three classic methods for extracting features in EEG signals: 

time-domain analysis methods [12], frequency-domain analysis methods [13], and 

time-frequency analysis methods [14-16]. Many intelligent classification methods 

have also been adopted to identify epileptic EEG signals [2-11, 26-33]. Representative 

methods include the naive Bayes algorithm (NB) [2], linear discriminant analysis 

(LDA)[3], the decision tree algorithm (DT) [4-5], the K-neighbor algorithm (KNN) 

[6], the support vector machine (SVM) [7], and fuzzy logic systems (FLSs) [8-11]. 

This study focuses on the development of classification methods that are adaptive for 

recognizing epileptic EEG signals. Among existing classification models, the superior 

interpretability and strong learning abilities of FLS make it a favorable choice for 

various practical applications.  

Epileptic EEG signals are usually collected under different conditions to facilitate a 

clinical diagnosis. Typically, the signals are experimentally obtained under five 

different situations and categorized into the following classes: Class 1 – EEG signals 



obtained from healthy people with their eyes open; Class 2 – EEG signals obtained 

from healthy people with their eyes closed; Class 3 – EEG signals acquired from the 

hippocampus formation of the opposite hemisphere of patients with epilepsy during a 

seizure-free interval (preictal); Class 4 – EEG signals acquired from the epileptogenic 

zone of patients with epilepsy during a seizure-free interval (preictal); and Class 5 – 

EEG signals obtained from patients with epilepsy during a seizure (ictal) [25]. 

Although FLS and other methods of classification have been shown to be effective at 

recognizing epileptic EEG signals, unsolved challenges remain that affect the 

performance of intelligent epileptic EEG recognition systems. One of these is the 

inevitable variations in EEG signals. Such variations can be caused by: 1) the blinking 

of eyes, respiration, muscle movements, or other physiological effects; 2) intra-subject 

variability resulting from changes in the subject’s state of mind and mood during the 

EEG recording; and 3) measurement variations resulting from changes in electrode 

positions or contact impedance. 

As a result, the data distribution of the epileptic EEG signals that are obtained can 

differ greatly. This presents a great challenge to conventional intelligent model 

construction, where identical data distribution is assumed. For instance, suppose that a 

conventional recognition method is used to build a classification model using the 

labeled data of Class 1 and Class 5 EEG signals (the training data, from healthy 

subjects and patients respectively). If this model is then used to identify Class 2 and 

Class 5 signals (the test data, from healthy subjects and patients respectively), the 

accuracy of the identification will decline drastically because the signals were 

collected under different conditions and had different data distributions. Existing 

intelligent recognition methods are thus inappropriate in such cases. Hence, 

alternative approaches that are more adaptable to drifting in data distribution between 

the training and test data are needed to meet the challenge of coming up with practical 

method of identifying epileptic EEG signals.  

In the field of EEG-based brain-computer interfaces (BCIs), those researching the 

subject of the intelligent recognition of brain waves to identify the intention of users 

also face the same problem of disparity in data distribution [56-60]. Here, much 



attention has been paid to recognition methods based on transfer learning, which have 

been used to overcome the problem with some degree of success. Naturally, it is also 

anticipated that recognition methods based on transfer learning will be useful for 

recognizing the epileptic EEG signals discussed in this study. The existing 

transductive transfer learning method – the large-margin-projected transductive 

support vector machine (LMPROJ) – has indeed been adopted and its performance is 

promising when compared with conventional methods [24].  

Transfer learning has been studied extensively in the past decades for training 

models by simultaneously using the data in the target domain (the current scene) and 

the information of the source domains (related scenes) [24, 37-39]. Depending on 

whether or not the target domain contains labeled samples, transfer learning 

techniques can be divided into two categories: (i) the inductive transfer learning 

method and (ii) the transductive transfer learning method. The inductive transfer 

learning method is mainly used in scenes where a large amount of labeled data are 

available in the source domain, with only a small amount of labeled data in the target 

domain. On the other hand, the transductive transfer learning method is mainly 

applied to those scenes where labeled data are only available in the source domain and 

the target domain only contains unlabeled data. Clearly, the transductive transfer 

learning method has broader applicability than its inductive counterpart. The concern 

in this paper is the problem of how to identify epileptic EEG signals without any 

labeled data in the target domain. Therefore, the inductive transfer learning method is 

not appropriate; rather, methods based on transductive transfer learning [24] are 

investigated here for recognizing epileptic EEG signals.  

Furthermore, the Takagi-Sugeno-Kang (TSK) FLS, which is based on transfer 

learning, is also investigated in this study for its ability to identify epileptic EEG 

signals. The TSK FLS, as a classic intelligent model, has been studied broadly and 

used in many fields [41-51]. Although many training algorithms have been proposed 

for the construction of a TSK FLS, algorithms suitable for transfer learning are still 

being investigated. To develop a TSK FLS that is more effective for those scenarios 

where drifting occurs in the distribution of data between the source domain and the 



target domain, several methods for constructing a TSK FLS based on transfer learning 

have been proposed [36, 52, 53]. However, these methods were all developed for 

inductive transfer learning, and thus are not suitable for the recognition of epileptic 

EEG signals, which is the concern in this study, and which is in essence a transductive 

learning task. In this paper, we focus on studying methods for constructing a TSK 

FLS based on transductive transfer learning. 

In particular, by incorporating the transductive transfer learning mechanism, it is 

possible to propose two novel objective functions for training a TSK FLS to carry out 

regression and binary classification, respectively. The corresponding algorithms are 

called TSK-TL-FLS (Reg) and TSK-TL-FLS (BC). Both algorithms are further used 

to perform a multi-class classification for identifying epileptic EEG signals. 

Experimental studies are conducted to validate whether the proposed methods can 

achieve better recognition results than the classic methods when there is a difference 

in data distribution between the training dataset and the test dataset. The experiments 

also show that even if the data distribution in the two datasets is identical, the 

performance of the proposed methods is also comparable to that of the classic 

methods. 

The main contributions of our work are as follows: (1) the transductive transfer 

learning strategy is introduced into the learning procedure for constructing a TSK FLS 

for recognizing epileptic EEG signals; (2) two methods for constructing a TSK FLS 

based on transductive transfer learning are proposed for regression and binary 

classification, respectively, which are then further applied to the multi-class 

classification of epileptic EEG signals; (3) comprehensive experiments comparing the 

proposed methods s with related methods are conducted to substantiate the 

significance of the proposed methods in advancing the recognition of epileptic EEG 

signals. 

The proposed methods are novel in two ways. First, they are distinct from 

existing FLS construction methods based on transfer learning [36, 52, 53]. The latter 

were all developed for inductive transfer learning and are not suitable for recognizing 

epileptic EEG signals because of the absence of labeled data in the target domain. By 



using the transductive transfer learning mechanism, the proposed methods have 

solved this problem and achieved promising results. Second, the proposed methods 

take advantage of methods based on fuzzy rules, including better interpretability, a 

good ability to learn, and a stronger ability to model uncertainty. 

The rest of this paper is organized as follows. The related work, including a 

review of classic methods for extracting features of epileptic EEG signals, the 

classification techniques, and the concept of the TSK FLS, are briefly described in 

section II. In section III, the proposed methods for constructing a TSK FLS based on 

transductive transfer learning are presented and discussed in detail. Experimental 

studies on the performance of the proposed methods for recognizing epileptic EEG 

signals are reported in section IV. Finally, the conclusions are given in section V.  

 

II RELATED WORK 

The identification of epileptic EEG signals generally includes two steps. First, 

feature extraction methods are employed to extract useful features from the original 

EEG signals. Second, an intelligent model is constructed based on the available 

datasets. The whole process is shown in Fig. 1. In this section, classic methods of 

extracting and classifying the features of EEG signals are reviewed briefly. A 

discussion of the TSK FLS model is also included. 
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Fig. 1 The process of recognizing EEG signals. (*) denotes that for some methods, e.g. a transductive 

learning based method, a test dataset is also needed in the model training procedure. 

 

A. Feature Extraction 

A time-domain analysis is a common method for extracting features of EEG 

signals. It characterizes EEG signals based on the properties of the waveform, e.g., 

wave amplitude and wave kurtosis. Time-domain analysis methods are intuitive in 

that the features have an explicit physical meaning [12]. Frequency-domain analysis 

methods make use of the frequency characteristics of the signals to extract 

information from the brain waves. For example, a frequency-domain analysis method 

was used to estimate the EEG power spectrum and measure the variations in the 

typical rhythms of EEG signals [13]. A power spectrum analysis of EEG signals can 

be performed to transform changes in signal amplitude into changes in signal power 

so that variations in the brain waves at different frequencies can be directly observed. 

On the other hand, since EEG signals are non-stationary and highly stochastic in 

nature, it is insufficient to extract features from either the time domain or the 



frequency domain [14]. A time-frequency analysis is thus proposed. A popular 

approach of this kind is wavelet transforms [15, 16], which have been widely applied 

to analyzing epileptic EEG signals.  

In this study, wavelet packet decomposition (WPD) [15] and kernel principal 

component analysis (KPCA) [34] are adopted for feature extraction. For WPD, a 

series of binary wavelets are obtained by decomposing the original EEG signals with 

Daubechies4 (db4) wavelet coefficients. The signals are split into six bands, namely, 

Band 1 to Band 6, and the corresponding frequency ranges are 0-2 Hz, 2-4 Hz, 4-8 Hz, 

8-15 Hz, 16-30 Hz, and 31-60 Hz. The characteristic frequency ranges for a spike 

wave, a slow wave, and a sharp wave, which are useful characteristics for detecting 

epilepsy, are 1-2.5 Hz, 5-12.5 Hz, and 13.5-50 Hz, respectively. The WPD method 

based on db4 wavelet coefficients can exactly split these waves into different bands. 

An example of decomposed EEG signals is shown in Fig. 2. 
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Fig. 2 Waveforms of features extracted using WPD. 

 

In KPCA [34], which is an extension of the well-known principal component 
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analysis (PCA) method commonly used for reducing dimensions, the kernel method is 

used to transform the original EEG signals into feature space through nonlinear 

mapping, in order to perform a PCA in high-dimensional space [35]. Given the 

nonlinearity of EEG signals, the nonlinear mapping of KPCA significantly enhances 

the ability to extract the features of the signals. An example of the features of the EEG 

signals extracted by KPCA is shown in Fig. 3. 
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Fig. 3 Waveforms of features extracted using KPCA. 

 

B. Classification Methods 

Since the 1990s, many intelligent classification methods have been used to 

identify epileptic EEG signals [26]-[33]. Examples include LDA [26,27], DT [28], 

NB[29], the nearest mean algorithm (NM) [30,31,32], and SVM [33]. They have been 

successfully used in applications concerning the detection of epilepsy. For example, 

SVM, an effective tool for classification involving small datasets of high 
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dimensionality, has been used for the intelligent detection of epileptic EEG signals 

[33]. 

 

C. TSK FLS 

1) Concept and principle 

 The proposed transfer learning FLS is based on the classic TSK FLS model, 

which is indeed the most widely used FLS model. The fuzzy inference rules of a TSK 

FLS [17] take the following form: 
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where ,  ( 1,2,..., )jx j d  is the jth dimension of the input variable and d  is the 

number of the dimensions of the inputs. K  is the number of fuzzy rules in the rule 

base. The expression  kf x  in Eq. (1) represents the output of the kth rule of the 

TSK FLS. The fuzzy sets in the input space k d
A R  are mapped to the fuzzy sets in 

the output space ( )
k

xf R . Here, k
iA  is the fuzzy set of the ith dimension of the 

input variable under the kth rule, and   is a fuzzy conjunction operation. 

,  ( 0,1, , )k

jp j d  are the coefficients of the linear functions in the consequents. When 

multiplicative conjunction, multiplicative implication, and additive combination are 

employed, the output of the TSK FLS can be formulated as [20] 
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Here, ( )
k

x  is the fuzzy membership value associated with the fuzzy set kA , which is 

normalized to ( )
k

x . The commonly used membership function is the Gaussian-like 

membership function, i.e.,  
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where the center parameters k
ic  and the width parameters  k

i  can be estimated using 

different methods, such as by employing classic clustering algorithms or other fuzzy 

space partition methods. When the fuzzy c-means (FCM) clustering algorithm [18, 19] 

is adopted to evaluate the above parameters, k
ic  and  k

i  are given by  
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where jku  is the membership degree of the input vector jx  for the kth class, which 

can be obtained from the clustering results of the FCM algorithm on the input dataset. 

N  is the number of the training data. In Eq. (7), h  is an adjustable parameter, which 

can be set manually or determined by employing a certain learning technique, such as 

the commonly used cross-validation strategy. 

 Once the antecedent parameters of the TSK FLS are evaluated, the output of this 

model can be expressed in a linear form [20, 21], i.e.,  

T
y  gg

p x  
(8)

 

with 

(1, )T T
e x x , (9) 

 k k
ex x x , (10) 

1 2(( ) ,( ) , ,( ) )x x x x
T T K T T

g , (11)  

0 1( , , , )k k k k T
dp p pp , (12) 

1 2(( ) ,( ) , ,( ) )T T K T T
g p p p p . (13) 

Here, 
T

gp  is the transposition of gp ; K  is the number of rules; k  is the serial number of 

the k th rule; d  is the number of dimensionalities of the input data;  k x is a normalized 



fuzzy membership value computed by Eqs. (3) and (4); gx  represents the new data in 

the mapping feature space mapped using fuzzy rules; gp  is the combined vector of 

the consequent parameters of all of the fuzzy rules, i.e. ( 1, , )k k Kp , in the trained 

TSK FLS. Using Eqs. (9)-(13), Eq. (2) can be transformed into Eq. (8). Comparing Eq. 

(2) with Eq. (8), we can see that the final output of the TSK FLS can be viewed as the 

output of a linear model in the new feature space, mapped by using the fuzzy 

inference rules. For example, the input vector x  in the original space just 

corresponds to the new vector gx  in the mapping feature space, where gx  is 

constructed by Eqs. (9)-(11).  

 

2) TSK FLS Training Method based on the L2 Norm Penalty and the -Insensitive 

Loss 

Many training methods have been proposed for the model training of the TSK 

FLS. Among them, an important method is the one based on the L2 norm penalty and 

the -insensitive loss (L2-TSK-FLS) [20]. A brief review of this method is given here 

because it is closely related to the proposed method of constructing a TSK FLS based 

on transfer learning. 

The L2-TSK-FLS considers the training of the TSK FLS as a linear regression 

problem in a feature space mapped by fuzzy inference rules, as shown in Eq. (8). For 

a given regression dataset { , | , }d
i i i iD y R y R  x x , where ix  and iy  are the input 

and output respectively, the objective function of the L2-TSK-FLS is constructed as 

follows: 
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where   is the -insensitive parameter; i

 and i


 are the slack variables; N  is 

the number of data in the training dataset;  gx  represents the new data in the 



mapping feature space mapped with the fuzzy rules; and gp  defined in (13) is the 

combined vector with the consequent parameters of all the fuzzy rules in the trained 

TSK FLS. Furthermore, Eq. (14) can be transformed into a dual problem as follows, 

based on the optimization theory [20]:  
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where i
  and i

  are the Lagrangian multipliers, i.e., the solution variables of the 

dual problem. gix  is defined as in (14). Eq. (15) is a classic quadratic programming 

(QP) problem, which can be easily extended to develop a scalable and fast algorithm 

for large datasets [22-24].   

 

III TSK FLS FOR RECOGNIZING EPILEPTIC EEG SIGNALS 

BASED ON TRANSDUCTIVE TRANSFER LEARNING 

The task in this study of detecting epileptic EEG signals is to identify the EEG 

signals of healthy people or patients with epilepsy under different conditions. This is 

essentially a classic problem of multi-class classification, and the task can be 

implemented with different strategies using existing multi-class classification methods. 

There are three major types of multi-class classification methods. 

(1) Multi-class classifiers: This category of method can be directly implemented 

for the task of multi-class classification. For example, KNN is a typical multi-class 

classifier.  

(2) Regression model based classifier: A regression model can be extended to 

perform classification tasks. For example, a simple way of doing this is to take the 

class labels as the model output in the model training procedure. The label of a test 

sample can then be obtained with the label nearest to the real output of the regression 

model. Fuzzy logic systems and radial basis neural networks are typical examples of 



classic regression models that have been used for classification. 

(3) Binary classification based classifier: For this type of method, a multi-class 

classification problem is first decomposed into multiple binary (two-class) 

classification problems. The binary classifiers for these individual two-class 

classification problems are then obtained using the one-versus-one strategy, for 

example. The multi-class classification problem is finally solved by applying a voting 

strategy to the results obtained from multiple binary classifiers. The SVM is a 

well-known binary classifier.  

In this study, the TSK FLS construction methods for regression and binary 

classification respectively, i.e. TSK-TL-FLS (Reg) and TSK-TL-FLS (BC), are first 

investigated using transductive transfer learning. These two methods are then applied 

to the multi-class classification of epileptic EEG signals.  

A. The Maximum Mean Distance and the Projected Maximum Mean Distance 

Among the existing transductive transfer methods, LMPROJ is very simple and 

easy to implement. More importantly, it shows promise for use in recognizing 

epileptic EEG signals [24, 55]. LMPROJ is a transductive learning method based on 

the large margin mechanism in the feature space. This method makes use of the 

maximal mean distance (MMD) between the training domain and the testing domain 

to learn a projective vector. In order to obtain a desirable projective vector for the 

classification task in the target domain, the projected MMD (PMMD) between the 

projected training data in the source domain and the projected test data in the target 

domain is introduced into LMPROJ. In this paper, LMPROJ is used as the baseline 

classifier [24] for comparisons with the proposed methods.   

MMD, as a measure for estimating the distance between two distributions, was 

discussed in [24]. Given a set of N  training samples 
1{ ,, , }S ND  x x  and a set of 

M  test samples 
1{ , , }T MD  z z , the squared MMD between the two distributions, 

estimated on the two datasets, can be expressed as follows: 
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where ()  is a function to map the vectors ix  and z j  respectively to ( )x i  and 

( )z j in a new feature space. In the new feature space, the projected values of the 

vectors ( )i x  and ( )j z  under a projective vector T
w  can be obtained as follows:  
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Based on Eqs. (16.b) and (16.c), the squared PMMD between two distributions is 

given by 
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Based on the above PMMD measure and the classic SVM binary classifier, the 

following objective criterion is introduced into LMPROJ to develop the binary 

classifier with transfer learning abilities. 

2 2

,
1

1
min ( , , )

2

. . ( ( ) ) 1 ,   1,2, ,

n
T

i S T
b

i

T

i i i

C PMMD D D

s t y b i n

 

 



 

   


w

w w w

w x
 (17) 

where the first two terms and constraint conditions are directly inherited from the 

SVM. In (17), ( , ) ( )T

if b b w w x  is the decision function for the binary 

classification; the projective vector T
w  and the bias b  are the two parameters of the 

decision function in the original SVM classifier;  ( 1,2, , )i i n   are the slack 

variables introduced into the original SVM for nonlinear classification tasks; and the 

parameters C  and   are used to balance the influence of the different terms in (17). 

As discussed in [24], PMMD has been effectively used in transfer learning in order 

to obtain a better projective vector to reduce the discrepancy in data distributions 

between two different domains, such as the training and testing domains in 

transductive learning. By minimizing PMMD, an optimal projective vector w can be 

obtained for the subsequent task. This indicates that under the optimal project 

direction, denoted by w , the discrepancy in the distribution of the projected data 

between the source domain and the target domain is minimum. Thus, the model 



trained by using the labeled data in the source domain under the above constraints can 

be effectively used for prediction in the target domain. 

As shown in Eq. (8), the model output of the TSK FLS can be taken as the 

projected value of the vector gx  under the projective direction gp . Thus, it is natural 

to introduce PMMD to train the TSK FLS for transductive transfer learning, as in the 

case of LMPROJ [24]. According to Eqs. (9)-(11), the input data 1{ ,, , }s ND  x x and 

1{ , , }t MD  z z  in the training domain and testing domain can first be mapped into the 

new feature space based on the fuzzy inference rules with fixed antecedents. In the 

mapping feature space, the two new datasets can be obtained from 1{ ,, , }s ND  x x  

and 1{ , , }t MD  z z  using Eqs. (9)-(11), which are given by  

{ ( ) ( ) , 1, , }
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s i i gi

t i i gi

D i N

D i M

 

 
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x x x

z z z
. (18.a) 

where gix  and giz  are obtained based on the input data ix  and iz  in the training 

domain and the test domain according to Eqs. (9)-(11), respectively. Since gix  and 

giz  are mapped from vectors ix  and jz  in the original space, Eq. (18.a) indicates 

that the mapping vectors ,  gi gix z  are adopted as the mapping feature vector ()  

defined in Eqs. (16. a) and (16.d). Thus, for the TSK FLS, we can define a PMMD 

between the training and testing domains for transductive transfer learning as follows, 
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where gp  is the vector of the combined consequent parameters defined in Eq. (13) 

and used as the projective vector here. SD  and TD  are defined in (18.a). By 

minimizing (18.b), the consequent parameters of the TSK FLS, i.e. gp , can be learned 

to reduce the discrepancy in data distribution between the training and testing 

domains as much as possible.  

 



B. TSK-TL-FLS (Reg) 

The TSK-TL-FLS (Reg) method proposed for regression is presented in this 

subsection. For a given training dataset 
1 1{( , ), , , ( , ) | , }  x x x

d

s N N i iD y y R y R  and a 

test dataset 
1{ , , | }d

t M iD R z z z , the transfer learning objective function is given by 
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In Eq. (19),   is the -insensitive parameter; i

and i


 are the slack variables; N  

is the number of the data in the training domain; gix  represents the new data in the 

mapping feature space mapped from ix  with the fuzzy rules; and gp  is the vector of 

the combined consequent parameters defined in (13) and used here as the projective 

vector. The first three terms are directly inherited from the formulation of the 

L2-TSK-FLS [20] and the final term is used to realize transfer learning. Let 
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2PMMD ( , , )g s tD Dp  can be represented as 

2

0PMMD ( , , ) T

g s t g gD D p p Ω p . (20.b) 

Let  0 0

1

2

T Ω Ω Ω ; Eq. (20.a) can be equivalently expressed as 

2PMMD ( , , ) T

g s t g gD D p p Ωp . (20.c) 

Then, Eq. (19) can be expressed as 
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Here, the Lagrange function is used to solve Eq. (21), which is given by 
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where i

 and i


 are the Lagrangian multipliers. According to optimization theory, 

the necessary conditions for an optimal solution are given by 
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Furthermore, we let 

'2 /i i    , (23e) 

'2 /i i    , (23f) 

1( 2 )T  ψ E Ω . (23g) 

By substituting Eqs. (23a)-(23g) into Eq. (22), the dual problem in Eq. (21) can be 

represented as the quadratic programming problem below: 
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Furthermore, let 
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Eq. (24) can be simplified into the compact form below: 
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The ultimate optimal solution to Eq. (21) can be obtained by solving Eq. (24) or (26). 

According to the dual theory, the optimal solution to the primal optimization problem 

in Eq. (21) is given by  

1 1

1 1

2
( ) = ( )

N N

gi gii i i ig
i i

    


    

 

      p E Ω E Ωx x（ +2 ） （ +2 ） , (27a) 

'

2
i ii

N
N


  

    , (27b) 

'

2
i ii

N
N


  

    , (27c) 

2 2

1 1 1 1

2 2

 2 3
1 1 1 1

2
( ) ( ) ( )( )( ) ( )

2 4 8
  = ( ) ( ) ( )( ) ,( ) ( )

N N N N
TT

gi gji i i i j ji ii
i i i j

N N N N
TT

gi gji i i i j ji ii
i i i j

Ny

N
y

       


      
  

      

   

      

   

          

               

ψx x

ψx x

 (27d) 

where i

  and i


  are the solution to the dual problem in Eq. (26). Eq. (27a) is just 

the optimal solution to the consequent parameters of the trained TSK FLS. In 

particular, Eq. (26) is in a form that can be conveniently extended to scalable 

algorithms for large-scale datasets using the minimal enclosing approximation 

technique [20, 22]. However, this is not the focus of the present study and is not 

investigated further here.  

 

C. TSK-TL-FLS (BC) 

Next, the TSK-TL-FLS (BC) method proposed for binary classification is 

discussed here. For a training dataset { , | , { 1 , 1 }, 1, , }    x x
d

s i i i iD y R y i N  and a 

test dataset { | , 1, , }  z z
d

t i iD R i N , by applying the transductive transfer learning 

mechanism for constructing a TSK FLS, the objective function is given by 
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where 
i
 are the slack variables; gix  represents the new data in the mapping feature 

space mapped from ix  with the fuzzy rules; and gp  is the vector of the combined 



consequent parameters defined in Eq. (13) and used as the projective vector here. 

Then, Eq. (28) can be constructed as follows based on Eq. (20.c): 
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The corresponding Lagrange function of Eq. (29) is 
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where i  are the Lagrangian multipliers. According to optimization theory, the 

necessary conditions for an optimal solution are given by 
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Let 

1( 2 )  ψ E Ω , (31c) 

By substituting Eqs. (31a)-(31c) into Eq. (30), the dual problem in Eq. (29) is given 

by  
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Furthermore, let 
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Eq. (32) can then be expressed in the following compact form 
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According to the dual theory, the solution to the optimization problem in Eq. (29) can 



be represented as 
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where ( , , )T

i i λ  is the optimal solution to the dual problem in Eq. (32) or (34). 

The solution in Eq. (35) is the optimal solution to the consequent parameters of the 

trained TSK FLS. Finally, the decision function of the TSK-TL-FLS (BC) for binary 

classification is given by 
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D. Algorithms of the TSK-TL-FLS (Reg) and TSK-TL-FLS (BC) 

The algorithms of the proposed TSK-TL-FLS (Reg) and TSK-TL-FLS (BC) are 

presented in this subsection. In both methods, the algorithm consists of two stages: 

preprocessing and transfer learning. In the first stage, the antecedent parameters of the 

fuzzy rules are estimated using fuzzy clustering technique. The original input data are 

then mapped into the new feature space, and the new datasets in the mapping space 

are obtained. In the second stage, based on the data in the mapping space and the 

transfer learning mechanism, the consequent parameters are learned. Finally, the FLS 

is constructed with the parameters obtained in these two stages. The details of two 

algorithms are given in Table I. Based on the proposed methods for constructing a 

TSK FLS based on transfer learning and the existing methods for extracting features 

of EEG signals, we will present the TSK FLS based epileptic detection algorithm in 

the next subsection. 

 

Table I Algorithms of the TSK-TL-FLS (Reg) and TSK-TL-FLS (BC) 

Algorithm: TSK-TL-FLS (Reg) TSK-TL-FLS (BC) 

Stage 1: Estimating the antecedent parameters of the TSK FLS and the construction of the 

data in the mapping new space. 

Step 1: Set the number of fuzzy rules M and the parameter h  in Eq. (7);  

Step 2: 

 

Calculate the parameters of the antecedents, i.e. k
ic  and 

k
i , by using fuzzy 

c-means clustering with Eqs. (6) and (7); 

Step 3: Construct the training and test datasets in the mapping new space, i.e. 



{ , }, 1,2,...,x train gi iD y i N  and { }, 1,2,...,z test giD i M  by using Eqs.  

(9)-(11). 

Stage 2: Transfer learning of the consequent parameter of the TSK FLS. 

Step 4: Set the transfer learning parameters 

  and   in Eq. (19); 

Set the transfer learning parameters 

C  and   in Eq. (28) 

Step 5: Use Eqs. (25a), (26), and (27a) to 

obtain the combined consequent 

parameters gp  based on the data 

in the mapping new space. 

Use Eqs. (33a), (34) and (35) to obtain 

the combined consequent parameters 

gp  based on the data in the mapping 

new space. 

Stage 3: Constructing the model of the final TSK FLS. 

Step 6: Use Eqs. (12) and (13) to obtain the consequent parameters ip , 1,2,...,i K ; 

Step 7: Use the antecedent parameters and consequent parameters obtained in Step 2 

and Step 6 to construct the final TSK FLS. 

 

E. Multi-class Classification of Epileptic EEG Signals 

Although the TSK-TL-FLS (Reg) is developed for regression, it can easily be 

extended to perform multi-class classifications for detecting epileptic EEG signals. 

One common strategy is to use the regression function to approximate the class labels 

in the corresponding classification task. Once the model is trained, a future sample 

can be tested and the label nearest to the model output is taken as the label of the 

given test sample. In this paper, however, a more effective strategy enabling the 

regression method to be used for classification is introduced [36]. 

The idea of this strategy is to use a multiple output function for the task of 

classification. Given a classification dataset with m classes 

 , , {1,..., } , 1,...,i i iy y m i N x , an m-output regression dataset  ,xi iy  is constructed. 

If the original class label of the ith training sample in  ,i iyx  is (1 )  iy p p m , the 

corresponding output vector in the constructed m-output regression dataset  ,xi iy  is 

defined as 

 [0, ,0,1,0, ,0]
p

T
i y , (37) 

where only the pth element of iy  is one, and the rest of the elements are set to zero.  

With the m-output regression dataset, m single-output regression models can be 

trained. Once the m models are obtained, for a given test sample the output vector can 

be expressed as 

 model model model
,1 ,[ ,..., ]y

T
i i i my y ,  (38) 



where model
,i ly  denotes the l th output of the constructed model. Then, the predicted 

class label of the test sample is the index of the element with the highest value in the 

output vector. For example, if the value of model
,i ly  is highest among all of the elements 

in vector model
iy , then the final predicted class label of the test sample will be l , 

which can be determined by 

 
model
,

1

arg max( )i k
k m

l y
 

 . (39) 

Similarly, while the TSK-TL-FLS (BC) is developed for binary classification, it can 

also be extended for multi-class classifications using many strategies, such as the 

popular one-versus-one or the one-versus-rest strategy, to decompose a multi-class 

problem into multiple binary classification problems. The multiple binary classifiers 

are then used to predict the labels of the test data, and the final labels are determined 

by voting. 

Based on Table I, the algorithms for a multi-class classification of the epileptic EEG 

signals in this study are presented in Table II. 

Table II Algorithms for recognizing epileptic EEG signals 

Algorithm: 
Recognizing epileptic EEG signals 

based on the TSK-TL-FLS (Reg) 

Recognizing epileptic EEG signals 

based on the TSK-TL-FLS (BC) 

Step1:  Extract the effective features of EEG signals using the classic WPD or KPCA 

feature extraction techniques and obtain the data used for training the TSK 

FLS. 

Sep2: Use the TSK-TL-FLS (Reg) 

algorithm to train m  single-output 

TSK FLSs for an m-class 

classification based on the labeled 

data in the source domain and the 

unlabeled data in the target domain. 

Use the TSK-TL-FLS (BC) algorithm 

and the one-versus-one strategy to 

obtain ( 1) / 2m m  binary 

classification TSK FLSs for an 

m-class classification based on the 

labeled data in the source domain and 

the unlabeled data in the target 

domain. 

Step3: Use Eq. (39) to determine the labels 

of the test data. 

Determine the final labels of the test 

data by voting. 

 

Remark 1: Regarding the effectiveness of the proposed epileptic EEG recognition 

algorithms, as the physiological EEG signals of healthy people differ from those of 

patients with epilepsy, detecting epilepsy by classifying the EEG signals is in 

principle a feasible approach. However, EEG signals are complicated in nature and 

the recording can be influenced by many factors, which present a great challenge to 

ensuring the accuracy of the classification algorithms. In this regard, transfer learning 



is an important technique that can be used to construct robust intelligent models for 

classifying EEG signals. The algorithms proposed in the study are for tackling the 

issue of accuracy. They are expected to be a promising tool for classifying EEG 

signals due to their transfer learning abilities and the advantages inherited from fuzzy 

modeling. 

Remark 2: Like other learning-based methods, e.g. LMPROJ, the two transductive 

learning based methods proposed in this study not only use the labeled training data in 

the source domain to train the TSK FLS, but also the unlabeled test data in the target 

domain. This approach is different from the learning procedure of conventional 

classifiers. It means that for a new test dataset, the transductive transfer learning based 

model must be trained again. While this characteristic could lead to a computational 

burden, the proposed transductive learning based methods are more adaptive than 

other methods and thus practical for many applications. 

 

 

IV EXPERIMENTAL STUDY 

A. Data and Setup 

1) Data Source 

The epileptic EEG data used in this study are publicly available on the web from 

the University of Bonn, Germany (http://www.meb.uni-bonn.de/epileptologie/science/ 

physik/eegdata.html). The complete data archive contains five groups of data, groups 

A to E, each containing 100 single channel EEG segments with a duration of 23.6 

seconds sampled at 173.6Hz. Groups A and B consist of segments acquired from a 

surface EEG recording performed on five healthy subjects using a standardized 

scheme of placing electrodes on the subjects when they were relaxed and in an awake 

state with their eyes open and closed, respectively. Groups C, D, and E are the data 

obtained from subjects with epilepsy during seizure-free intervals (C and D) and 

during seizure activity (E). Recordings in groups C and D were made from the 

hippocampus formation in the opposite hemisphere of the brain and the epileptogenic 

zone, respectively. The settings are described in Table III. A typical signal trace in 

each group is shown in Fig. 4 to provide an intuitive display of the visual differences 

app:ds:experiment


in the signals of the five data groups. Further details about epileptic EEG signals can 

be found in [25].  

 

Table III Settings for measuring epileptic EEG data  

 Group Setting 

Healthy 

people 

 

A EEG signals obtained from healthy subjects with their eyes open. 

B EEG signals obtained from healthy subjects with their eyes closed. 

People 

with 

epilepsy 

C 

EEG signals acquired from the hippocampus formation in the 

opposite hemisphere of the brains of subjects with epilepsy during 

seizure-free intervals. 

D 
EEG signals acquired from the epileptogenic zone of the brains of 

subjects with epilepsy during seizure-free intervals. 

E 
EEG signals obtained from subjects with epilepsy during seizure 

activity. 
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Fig. 4 Examples of traces of EEG signals 

 

2) Experimental Datasets 

Two types of datasets were constructed to compare the performances of different 

conventional classification algorithms and the proposed TSK-TL-FLS method: one 

consisting of training and test datasets drawn from the same distribution, and the other 

constructed with training and test datasets of different distributions. In total, eight 

app:ds:healthy
app:ds:people


datasets of these two types were constructed for a performance evaluation, as shown 

in Table IV. In each dataset, all of the training and test data were constructed with 

different proportions of the five groups of EEG signals. Taking dataset 7 as an 

example, the data in the training set were created using the data in groups A, C, and E, 

while the data in the test set were derived from groups B, C, and E.  

The eight datasets include: (i) two datasets with data of identical distributions in the 

source and the target domain; (ii) six datasets with data of different distributions in the 

two domains. In particular, datasets 1-6 were constructed for binary classification and 

datasets 7-8 for multi-class classification. For binary classification, the task is to 

classify healthy and non-healthy (epileptic) subjects. For multi-class classification, the 

task is to identify three different groups of subjects, i.e., healthy subjects, subjects 

with epilepsy in the preictal state, and subjects with epilepsy in the ictal state. 

Table IV Datasets constructed for the experiments 

Data 

Distribution  

Dataset 

Number 
Training dataset Test dataset 

Identical 

distribution 

1 BE-each 75 segments BE-each 25 segments 

2 BDE-each 75 segments BDE-each 25 segments 

Different 

distribution 

 

3 AE-each 25 segments AC-each 25 segments 

4 AE-each 25 segments AD-each 25 segments 

5 BE-each 25 segments BC-each 25 segments 

6 BE-each 25 segments BD-each 25 segments 

7 ACE-each 25 segments BCE-each 25 segments 

8 ADE-each 25 segments BDE-each 25 segments 

 

 

3) Classification Methods  

After extracting the features from the original EEG signals using WPD and KPCA 

respectively, ten classification methods, including seven conventional methods were 

employed to train and test all of the datasets. They were: LDA [26,27], DT [28], NB 

[29], NM [30-32], SVM[33], L2-TSK-FLS [20], a fuzzy system developed using 

fuzzy clustering and SVM called FS-FCSVM [54]; and three transductive transfer 

learning methods, i.e. LMPROJ[24], TSK-TL-FLS (Reg), and TSK-TL-FLS (BC). 

FS-FCSVM is an FLS construction method based on fuzzy clustering and SVM, 

where the structure of the FLS antecedents is generated by applying fuzzy clustering 

to the input data and the consequent parameters are trained using SVM to improve the 

system generalization performance. LMPROJ is a classic transductive transfer 

method, which has been used for recognizing epileptic EEG signals [55].  

app:ds:distribution
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4) Parameter Setting  

For the methods based on fuzzy rules, the number of fuzzy rules K was set to 40 in 

the experiments. For the datasets with data of identical distributions in the target 

domain and source domain, the classic five-fold cross-validation strategy was used to 

determine the optimal hyperparameters of the different algorithms in the experiments. 

For the datasets with data of different distributions in the two domains, since the 

classic cross-validation strategy could not be directly applied, a strategy resembling 

cross validation was adopted instead, as illustrated in Fig. 5 with dataset 7 as an 

example. The data in groups ACE and BCE were divided and combined to give eight 

different datasets for training and testing respectively, eventually resulting in 64 

combinations of datasets to evaluate each of the algorithms in the experiments.  

 

 

 

Fig. 5 The strategy resembling cross validation applied to dataset 7. 

 

5) Evaluation Index  

To measure the performance, the mean and standard deviation (SD) of the 

classification accuracy achieved with each algorithm were calculated. The p-values of 

the t-tests were also calculated based on the classification results that were obtained. 

 

B. Results and Analyses  

The experimental results are shown in Table V and Table VI, and also in Fig. 6 and 

Fig. 7. From these results the following observations can be made. 

1) The classification results of the conventional classifiers exhibited poor 

performance when the data distribution between the training and test datasets differed. 

Meanwhile, promising results were observed for the transfer learning based models, 

i.e. LMPROJ, the proposed TSK-TL-FLS (Reg) and TSK-TL-FLS (BC). For 



example, the classification accuracies of these transfer learning based models were all 

greater than 93%. 

2) Among the three transfer learning based methods, the TSK-TL-FLS (Reg) and 

TSK-TL-FLS (BC) outperformed LMPROJ, which demonstrates that the method 

based on fuzzy rules  has distinctive advantages for classification. Furthermore, the 

results to be presented in the next subsection will also show that the methods based on 

fuzzy rules are advantageous in terms of interpretability, which is a feature not 

available from LMPROJ. 

3) Of the two proposed methods, the TSK-TL-FLS (BC), which is based on a binary 

classification model, is found to offer more advantages than the TSK-TL-FLS (Reg), 

which is based on a regression model. In particular, the classification accuracies of the 

TSK-TL-FLS (BC) was over 96%. This finding indicates that a specific design is 

necessary for classification tasks based on the TSK-FLS. 

4) As shown in Table IV, for datasets 1 and 2 where the training and test data have 

identical data distributions, transfer learning is not necessary since the classic 

intelligent methods are already very effective for these scenes. Nevertheless, even if 

transfer learning is not critical for these scenes, the proposed methods based on 

transfer learning are also effective. As shown in the experimental results, when 

compared with the classic intelligent models, the proposed TSK FLSs based on 

transfer learning demonstrated competitive performance on these datasets  

Overall, it can be concluded that the performance of the proposed TSK-TL-FLS 

(Reg) and TSK-TL-FLS (BC) in classifying EEG signals for detecting epilepsy is 

better than that of the classic non-transfer-learning methods and the transfer learning 

based LMPROJ method. This finding shows that transfer learning technology can 

effectively improve the recognition accuracy of the TSK FLS for detecting epilepsy 

using EEG. 

While it has been proven that the introduction of the transductive transfer learning 

mechanism improves the accuracy of epileptic EEG signal detection, one inherent 

problem with the proposed methods is also due to the introduction of such a 

mechanism. In transductive transfer learning, both the training and test dataset are 

required in the learning procedure for training models. It is always necessary to 

re-train the classifier every time a different test dataset is used to optimize the 



parameters of the classifiers in the proposed TSK-TL-FLS (Reg) and TSK-TL-FLS 

(BC). 
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Fig. 6 Comparing the performances of different methods of classification with WPD used for feature 

extraction. 
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Fig. 7 Comparing the performances of different methods of classification with KPCA used for feature 

extraction. 



Table V Comparing the accuracy of the ten classifiers (meanSD) 

 with WPD used for feature extraction. 

Data 

sets 

Index 

 

LDA 

 

DT NB NM SVM FS- 

FCSVM 

L2- 

TSK-FS 

LMPROJ TSK-TL- 

FLS(Reg

)    M 

 

TSK-TL- 

FLS(BC) 

1 Mean 0.91 0.951 0.915 0.92 0.961 0.954 0.966 0.95 0.97 0.988 

SD 0.01 0.08 0.019 0.016 0.003 0.008 0.02 0.004 0.01 0.006 

p1* 0.005(+) 0.115(+) 0.01(+) 0.003(+) 0.19(+) 0.09(-) 0.5(-) 0.073(+)   

p2 0.002(+) 1e-03(+) 0.002(+) 0.007(+) 0.008(+) 0.016(+) 0.02(+) 5e-03(+)   

2 Mean 0.93 0.952 0.905 0.813 0.954 0.923 0.963 0.963 0.927 0.986 

SD 0.013 0.006 0.01 0.02 0.004 0.002 0.023 0.005 0.005 0.006 

p1 0.62(-) 0.008(-) 0.03(+) 8e-03(+) 0.009(-) 0.63(-) 0.003(+) 0.003(-)   

p2 6.6e-03(+) 0.004(+) 0.001(+) 4e-03(+) 0.006(+) 0.004(+) 0.008(+) 0.016(+)   

3 Mean 0.805 0.444 0.275 0.222 0.54 0.753 0.779 0.938 0.951 0.969 

SD 0.042 0.029 0.027 0.03 0.005 0.017 0.015 0.003 0.004 0.005 

p1 0.005(+) 3.7e-05(+) 1.9e-05(+) 2.6e-05(+) 5.9e-07(+) 1.5e-06(+) 2.2e-05(+) 0.007(+)   

p2 0.003(+) 

00 

3e-05(+) 1.1e-05(+) 2.0e-05(+) 2.3e-07(+) 2.7e-06(+) 2.2e-05(+) 0.001(+)   

4 Mean 0.818 0.469 0.289 0.226 0.5 0.742 0.757 0.941 0.93 0.97 

SD 0.038 0.018 0.023 0.017 0 0.008 0.013 0.008 0.004 0.008 

p1 0.008(+) 1.3e-05(+) 1.6e-05(+) 2.6e-06(+) 2.4e-07(+) 5e-07(+) 1.5e-04(+) 0.14(+)   

p2 0.005(+) 3.5e-05(+) 4.0e-06(+) 1.0e-05(+) 1.4e-06(+) 2.8e-07(+) 8e-05(+) 0.002(+)   

5 Mean 0.759 0.924 0.735 0.714 0.924 0.856 0.908 0.963 0.976 0.985 

SD 0.009 0.009 0.009 0.018 0.01 0.007 0.014 0.005 0.005 0.002 

p1 4.5e-05(+) 5.0e-04(+) 3.8e-05(+) 1.3e-04(+) 5.1e-04(+) 8.6e-05(+) 8.2e-04(+) 0.01(+)   

p2 3.3e-05(+) 2.9e-04(+) 1.7e-05(+) 8.5e-05(+) 5.8e-04(+) 9.4e-05(+) 4.4e-05(+) 0.004(+)   

6 Mean 0.768 0.923 0.751 0.728 0.919 0.859 0.902 0.968 0.981 0.989 

SD 0.018 0.009 0.008 0.007 0.006 0.012 0.017 0.005 0.005 0.003 

p1 1.6e-04(+) 0.002(+) 8.0e-06(+) 1.8e-06(+) 0.001(+) 9.4e-05(+) 5.5e-05(+) 0.002(+)   

p2 1.8e-04(+) 9.8e-04(+) 2.0e-05(+) 8.4e-06(+) 3.4e-04(+) 6.6e-05(+) 2.2e-04(+) 0.007(+)   

7 Mean 0.356 0.429 0.442 0.426 0.762 0.799 0.846 0.925 0.928 0.974 

SD 0.04 0.08 0.02 0.015 0.019 0.015 0.008 0.007 0.006 0.006 

p1 1e-03(+) 0.001(+) 9e-06(+) 3.6e-06(+) 6e-03(+) 0.001(+) 0.003(+) 0.28(+)   

p2 1.5e-03(+) 8e-03(+) 2e-05(+) 8e-06(+) 9e-05(+) 5.1e-04(+) 4.7e-04(+) 0.004(+)   

8 Mean 0.346 0.481 0.424 0.397 0.746 0.793 0.853 0.945 0.935 0.977 

SD 0.036 0.11 0.016 0.02 0.03 0.013 0.022 0.01 0.007 0.003 

p1 9e-05(+) 0.004(+) 2e-05(+) 2e-05(+) 0.001(+) 0.001(+) 0.003(+) 0.09(-)   

p2 4e-05(+) 0.003(+) 6e-06(+) 6e-06(+) 0.001(+) 4.7e-04(+) 4e-04(+) 0.008(+)   

Note: The superscripts (+) and (-) denote whether the proposed TSK-TL-FLS method is better or worse than the method under 

comparison based on t-test results. The smaller the p-value, the more significant the mean difference. The result is considered statistically 

significant with p<0.05. The p-values p1 and p2 are computed by comparing the TSK-TL-FLS (Reg) and TSK-TL-FLS (BC) respectively 

with the other methods. 



 

Table VI Comparing the accuracy of the ten classifiers (meanSD)  

with KPCA used for feature extraction. 

Data 

sets 

Index 

 

LDA 

 

DT NB NM SVM FS- 

FCSVM 

L2- 

TSK-FLS 

LMPR

OJ 

TSK-TL- 

FLS(Reg

) 

TSK-TL- 

FLS(BC) 

1 Mean 

SD 

0.954 

 

 

 

0.99 0.945 0.97 0.965 0.973 0.955 0.98 0.985 0.98 

0.008 0.012 0.02 0.012 0.004 0.01 0.017 0 0.006 0.006 

p1* 0.018(+) 0.5(-) 0.047(+) 0.1(+) 0.002(+) 0.11(-) 0.016(+) 0.18(+)   

p2 2e-03(+) 0.22(-) 0.016(+) 0.2(+) 0.05(+) 0.41(-) 0.012(+) 1(-)   

2 Mean 

SD 

0.933 0.994 0.93 0.96 0.952 0.924 0.97 0.967 0.923 0.975 

0.011 0.008 0.003 0.012 0.004 0.011 0.009 0.003 0.009 0.005 

p1 0.18(-) 0.003(-) 0.29(-) 0.035(-) 0.015(-) 0.88(-) 0.002(+) 5e-03(-)   

p2 0.015(+) 0.001(-) 0.015(+) 0.03(+) 0.01(+) 0.004(+) 0.42(-) 0.2(+)   

3 Mean 0.848 0.795 0.696 0.73 0.88 0.834 0.871 0.948 0.938 0.988 

SD 0.011 0.007 0.011 0.032 0.012 0.022 0.017 0.005 0.01 0.005 

p1 0.003(+) 6.2e-05(+) 8.8e-05(+) 5.5e-04(+) 1.8e-04(+) 0.003(+) 0.006(+) 0.09(-)   

p2 2.7e-04(+) 6.5e-05(+) 2.5e-05(+) 7.4e-04(+) 6.8e-04(+) 8.8e-04(+) 8.3e-04 0.002(+)   

4 Mean 0.918 0.978 0.76 0.81 0.87 0.825 0.914 0.963 0.94 0.988 

SD 0.007 0.006 0.042 0.03 0.017 0.014 0.011 0.005 0 0.006 

p1 0.006(+) 0.001(-) 0.003(+) 0.003(+) 0.004(+) 0.001(+) 0.049(+) 0.003(-)   

p2 6.0e-04(+) 0.13(+) 0.001(+) 0.001(+) 4.4e-04(+) 1.8e-04(+) 0.001(+) 0.035(+)   

5 Mean 0.893 0.794 0.88 0.798 0.91 0.861 0.922 0.958 0.983 0.991 

SD 0.016 0.03 0.013 0.033 0.008 0.02 0.016 0.02 0.01 0.002 

p1 0.005(+) 0.002(+) 4.2e-04(+) 9.9e-04(+) 1.6e-04(+) 0.001(+) 0.005(+) 0.03(+)   

p2 0.002(+) 9.6e-04(+) 4.1e-04(+) 0.001(+) 1.4e-04(+) 9e-04(+) 0.004(+) 0.035(+)   

6 Mean 0.875 0.831 0.878 0.766 0.90 0.855 0.927 0.97 0.958 0.993 

SD 0.015 0.033 0.017 0.016 0.008 0.01 0.012 0.008 0.01 0.003 

p1 0.003(+) 0.009(+) 0.002(+) 1.6e-04(+) 0.008(+) 3.8e-04(+) 0.005(+) 0.08(+)   

p2 6.3e-04(+) 0.002(+) 8.3e-04(+) 1.5e-04(+) 8.4e-05(+) 1.5e-04(+) 7.4e-04(+) 0.014(+)   

7 Mean 0.478 0.729 0.746 0.426 0.712 0.667 0.905 0.936 0.959 0.976 

SD 0.06 0.04 0.03 0.06 0.02 0 0.013 0.006 0.01 0.006 

p1 5e-03(+) 0.001(+) 4e-03(+) 4e-03(+) 5e-03(+) 1e-06(+) 0.02(+) 0.03(+)   

p2 4e-03(+) 0.001(+) 8e-03(+) 3e03(+) 1e-03(+) 3.9e-07(+) 0.01(+) 0.004(+)   

8 Mean 0.532 0.741 0.692 0.397 0.728 0.667 0.89 0.945 0.954 0.975 

SD 0.04 0.02 0.08 0.035 0.01 0 0.03 0.009 0.01 0.005 

p1 2e-03(+) 2e-03(+) 0.007(+) 2e-03(+) 4e-05(+) 1e-06(+) 0.019(+) 0.03(+)   

p2 1e-03(+) 2e-03(+) 0.005(+) 1e-03(+) 7e-06(+) 1.8e-06(+) 0.01(+) 0.008(+)   

Note: The superscripts (+) and (-) denote whether the proposed TSK-TL-FLS method is better or worse than the method under 

comparison based on t-test results. The smaller the p-value, the more significant the mean difference. The result is considered statistically 

significant with p<0.05. The p-values p1 and p2 are computed by comparing the TSK-TL-FLS (Reg) and TSK-TL-FLS (BC) respectively 

with the other methods. 



C. Model Analysis 

Compared with other intelligent methods, the most distinctive characteristic of 

the FLS is its high interpretability. In this subsection, this characteristic is 

demonstrated by analyzing a model. In Table VII, a TSK FLS model with eight fuzzy 

rules was obtained with dataset 3 using the proposed TSK-TL-FLS (Reg) method. The 

table illustrates a fuzzy rule base for fuzzy inference corresponding to the features 

extracted from the EEG signals of group A using WPD. The fuzzy inference rules can 

be easily explained and described linguistically. Fig. 8 shows the membership 

function of each fuzzy subset of the first fuzzy rule that was obtained. Each 

membership function corresponds to a fuzzy subset that can be interpreted 

linguistically with expert knowledge. For example, the first fuzzy rule for recognizing 

epileptic EEG signals can be described as follows, with the energy of the EEG signals 

in different frequency bands expressed in terms of percentage. 

If the energy of the EEG signal in frequency band 1 is about 3.8743%, and  

if the energy of the EEG signal in frequency band 2 is about 3.4374%, and 

if the energy of the EEG signal in frequency band 3 is about 6.8249%, and 

if the energy of the EEG signal in frequency band 4 is about 19.6789%, and 

if the energy of the EEG signal in frequency band 5 is about 31.9831%, and 

if the energy of the EEG signal in frequency band 6 is about 32.2114%, 

then this rule gives the decision value computed using the following formula: 

 1 1 2 3 4 5 60.334+0.0335 -0.0340 -0.0021 +0.0092 -0.0069 -0.0016f x x x x x xx
    (39) 

It can be seen that the FLS obtained using the proposed TSK-TL-FLS (Reg) training 

method has better interpretability than the conventional non-rules-based methods. 

Meanwhile, the FLS also demonstrates better adaptability as validated by the higher 

classification accuracy reported in section IV-B.  



 

Table VII A TSK FS with eight rules trained by the TSK-TL-FLS  

Fuzzy rules base 

: RuleFuzzy  KTS kR  

1 1 1 1 2 2 2 2IF  is ( , )  is ( , )  is ( , ) k k k k k k k k k

d d d dx A c x A c x A c     ,   0 1 1Then  k k k kd df p p x p x   x . 

No. of 

rules 

Antecedent parameters 

(Gaussian membership function parameters) 
Consequent parameters 

(linear function parameters) 

k  
1( , , )k k k T

dc cc ,
1( , , )k k k T

d δ  
0 1( , , , )T

k k k kdp p pp  

1 1 c  [3.8743, 3.4374, 6.82, 1.967, 31.9831, 32.2114] 
1 δ  

[0.1465, 0.6364, 0.6959, 0.1075, 0.62, 0.8945] 
1 p  [0.334, 0.0335, -0.0340,-0.0021, 

0.0092, -0.0069, -0.0016] 

2 2 c  [3.842, 6.994, 1067, 19.1524, 28.816, 30.524] 
2 δ  [0.16, 0.405, 0.357, 0.127, 0.345, 0.4914] 

2
p

 [0.0384, 0.0382, -0.0375, 

6.283e-4, 9.41e-4, -0.0018, 0.0037] 

3 3 c  [5.11, 11.023, 16.072, 20.855, 23.158, 23.782] 
3 δ

 
[0.1473, 0.4177,0.352, 0.0622, 0.3136, 0.4059] 

3
p

 [-0.0062, 0.0013, -0.0053, 

-0.0030, 0.0012, 0.0036, -0.020] 

4 4 c  [2.56, 16.277, 18.83, 20.3494, 20.9364, 21.049] 
4 δ

 
[0.14, .0.789, 0.4912, 0.043, 0.4065, 0.5457] 

4
p

 [-0.0018, 0.0067, -0.0021, 0.0055, 

0.0021, - 0.0050, 1.467e-5] 

5 5 c  [3.807, 14.015, 17.795, 20.466, 21.83, 22.0924] 
5 δ

 
[0.117, 0.5406, 0.4076, 0.0466, 0.3423, 0.4572] 

5
p

 [0.0412, 0.0413, -0.405, -.0027, 

0.202, -0.0181,-0.0265] 

6 6 c  [7.658, 3.75, 10.7778, 21.953, 27.57, 28.2898] 
6 δ

 
[0.3175, 0.6987, 0.357, 0.1278, 0.2837, 0.3641] 

6
p

 [0.0547, 0.0635, -0.0646, 

5.695e-4, 0.0094, -0.0071, 0.0024] 

7 7 c  [4.56, 7.997, 12.37, 21.3412, 26.4607, 27.2702] 
7 δ

 
[0.1658, 0.4143, 0.315, 0.0994, 0.2724, 0.3615] 

7
p

 [0.0229, 0.302, -0.027, 1.2514e-4, 

0.0014, -0.0011, -0.0171] 

8 8 c  [3.1556, 5.836, 8.92, 19.36, 30.3, 32.46] 
8 δ

 
[0.1657, 0.4249, 0.4572, 0.1168, 0.4306, 0.65] 

8
p

 [0.0258, 0.0298, -.0.0281, 

-0.0026, 0.0128, -0.0103, 4.7e-5] 
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Fig. 8 The membership functions of each fuzzy subset in the antecedent of the first fuzzy rule trained by the 

TSK-TL-FLS (Reg) on dataset 3. 

 

 



Since the TSK FLS is a kind of classic fuzzy-rules-based model, methods based 

on the TSK FLS are expected to have better interpretability than other classic 

intelligent models such as neural networks and kernel methods. However, some other 

rule-based intelligent models, e.g. the classic Mamdani-Larsen-type FLS (ML FLS) or 

decision tree, may demonstrate better interpretability than the TSK FLS. Therefore, 

introducing a transfer learning mechanism to the construction of these models is a 

meaningful future endeavor to pursue for the development of more interpretable and 

adaptive methods of intelligently recognizing epileptic EEG signals. 

 

V CONCLUSION 

The aim of the study was to tackle a key issue in conventional intelligent methods 

– i.e., for the recognition of epileptic EEG signals it is not practical to assume that the 

distribution of data in the training and test datasets is identical. Thus, methods for 

constructing the TSK FLS to detect epileptic EEG signals were proposed based on 

transductive transfer learning. Two TSK FLS training methods, the TSK-TL-FLS 

(Reg) and TSK-TL-FLS (BC), were developed based on a regression model and a 

binary classification model, respectively. Experimental studies have demonstrated that 

the proposed approach has distinct advantages in the detection of epileptic EEG 

signals, outperforming various classic intelligent recognition methods. However, the 

transfer learning mechanism adopted in the present study is admittedly relatively 

simple. Research will be conducted to introduce a more effective transfer learning 

mechanism for training FLS models in order to further enhance the accuracy of 

detecting epilepsy with EEG signals. While in this study transfer learning was only 

applied to the training of the parameters of the consequents in the TSK FLS, it is 

expected to be applicable to the training of the parameters of the antecedents as well. 

For example, it is beneficial to take into account the difference in the distribution of 

data between the training and testing domains when choosing the membership 

functions of the fuzzy sets. However, this is not a trivial work and deserves dedicated 

effort. This issue will be addressed in a future study. 
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