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Abstract—To help exchanging information between two sources
in a two-way relaying network with multiple relays, we consider
selecting one “best” relay or a pair of “best” relays that broadcast
network-coded information to other nodes (source or relay).
Further, we assume that the multiple relays are random dis-
tributed in a one-dimensional or two-dimensional space between
the sources and we take the path loss between the nodes into
consideration. We also select the relay(s) based on the max-min
criterion in both the Single Relay Selection (SRS) scheme and the
Paired-Relay Selection (PRS) scheme. In particular, we propose
a Distributed VIterbi Selection Algorithm (DVISA) that selects the
pair of “best” relays in the PRS scheme and we describe how the
nodes exchange information in a frame consisting of 4 time slots.
Both our analytical and simulation results show that when the
path-loss exponent is large and/or there is a sufficient number of
relays to choose from, using two relay nodes can provide a lower
outage compared with using only one relay node even under the
same total transmit power.
Index Terms—Network coding, relay selection, two-way relay-

ing.

I. INTRODUCTION

Over the past decade, various aspects of wireless coop-
erative channels and networks such as information theoretic
capacity [1], diversity [2], outage performance [3], and co-
operative coding [4] were investigated. The two-way relaying
network, being a special case of cooperative communication
networks, was first studied by Shannon [5]. The network
consists of two users who communicate with each other with
the help of a single relay. Recently, network coding [6],
[7] has emerged as a viable candidate that can improve the
network capacity and the diversity gain, particularly in wireless
cooperative communication networks.
In [8], [9], a two-way relaying network with network coding

has been proposed to reduce the total number of transmission
time slots and to improve network efficiency. It has been
demonstrated that the joint use of relay and network coding
not only improves the information transmission efficiency [10],
[11], [12], but also reduces the overall power consumption
significantly in communication systems [9], [13].
In [14], [15], multiple relay selection and relay ordering

have been proposed, but they have been applied to coop-
erative communication networks without network coding. In
this paper, we propose a paired-relay-selection (PRS) scheme,
in which the “best” pair of relays are selected by a novel
Distributed VIterbi Selection Algorithm (DVISA) and are used
for broadcasting network-coded information to other nodes

(source or relay). We have made use of the max-min function
as the basis for DVISA to select the pair of relays. Our analysis
on the outage performance of the proposed PRS scheme shows
that, when the path-loss exponent is large and/or there is a
sufficient number of relays to choose from, using two relay
nodes can provide a lower outage than using only one relay
node, which is also known as the single relay selection (SRS)
scheme.

II. REVIEW OF SINGLE RELAY SELECTION SCHEME

We consider the two-way relaying network shown in Fig. 1.
There are two source nodes S1 and S2, and a set of K relay
nodes, denoted as R = {Ri : i = 1, . . . ,K}. We also define
K = {1, . . . ,K} as the index set of the relays. We assume
that there is no direct link connecting the sources. Thus, the
sources have to exchange their information with the help of
one or more of the relay nodes.
We denote the distance between (i) S1 and S2 by D; (ii)

S1 and Ri by dS1,i; (iii) S2 and Ri by dS2,i; and (iv) Ri and
Rj by di,j . We consider path loss between the nodes and we
model the channel coefficients as variables following complex
Gaussian distributions, i.e., CN (0,Ω) where Ω = (d/d0)

−α,
α is the path-loss exponent (typically ranging from 2 to 4),
d0 is a reference distance, and d is the distance between two
nodes [16]. We assume that all the channels are reciprocal,
which means the channel coefficients are the same in both
directions. We further define the complex channel coefficient
between (i) S1 and Ri as fi ∼ CN (0,ΩS1,i), (ii) S2 and Ri as
gi ∼ CN (0,ΩS2,i), and (iii) Ri and Rj as hi,j ∼ CN (0,Ωi,j);
and we assume that the channel coefficients remain fixed
over a channel coherence time. In subsequent sections, unless
otherwise stated, all signal transmissions occur within one
channel coherence time.
Single Relay Selection (SRS) has been widely studied in

cooperative relay networks [17]. When there are multiple
relays available, there are several different ways to select
the “best” relay. They include max-min criterion [2], max-
harmonic-mean criterion [18], max-generalized-min criterion
[19], nearest-neighbor criterion [20] and max-received-SNR
(signal-to-noise-ratio) criterion [21]. For example, in the max-
min criterion, the “best” relay Rr is selected using

r = argmax
i∈K

{min{|fi|2, |gi|2}} (1)
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Fig. 1. System model: Two source nodes S1 and S2, and K relay nodes
Ri (i = 1, 2, 3, ...,K).

where fi and gi represent the channel coefficients defined
above.
Once the “best” relay has been determined, the exchange

of information between the two sources begin. With the use
of network coding, it takes three time slots to complete one
information-exchange procedure. In the first/second time slot,
S1/S2 broadcasts its encoded data x1/x2 with a transmit power
of PS1 /PS2 After decoding the data x1 and x2 successfully,
the selected relay perform an XOR operation on the data and
broadcasts the XORed results (i.e., x1⊕x2) to the two sources
with a power of Pr in the third time slot. Then, each source
makes use of the received data and its own transmit data to
recover the information from the other source.
We consider real signaling. Moreover, we assume that the

noise at all nodes (sources or relays) are real, identical and
follow a Gaussian distribution with zero mean and variance
σ2, i.e., N (0, σ2). Then the mutual information from S1 to
Rr and that from S2 to Rr are given, respectively, by

IS1,r =
1

2
log2

(
1 +

PS1

σ2
|fr|2

)
(2)

and

IS2,r =
1

2
log2

(
1 +

PS2

σ2
|gr|2

)
. (3)

As the relay broadcasts the XOR-ed data to both sources,
the mutual information of this broadcast channel can be
formulated as

Ir,(S1,S2) =
1

2
min

[
log2

(
1 +

Pr

σ2
|fr|2

)
, log2

(
1 +

Pr

σ2
|gr|2

)]
.

(4)
Consequently, the end-to-end mutual information, which is
given by the minimum of the mutual information among all
links, can be expressed as

ISRS =
2

3
min

[
IS1,r, IS2,r, Ir,(S1,S2)

]
. (5)

In the above equation, the coefficient 2/3 exists because three
time slots have been taken to exchange the two data packets
between S1 and S2. Finally, the outage probability of the

SRS two-way relaying system with network coding can be
expressed as

Pout,SRS = Pr[ISRS < T ] (6)

where T denotes the end-to-end transmission rate in bits per
second per hertz (b/s/Hz).
Equal Transmit Power: Suppose the transmit powers of all

nodes are the same and are denoted by P/3. Using the results
in (1) to (5), the outage probability in (6) can be simplified to

Pout,SRS = Pr(min{|fr|2, |gr|2} ≤ Γ(T, 3)) (7)

where Γ(T, l) = lσ2

P (2lT − 1) and l represents the total
number of transmission time slots in one complete exchange.
Moreover, using (i) the fact that the probability density func-
tions (pdfs) of |fi|2 and |gi|2 follow exponential distribution
(λe−λx) with parameters 1/ΩS1,i and 1/ΩS2,i [22], respec-
tively; and (ii) Lemma below, Pout,SRS can also be expressed
as

Pout,SRS =

K∏
i=1

(1− e−Γ(T,3)(1/ΩS1,i+1/ΩS2,i)). (8)

Lemma: Assume that Y1,Y2,. . . ,YK are random vari-
ables following exponential distributions 1

Ωi
e−y/Ωi (i =

1, 2, . . . ,K). Let Ymin = min{Y1, Y2, . . . , YK}. Then the
cumulative density function (cdf) of Ymin is given by

Pr(Ymin < y) = 1− Pr(Ymin ≥ y) = 1−
K∏
i=1

Pr(Yi ≥ y)

= 1−
K∏
i=1

e−y/Ωi .

III. PAIRED-RELAY SELECTION SCHEME

In this section, we consider a paired-relay selection (PRS)
scheme, in which a pair of relays is selected to help the ex-
changing information between S1 and S2. As in the SRS case,
there can be different ways to select the “best” pair of relays.
Here we use the max-min criterion again for illustration. In
other words, the pair of relays {Rp1, Rp2} are chosen where

(p1, p2) = argmax
(i,j):i,j∈K,i�=j

{min{|fi|2, |gj |2, |hi,j |2}}. (9)

We further design a decentralized protocol, which is called
Distributed VIterbi Selection Algorithm (DVISA) and is de-
scribed in Algorithm 1, for choosing the “best” pair of relays.
1) Information Exchange: After the “best” pair of relays

{Rp1, Rp2} has been determined, the information exchange
between the two sources can be arranged into frames, each
of which consists of 4 time slots. We consider the tth frame.
In the first time slot, S1 broadcasts its data x1[t] to Rp1. In
the second time slot, S2 broadcasts its data x2[t] to Rp2. In
the third time slot, Rp1 broadcasts the XORed data zp1[t] =
x1[t]⊕ zp2[t− 1] to S1 and Rp2, where zp2[t− 1] denotes the
data broadcasted by Rp2 during the (t− 1)th frame. Then, in
the fourth time slot, Rp2 broadcasts the XORed data zp2[t] =



Algorithm 1 Distributed VIterbi Selection Algorithm
(DVISA)
1: Source S1 broadcasts its training data and all the relays
listen to the training data.

2: We denote the set of relays that can decode the training
data correctly byΔ1. Each Ri in Δ1 estimates the channel
coefficient fi and computes a back-off timer using λ/|fi|2
[18] where λ is a constant. When the timer expires, Ri

broadcasts its own identity and |fi|2 to all other relays.
Assuming that no two relays inΔ1 have the same back-off
timer values, the relays in Δ1 broadcast one after another.
All relays listen to the data broadcasted from relays in set
Δ1.

3: We denote the set of relays that can decode correctly
the data from any relay in Δ1 by Δ2. If Rj in Δ2

can decode correctly the data from Ri, it estimates the
channel coefficient hi,j and calculates min{|fi|2, |hi,j |2}.
After all the broadcasts fromΔ1 are completed,Rj selects
its “best” partner Ri(j) based on the max-min criterion,
i.e., i(j) = argmax

i∈K1

{min{|fi|2, |hi,j |2}} where K1 is the

index set of relays in Δ1. Again, each Rj in Δ2 com-
putes a back-off timer using λ/|ĥj |2 where |ĥj |2 denotes
the intermediate value and equals min{|fi(j)|2, |hi(j),j |2}.
When the timer expires,Rj broadcasts its own identity and
the value |ĥj |2 to Source S2.

4: If S2 can decode successfully the data from Rj in Δ2,
it estimates the channel coefficient gj . When all data
from Rj in Δ2 are received, S2 selects the “best” relay
Rj(S) based on the max-min criterion, i.e., j(S) =

argmax
j∈K2

{min{|gj|2, |ĥj|2}} where K2 is the index set of

relays in Δ2. (Equivalently, the pair of relays are selected
according to (9).) S2 broadcasts that Rj(s) is selected as
the second relay.

5: Rj(s) receives the message from S2 and in turn broadcasts
that Ri(j) is selected as the first relay.

6: Ri(j) receives the message from Rj(s) and further relays
the message to S1.

x2[t]⊕zp1[t] to S2 and Rp1. Based on the above transmission
system, S1 can decode the data from S2 using

x2[t] = zp1[t+ 1]⊕ x1[t+ 1]⊕ zp1[t] (10)

while S2 decodes the data from S1 using

x1[t] = zp2[t]⊕ x2[t]⊕ zp2[t− 1]. (11)

Note that there are other ways to design the network-coded
transmission system such that 4 time slots would suffice for
the two sources to exchange information via the pair of relays.
2) Mutual Information and Outage Probability Analysis:

The mutual information from S1 to Rp1 and from S2 to Rp2

are given by, respectively,

IS1,p1 =
1

2
log2

(
1 +

PS1

σ2
|fp1|2

)
(12)

and

IS2,p2 =
1

2
log2

(
1 +

PS2

σ2
|gp2|2

)
. (13)

Further, the mutual information of Rp1 to S1 and Rp2 equals

Ip1,(S1,p2) =
1

2
min

[
log2

(
1 +

Pp1

σ2
|fp1|2

)
,

log2

(
1 +

Pp1

σ2
|hp1,p2|2

)]
(14)

while that of Rp2 to S1 and Rp1 is computed from

Ip2,(S2,p1) =
1

2
min

[
log2

(
1 +

Pp2

σ2
|gp2|2

)
,

log2

(
1 +

Pp2

σ2
|hp1,p2|2

)]
. (15)

Therefore, the end-to-end mutual information for the proposed
paired-relay selection (PRS) scheme equals

IPRS =
2

4
min{IS1,p1, IS2,p2, Ip1,(S1,p2), Ip2,(S2,p1)} (16)

where the coefficient 2/4 exists because four time slots are
used to exchange the two data packets transmission between
S1 and S2. Consequently, the outage probability of this two-
way relaying system with network coding can be expressed
as

Pout,PRS = Pr[IPRS < T ]. (17)

Equal Transmit Power: Suppose the transmit powers of all
nodes are the same and are denoted by P/4. Using the results
in (12) to (16), the outage probability in (17) can be simplified
to

Pout,PRS = Pr[min{|fp1|2, |gp2|2, |hp1,p2|2} < Γ(T, 4)].
(18)

Defining
• E1,i as the event that |fi|2 = min{|fi|2, |gj |2, |hi,j |2}
and |fi|2 < Γ;

• E2,(i,j) as the event that |hi,j |2 =
min{|fi|2, |gj |2, |hi,j |2} and |hi,j |2 < Γ;

• E3,j as the event that |gj|2 = min{|fi|2, |gj |2, |hi,j |2}
and |gj|2 < Γ,

we can further prove that Pout,PRS can be expressed as

Pout,PRS

=
K∏
j=1
j �=i

[
Pr[E3,j ]

K∑
M=1

∏
i∈ΞM

(Pr[E1,i] + Pr[E2,(i,j)])

+

K∏
i=1

(Pr[E1,i] + Pr[E2,(i,j)])

]
(19)

where

Pr[E1,i] =
1

ΩS1,i ·Θi,j
(1− e−Γ(T,4)Θi,j )

Pr[E2,(i,j)] =
1

Ωi,j ·Θi,j
(1− e−Γ(T,4)Θi,j )

Pr[E3,j ] =
1

ΩS2,j ·Θi,j
(1− e−Γ(T,4)Θi,j )

Θi,j = (1/ΩS1,i + 1/Ωi,j + 1/ΩS2,j)
−1
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Fig. 2. Outage probability against SNR(dB) for the SRS and PRS schemes
on a one-dimension relay distribution setting. Theoretical results are plotted
using lines and simulated ones are shown with symbols. The transmit power
of each node in the SRS scheme and the PRS scheme equals P/3 and P/4,
respectively. Number of relaysK = 3, 5, 8, 20. Path-loss exponent (a) α = 2;
(b) α = 3.

and ΞM represents the set containing any M numbers from
{1, 2, . . . ,K}. Due to shortage of space, the detailed proof is
omitted here.

IV. SIMULATION AND NUMERICAL RESULTS

In this section, we present the simulation results and the
analytical ones. We assume that the distance D between the
two sources equals 10d0 (d0 is the reference distance defined
in Sect. II). We also assume that the end-to-end transmission
rate T equals 2 b/s/Hz. To ensure a fair comparison, the total
transmit powers of the SRS and PRS schemes are set to be
identical and equal P . We define the SNR as P/σ2. The
number of relays used is K = 3, 5, 8, 20.
For each set of SNR andK and for a given relay distribution

function, 100 relay distributions have been realized. Moreover,
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Fig. 3. Simulated outage probability against SNR(dB) for the SRS and
PRS schemes on a two-dimension relay distribution setting. Both equal power
allocation (PA) and optimal PA have been used. Number of relays K =
3, 5, 8, 20. Path-loss exponent α = 3.

in each realization, 100, 000 different channel conditions have
been simulated so as to evaluate the average outage probability.

A. Relay distribution in one dimension

Firstly, we assume that the relays are randomly distributed
on the straight line connecting the two sources. In Fig. 2, we
show the outage probabilities when the path-loss exponent α
equals 2 and 3. The curves indicate that the theoretical results
agree with the simulation results. The results also show that
when the path-loss exponent is small (α = 2), the SRS scheme
(i) produces a better outage probability than the PRS scheme
when K = 3, 5, 8; (ii) is outperformed by the PRS scheme
whenK = 20. However, when the path-loss exponent is larger
(α = 3), the SRS scheme is outperformed by the PRS scheme
when K ≥ 5.

B. Relay distribution in two dimensions

We consider the case when the relays are uniform distributed
in a circle with a radius of D/2 and centre at the mid-
point between the two sources. In addition to the equal power
allocation (PA), optimal PA is also studied. In the optimal PA,
the transmit powers of the nodes in the SRS scheme and the
PRS scheme are optimized, respectively, with the constraint
sets

maximize ISRS

subject to PS1 + PS2 + Pr = P,

0 ≤ PS1 , PS2 , Pr ≤ P

(20)

and
maximize IPRS

subject to PS1 + PS2 + Pp1 + Pp2 = P,

0 ≤ PS1 , PS2 , Pp1, Pp2 ≤ P.

(21)

The results in Fig. 3 show that under the same PA mechanism,
the SRS scheme (i) produces a better outage probability than
the PRS scheme when K = 3, 5; (ii) is outperformed by the



PRS scheme when K = 8, 20. As expected, the optimal PA
mechanism provides a lower outage probability compared with
the equal PA. Further, when K = 20, the PRS scheme with
equal PA can even outperform the SRS scheme with optimal
PA.

V. CONCLUSION AND FUTURE WORK

We propose a Distributed VIterbi Selection Algorithm
(DVISA) that selects a pair of “best” relays to broadcast
network-coded information to other nodes (source or relay) in
a two-way relaying network with multiple relays. In addition,
the relays are random distributed in a one-dimensional or two-
dimensional space between the sources. Our study shows that
the theoretical outage probabilities of the network agree with
the simulation results very well. Assuming the same total
transmit power, the proposed Paired-Relay Selection (PRS)
scheme outperforms the Single Relay Selection (SRS) scheme
in terms of outage when the path-loss exponent between the
nodes is large and/or there is a sufficient number of relays in
the network. Furthermore, the outage can be reduced in both
the PRS and the SRS schemes when the nodes are allowed to
transmit with unequal powers.
In our proposed PRS scheme, all relays are involved in

determining the “best” pair of relays and the transmission path.
Much overhead is spent if there is a large number of relays.
To reduce the overhead, we are planning to investigate the
scenario when only a limited number of relays with “good”
channel conditions are to broadcast their information to other
nodes. We will also look into the performance degradation due
to such an arrangement. In addition, we intend to evaluate the
outage of such two-way relaying networks when other selec-
tion criteria, such as max-harmonic-mean and max-received-
SNR criteria, are adopted.
Moreover, four time slots are needed to complete one

information exchange between the two sources when network
coding is applied in the proposed PRS scheme. To further
reduce the consumption of time slots, we will investigate ways
to improve the PRS scheme by applying physical network
coding (PNC) [9].
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