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Structural health monitoring (SHM) data are crucial for structural state assessment. However, long-term monitoring data are
inevitably subject to data missing in actual SHM, which seriously hinders the reliability of the SHM system. So far, many deep
learning-based supervised data imputation methods have been proposed, which require complete sensor data for training.
Although there are studies on unsupervised data imputation, some complete sensor data are still required. Especially, there is
a lack of study on the challenging problem of unsupervised data imputation with incomplete data of all sensors, which may occur
in actual SHM. Therefore, an enhanced generative adversarial imputation network with unsupervised learning is proposed in this
paper for such a challenging task. First, within the generative adversarial imputation network framework, convolutional neural
networks (CNNs) with an encoder-decoder architecture are established to extract significant high-level local features. Fur-
thermore, a self-attention mechanism is embedded into the generative network to globally capture remote dependencies between
data. Finally, the skip connections are incorporated to enhance the parameter utilization and imputation performance of the
network. The random missing data imputation with incomplete data of the field monitoring acceleration data from the Dowling
Hall footbridge is used to validate the proposed method. The results show that good data imputation in both the time and
frequency domains can be achieved by the proposed method in the case of random data missing in all sensors.
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1. Introduction

The large amount of sensor data accumulated in structural
health monitoring (SHM) systems provides solid data
support for in-depth exploration of the fundamental sci-
entific issues of engineering structures and structural state
assessment [1, 2]. Therefore, the completeness and effec-
tiveness of structural monitoring data are crucial. However,
due to harsh environments in the application of sensors and
their improper maintenance during operations, sensor data
missing is a common problem in SHM systems. Then, the

accuracy, effectiveness, and reliability of SHM and evalua-
tion processes are affected by data missing [3]. For example,
it was shown that the effect of 0.38% missing data on power
spectral density is similar to that of 5% observed noise, which
has a negative impact on structural health diagnosis [4].
Therefore, to ensure accurate and reliable structural status
assessment, it is necessary to effectively impute missing
sensor data in SHM systems.

So far, various data imputation methodologies have been
developed, and they can be generally classified into three
categories: statistical imputation techniques, machine
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learning (ML) approaches, and deep learning strategies [5].
Statistical imputation techniques usually rely on parame-
terized statistical models, such as linear interpolation,
autoregressive moving average model, or expectation
maximization algorithms [6, 7], to impute missing data by
fitting model parameters. Chen et al. [8] adopted a method
based on copula functions to capture the interdependencies
within structural strain monitoring data, thereby success-
fully imputing missing data. However, the effectiveness of
statistical imputation methods is still subject to the limita-
tions in the imputation of random and extensive long-term
missing data.

With the rapid advancement of ML technology, ML has
been adopted to process and analyze large amounts of sensor
data [9]. In recent years, an increasing number of ML-based
methods have been proposed to impute missing data. Bao
et al. [10] proposed a recovery method for wireless sensor
networks in bridge structures based on compressive sensing
techniques and further studied the recovery of missing data
under fast-moving wireless sensing technology [11]. These
methods are based on data sparsity in a specific feature
space. Huang et al. [12] used Bayesian compressed sensing
technology to enhance the recovery performance of ap-
proximately sparse signals.

Alternatively, deep learning strategies can deal with
complex data correlations, efficiently process large-scale
data, and automatically extract high-level features, which
are effective for solving the problem of missing data im-
putation [9, 13]. In recent years, data imputation methods
based on supervised learning have been developed rapidly.
Fan et al. [14] proposed a fully convolutional neural network
(CNN) based on U-Net to recover randomly lost acceler-
ation data, and Jiang et al. [5] proposed a deep fully CNN
with encoder-decoder architecture combining skip con-
nections, which has excellent recovery accuracy and ro-
bustness in missing data imputation. However, such
supervised learning data imputation methods require
complete data from all sensors for training networks.

Generative adversarial imputation networks (GAINs)
have been specially designed for missing data imputation.
Some unsupervised learning methods based on GAIN have
made progress in imputing missing data in other fields
[15-18]. In the field of SHM, Jiang et al. [19] studied con-
tinuous missing data imputation by generative adversarial
networks (GANSs)-based unsupervised learning for long-
term bridge health monitoring, Hou et al. [20] proposed
a data imputation framework based on GAIN and data
augmentation techniques, which imputed continuous
missing data using the data of a few normal sensors, and Gao
et al. [21] proposed a slim GAIN (SGAIN) to recover the
missing deflection data of partial sensors in bridge SHM
systems. Subsequently, they also [22] presented a Wasser-
stein GAIN (WGAIN) based on gradient penalty to impute
missing acceleration data of some sensors based on partially
complete sensor data and the remaining missing sensor data.
However, all these unsupervised learning data imputation
methods still need some complete sensor data. However, all
sensing data may be incomplete, so these methods are not
suitable for this challenging situation.
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Based on the above literature review, existing deep
learning-based imputation methods still require some
complete sensor data, which ensures that missing sampling
points can still be easily imputed relying on the complete
data from other sensors. In particular, if all sensor data are
randomly missing at the same time, the problem of random
data missing from all sensors undoubtedly further increases
the difficulty of data imputation. Currently, there is still
a lack of study in this area in existing data imputation
methods, but data imputation under the condition that all
sensors are incomplete is a challenging problem.

Therefore, an enhanced GAIN is proposed in this paper
for unsupervised data imputation with incomplete data of all
sensors. Since there are only incomplete data from all
sensors to train the imputation network, which increases the
difficulty of imputation random missing data, three main
improvements are proposed to enhance the performances of
existing GAIN: (1) encoder-decoder architectures com-
posed of CNNs are integrated into the generator and dis-
criminator to enhance the learning and expression
capabilities of this network; (2) the self-attention mechanism
[23] is embedded into the generator, which focuses more
attention on important features to enhance the ability of the
network to extract global features; (3) the skip connection
technique [24] is incorporated into the generator and dis-
criminator to alleviate gradient vanishing and improve the
reuse rate of features. Consequently, the local and global
features can be effectively extracted by the proposed method,
and the imputation problem of random missing sensor data
can be better realized. The effectiveness of the proposed
enhanced GAIN is validated by the random missing data
imputation with incomplete data of the field monitoring
acceleration data from the Dowling Hall footbridge.

The remainder of this paper is organized as follows: In
Section 2, the conventional GAIN method for data im-
putation is briefly introduced. In Section 3, the proposed
enhanced GAIN is presented, in which in Section 3.1,
CNN with encoder-decoder architectures is integrated
into the generator and discriminator; in Section 3.2, self-
attention mechanism is embedded into the generator; in
Section 3.3, the skip connection technique is incorporated
into the generator and discriminator. In Section 4, im-
putation with different missing rates of all sensor data and
high missing rates of some sensors are considered to
validate the performance of the proposed method using
field monitoring acceleration data of Dowling Hall foot-
bridge. In Section 5, some conclusions of this study are
summarized.

2. Brief Introduction of the GAINs for
Data Imputation

The GAIN is an improvement based on the conventional
GAN. GAN is composed of a generator and discriminator,
which is a powerful generative model proposed under the
framework of deep learning [25]. The training of GAN is
essentially a process of mutual game, and the performance of
the two modules is gradually improved through adversarial
training. Based on the architecture of GAN, Yoon et al. [26]
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introduced the GAIN in 2018 to impute missing data. The
procedure of GAIN is depicted in Figure 1.

The masking matrix and prompting mechanism are
incorporated into the GAIN. The masking matrix contains
information about the missing data locations, and the
prompting mechanism provides information about the
missing data locations for the discriminator; thereby, the
true data distribution can be better learned by the generator.
The generator can learn the true distribution from the input
data and output new data that conforms to this distribution.
The confrontation mechanism between the generator and
the discriminator promotes the network to learn the optimal
distribution. In GAIN, the generator aims to generate data as
accurately as possible, while the discriminator aims to ac-
curately distinguish between the true values in the input data
and the values generated by the generator. Through con-
tinuous iterative training, the generator can ultimately
generate data that are close to the true values at the missing
locations. The main structure of GAIN similarly consists of
two models: a generator and a discriminator, both of which
are composed of fully connected layers. The schematic of the
fully connected layers is illustrated in Figure 2.

The incomplete data matrix (X), mask matrix (M with
values of 0 or 1, indicating the positions of missing data, i.e.,
1 represents the parts of the data that are present and
0 denotes the missing part), and random noise matrix (Z
follows a uniform distribution of —0.01 to 0.01 [27], and the
values can be filled in where the original data is missing) are

min max Eg
6 ot EXMH

where G and D denote the operation of generator and dis-
criminator, respectively; E denotes the mathematical expec-
tation; (*)” represents the transpose operation, which is used
to adjust the dimensions of a matrix for subsequent calcu-
lations; D (X, H) is the output when generating data X and
hint matrix H to the discriminator network; mingsmax;,
indicates the minimization and maximization of the loss
function of generator and discriminator, respectively.

3. The Proposed Enhanced GAIN With
Unsupervised Learning for Random Missing
Data Imputation With Incomplete Data of
All Sensors

In the existing research, the GAIN focuses on incomplete data
of some sensor data, but all sensor data in the practical en-
gineering are missing at random. Therefore, an enhanced
GAIN is proposed based on the GAIN framework to impute all
sensor data in the case of random missing. Data construction
with incomplete data of all sensors can be defined as follows.

Since data missing in real engineering usually occurs
randomly, the missing data of each sensor are considered an
independent event in this paper. For a given complete
dataset X = {X,X,,...,X,,...,X,} with n sensors of the

input into the generator to produce an imputed matrix X.
Then, the incomplete matrix and imputed matrix are
combined through the mask matrix to obtain the
final output matrix (X). In the final output matrix (X), the
not missing parts are still the true data, and the missing parts
are replaced by the data output by the generator.

During adversarial training, the authenticity of the data
generated by the generator is judged by the discriminator.
So, the output of the generator X is input into the dis-
criminator. Then, the probability of each position being true
or fake can be output by the discriminator. In this process, to
ensure that the discriminator forces the generator to learn
the expected data distribution, a hint matrix H is used to
provide partial information to the discriminator. The hint
matrix is derived from the mask matrix to ensure that the
generator learns and generates data samples based on the
true distribution of data. In the hint matrix, 1 indicates the
observed true data, 0 indicates missing data, and the data
information that needs to be judged by the network is
represented by 0.5 (indicating that it may be missing data or
true data).

Ultimately, the discriminator is trained to maximize the
probability of correctly predicting the true mask matrix M,
and the generator is trained to minimize the probability that
the discriminator correctly predicts M. The objective
function for the predictive process of this network model can
be expressed as follows:

[M" log D(X,H) + (1-M)" log(1 - D(X, H))], (1)

same type, where X; represents the time series data of the i-th
sensor, and X; = {x;, Xy, .. ., x,i}T, where x,; represents the
sampling point of the i-th sensor at the #-th moment and X is
a matrix of size t x n. The mask matrix M has the same
dimension of X, which represents the location information
of the random missing data in the dataset, and any element
m,; in the mask matrix can be represented as follows:

(2)

1, x;isnotmissing,
mtz = . P
0, x,; is missing.

The incomplete dataset X can be obtained directly in

practical engineering, and any value X,; in the incomplete
dataset can be defined as follows:

Xy my; =1

_ ti> ti >

Xy = (3)
nan, m; =0,

where nan means that data is missing at that location.
Moreover, the incomplete dataset can be generated by

modeling the location of the missing points through a mask

matrix. The incomplete matrix X can be represented as follows:

X=XoM, (4)
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FIGURE 1: A framework for generating adversarial imputation networks [26].

where © represents the Hadamard product, i.e., the product
of the corresponding elements in the matrix. The schematic

diagrams of X and M are shown in Figures 3 and 4.
Random noises are only added to the missing positions
of the incomplete dataset to form the random noise matrix

Z. As mentioned above, X, M, and Z are input into the
generator, and then, the output of the generator can be
represented as follows:

X=GXM (1-MoZ), (5)

where X is the output matrix after imputed by the generator.
It is worth noting that although the not missing part of the
network’s input is the true value, the network will output
a value for each position of the data, and there is still
a certain error between the value and the true value.
Therefore, the final complete matrix X obtained by the
generator should be composed of the data that is not missing

Output layer

w-- N

X1 W /7 Y
W 7 N4
AL Al
Y X Y%
/\)/\ /\)/\
S P
Xz NVAWZ NVANA Y2
X »o
AN AN
14 \\j 28RN
X, -- re- b2

FIGURE 2: Fully connected layers in GAIN.

in the original data and the data generated by the generator
at the missing position, which can be expressed as follows:

X=MoX+ (1-M)oX. (6)

Then, the complete matrix X and the hint matrix H are
input into the discriminator to predict the mask matrix M
correctly. This process can be expressed as follows:

M=D(X H), (7)

where M denotes the output of the discriminator. The
random noise matrix and the hint matrix are shown in
Figures 5 and 6.

It can be seen that compared with only some sensor data
missing, the incomplete matrix, mask matrix, random noise
matrix, and hint matrix of random missing all sensor data
have greater sparsity, which further increases the difficulty of
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FIGURE 3: Incomplete data matrix.

FiGure 5: Random noise matrix.

imputation random missing data. Based on the framework
of GAIN, an enhanced GAIN is proposed for unsupervised
learning of random missing data imputation with in-
complete data of all sensors. The enhanced GAIN consists of
two network modules: the generator and the discriminator,
both of which are composed of CNNs with encoder-decoder
architecture. Moreover, the self-attention mechanism is
embedded into the generator to extract important features,
and the skip connection technique is incorporated into both
the generator and discriminator to alleviate the problem of
gradient vanishing. The details of each part of the proposed
network are illustrated in the following sections.

3.1. CNN With Encoder-Decoder Architectures Integrated Into
the Generator and Discriminator. It is proposed that CNNs
with an encoder-decoder architecture (consisting of con-
volutional layers, batch normalization layers, pooling layers,
and up-sampling layers) are integrated into the generator
and discriminator to impute random missing data of all
sensors. The encoder (down-sampling phase) is established
to extract and compress the high-level features of the input.

The decoder (up-sampling phase) is conducted to de-
compress these compressed high-level features by the en-
coder and restore them to an output with the same size
dimension as the input. Moreover, CNN can extract local
optimal features from data in both the time and frequency
domains and has a strong ability to learn features from large-
scale datasets. Thus, the learning and expression ability of the
network can be largely enhanced for random missing data
imputation with incomplete data of all sensors. The network
architecture of the generator and discriminator is shown in
Figures 7 and 8, respectively.

The CNN architecture illustrated in Figures 7 and 8
adopts an encoder-decoder structure with skip connections
and a self-attention module at the bottleneck. A total of
seven convolutional layers are used throughout the network.
In the encoder stage, the convolutional layers are utilized to
extract robust high-level local features in the input data to
evaluate more complex spatiotemporal information. Each
convolutional layer is implemented using a 2D convolution
with a kernel size of 3 x 3, stride of 1, and padding of 1. Bias
terms are included in all convolutional layers to enhance
learning flexibility. At the same time, a batch normalization
layer is added after the convolution layer to normalize
feature distributions across mini-batches and improve
training stability. Furthermore, to make the network learn
more complex nonlinear relationships, an activation func-
tion is added after the convolution and the batch normal-
ization layers. Since the rectified linear unit (ReLU)
activation function has a good effect in alleviating the
gradient vanishing or explosion problem during the training
process, the ReLU function is selected for the activation
function of the hidden layer in the network. In the last layer
of the network, a sigmoid function is chosen to map the
output range between 0 and 1. The formulas for the ReLU
and sigmoid activation functions can be represented as
follows:

x, x=0,

ReLU: f(x) = max(0,x) = (8)
0, x<0,

Sigmoid: f(x) = 9)

1+exp ©

Moreover, in the encoder stage, max pooling layers with
a kernel size of 2 x 2 and a stride of 2 are utilized to reduce
the dimension of the data features, thereby reducing the
number of parameters and mitigating potential overfitting
issues. Correspondingly, in the decoder stage, the up-
sampling block that first upsamples the input feature map
using nearest-neighbor interpolation with a scale factor of 2
and the convolution layers are used to recover the feature
size and the dimension of the channel.

3.2. Self-Attention Mechanism Embedded Into the Generator.
The self-attention mechanism has shown good performance
in some time series-related tasks [28, 29]. For its compu-
tation process, first input data are multiplied by three weight
matrices W,, Wy, and W, and three matrices are obtained,
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FIGURE 7: The proposed generator architecture.

Skip connections

FIGURE 8: The proposed discriminator architecture.

i.e., retrieval value (Query, Q), key value (Key, K), and el-
emental value (Value, V). The relationships between ele-
ments within the sample data are then calculated using two
of these matrices (Q and K), to get attention weight values at
different positions. Finally, a weighted sum is performed on
the third matrix (V) using these attention weights to produce
the output. The computational diagram of the self-attention
mechanism is shown in Figure 9.

The self-attention mechanism effectively can capture
correlations among multiple time series within the input.
During computation, higher weights are assigned to the
more influential features of the input data, giving greater
attention to critical features and thereby enhancing the
performance of networks [30]. Furthermore, the sequential

processing constraints inherent in recurrent neural network
models are eliminated by the self-attention mechanism,
allowing global characteristics to be extracted from time-
series data, which demonstrates great potential for feature
extraction in such data.

In practical engineering applications, SHM systems
accumulate substantial time-series data over extended pe-
riods, with each sensor capturing vast amounts of data.
However, to extract the features between distant samples,
enough layers or a large enough convolutional kernels are
needed in CNN, which often leads to excessive network
parameters and reduces the efficiency of network training.
Unlike convolutional kernels, whose receptive fields are
restricted by kernel size, the self-attention mechanism
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FIGURE 9: Schematic diagram of self-attention mechanism calculation.

provides the network with a global receptive field [31]. This
mechanism enables the efficient and accurate learning of
global features and long-range dependencies between
sample points, facilitating the extraction of valuable in-
formation for the imputation of missing data. Therefore,
a self-attention layer is incorporated between the encoder
and decoder of the generator to globally capture long-range
dependencies between input data, as shown in Figure 7. At
this stage, the input feature map has the shape (batch
size x channels x height x width). Three parallel 1x1 con-
volutions generate the Query, Key, and Value feature maps,
where the Query and Key are reduced to one-eighth of the
original number of channels for efficiency, and the Value
retains the full channel dimension. The spatial dimensions
are flattened to form sequences, enabling Query-Key in-
teractions to compute attention scores that capture spatial
dependencies. These scores weight the Value features to
produce attention-enhanced representations, which are
reshaped and fused with the input via a residual connection.
This makes up for the limitations of CNN, makes the net-
work focus on the more important parts of the global fea-
tures, enhances the ability of the network to capture the
global features, and then improves the overall performance
of the network for random missing data imputation with
incomplete data of all sensors.

3.3. Skip Connections Incorporated Into the Generator and
Discriminator. Skip connections are a widely used tech-
nique in deep learning networks, initially introduced in

residual networks to mitigate the issues of vanishing and
exploding gradients in deep neural network training [32].
The core idea is to establish direct connections between
different layers in the network, allowing the features from
earlier layers to be passed directly to later layers. This ap-
proach prevents the degradation of information as it
propagates through multiple layers. The introduction of skip
connections effectively preserves shallow feature in-
formation while facilitating the network’s ability to learn
residuals, thereby improving both the training efficiency and
performance of the network. Additionally, skip connections
promote more efficient gradient flow, ensuring greater
stability during training, especially when dealing with
complex tasks and large-scale data.

Some problems such as gradient vanishing may occur in
network training, which leads to the failure of network
training. For GAINSs or other encoder-decoder-based models,
skip connections can directly transfer feature information
between the encoder and decoder, thereby enhancing the
network’s ability to reconstruct input data and improving the
retention and utilization of feature representations [24, 33].
Therefore, the skip connection technique is incorporated
between the encoder and decoder stages, as shown in Fig-
ures 7 and 8. Through these connections, the low-level fea-
tures in the encoder stage can be transferred to the decoder
stage. The down-sampling and up-sampling processes can be
bypassed to transfer the underlying details lost during the
convolution process to deeper layers. At the same time, the
skip connection also allows the gradient to be directly back-
propagated to the shallow layer, further enhancing the
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FiGURE 10: The proposed enhanced GAIN architecture and technical route.

FIGURE 11: Dowling Hall footbridge [34].
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FIGURE 12: Layout of accelerometers [34].

TaBLE 1: Hyperparameters employed in this study.

Hyperparameter Value
Optimizer Adam
B, (Adam parameter) 0.9
B, (Adam parameter) 0.99
Learning rate 0.01
Number of epochs 1000
Weight factor of reconstruction loss 100
Hint rate (h) 0.9

information flow and improving the training efficiency of the
network. In this study, skip connections are incorporated to
improve the GAIN, which can effectively enhance the overall
performance of the network for random missing data im-
putation with incomplete data of all sensors, thus further
enhancing model performance and estimation accuracy.

3.4. Loss Function of the Enhanced GAIN. 'The loss function is
mainly used to measure the error between the output result
and the target, which is an important part of the network. In
the proposed method, the loss function of the generator is
composed of a binary cross-entropy loss function and
a mean square error (MSE) loss function. The binary
cross-entropy loss is used to calculate the discriminant loss
of the discriminant network and to optimize the discrimi-
nant network and the generation network. The MSE loss
function is to ensure that the output of the generated net-
work in the unmissed part is close to the original data, to
better generate true data. The loss function for the generator
can be illustrated as follows:

mGinL(aG)=—E [((1-M)eDX)]

X,M,H ( 1 0)

+aE[(MoX -MoX)’],

where a represents the network parameters of the gener-
ator; © indicates the Hadamard product; « is the weight
parameter. The term ming L («;) indicates the minimization
of the generator’s loss function.

The discriminator is trained to output values close to 1
for real data and values approaching 0 for the pseudo data
(data imputed by the generator). The loss function of the
discriminator can be expressed as follows:

max L(ap) = E [MeD(X, H)

XMH

(11)
+(1-M)o (1-DX H),

where af, represents the network parameters of the dis-
criminator. The term maxp, L(«p) indicates the maximi-
zation of the discriminator’s loss function.

3.5. Construction of the Enhanced GAIN for Data Imputation.
In summary, in the enhanced GAIN, an incomplete accel-
eration sensor data matrix with a certain random missing X,
a corresponding mask matrix M, and a random noise matrix
Z is input into the generator, to impute complete acceler-
ation data X. For the discriminator, the imputed complete
data X and hint matrix H are used to correctly predict the
mask matrix M. The network architecture and technical
route of the proposed enhanced GAIN are shown in
Figure 10.

4. Validation of the Enhanced GAIN for
Random Missing Data Imputation of the
Field-Measured Datasets of Dowling
Hall Footbridge

4.1. Measured Datasets of Dowling Hall Footbridge. The
Dowling Hall footbridge [34], as shown in Figure 11, is
a pedestrian bridge located on the campus of Tufts Uni-
versity in Medford, Massachusetts, USA. The span and width
of the bridge are 44 and 3.7 m, respectively. A continuous
wireless SHM system is installed on the bridge to monitor
the vibration response and environmental conditions con-
tinuously. From January to May 2010, the bridge was
continuously monitored for 17 weeks. Continuous sampling
was performed during the first 5min of each hour during
this process. A total of 8 PCB 393B04 single-axis acceler-
ometers were installed at the bottom of the bridge, with
a sampling frequency of 2048 Hz, and the accelerometer
layout can be shown in Figure 12.

During postprocessing, the data were down-sampled to
128 Hz and band-pass filtered between 2-55Hz. Since the
literature [34] indicates low signal-to-noise ratios for Sen-
sors 4 and 8, the data from these sensors were discarded.
Instead, six accelerometers from the same span, namely, 1, 2,
3, 5, 6, and and 7, are selected to verify the performance of
the proposed method. The data of a week contain 128 5 min
sampling fragments, and each 5-min fragment contains
38,400 sampling points (5 x 60 x 128 = 38,400), but the actual
data are only 38,144 samples. A five-minute segment from
the first week is selected for training and verifying the ef-
fectiveness of the proposed method.

4.2. Preprocessing of Measured Datasets. First of all,
according to the relevant literature [35], the frequency range
of interest is between 4 and 14 Hz. Thus, to further reduce
the redundant information contained in the acceleration
data, the data from the six acceleration sensors are processed
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FIGUure 13: Time-domain comparisons of data imputation (10% missing rate in all sensors). (a) Sensor 1. (b) Sensor 2. (c) Sensor 3.

(d) Sensor 5. (e) Sensor 6. (f) Sensor 7.

using a low-pass filter with a cutoff frequency of 16 Hz.
Furthermore, to accelerate the training speed and enhance
the accuracy of the network, the dataset is first normalized by
the min-max normalization method, scaling the data from
all acceleration sensors to a range between 0 and 1. The
formula can be expressed as follows:

_ Xy — (Xi)min
(Xti)norm - M> (12)

where (x,;)p0m represents the normalized sensor data of i-th
sensor at t moment; (X;),.. and (X;) ., stand for the max-
imum and minimum values of each sensor data, respectively.

Then, the mask matrix is used to assign missing values on
the complete dataset randomly, and an incomplete dataset
corresponding to the missing rate can be obtained. Spe-
cifically, a certain proportion of sampling points is discarded
in each sensor randomly and independently to simulate data
missing in actual engineering. Since the data missing rate in
practical engineering is relatively low and the high missing
rate is relatively rare, three data missing cases with missing
rates of 10%, 20%, and 30%, respectively, are considered in
this paper.

Finally, to augment the dataset, the training data are
segmented by a sliding window. The window size is 128, with
a 50% overlap rate, resulting in a stride of 64. After the
preprocessing of measured datasets, only the missing in-
complete dataset is used to train the network, and the true
value of the missing position is only used to calculate the
error of the final imputation result.

4.3. Hyperparameter Selection and Network Training. The
processed incomplete dataset, corresponding mask matrix,
and random noise matrix are input into the enhanced GAIN.
The spatio-temporal relationships between sensors are im-
plicitly captured by the network. After undergoing

adversarial unsupervised training, the complete dataset can
be predicted by the neural network. In this dataset, the
positions that are not missing are filled with the observed
true data, while the missing positions are filled by the
network output.

During training, all hyperparameters are selected
through a combination of empirical initialization and loss-
curve-based adjustment. Initially, hyperparameters such as
learning rate, batch size, and noise standard deviation are set
based on values commonly used in related studies. Sub-
sequently, multiple trial runs are conducted while moni-
toring the training and validation loss curves. The final set of
hyperparameters is determined based on the configuration
that yielded the best performance on the validation set
without overfitting. Adaptive moment estimation (Adam)
optimizer has the advantages of high computational effi-
ciency and fast convergence speed [35]. Therefore, the Adam
optimizer is utilized in the generator and discriminator to
implement gradient descent parameter updates, with the
optimizer’s parameters 3, =0.9 and 3, =0.99. The learning
rate is 0.01, and it performs 1000 epochs. The hyper-
parameter « is 100 in the generator loss function [22]. The
hint rate k is 0.9, which represents the proportion of true
information about the mask matrix in the hint matrix [17].
In addition, PyTorch is applied to construct this deep
learning framework. Table 1 summarizes the hyper-
parameters employed in this study.

4.4. Evaluation Metrics. 'To measure the imputation effect of
the proposed method, the L, norm relative error (RL,) and
L, norm relative error (RL,) of the original data and the
imputation data are selected as the evaluation criteria. The
RL, aims to measure the overall performance, and the RL, is
more sensitive to the outliers. The specific formulas of the
i-th sensor are as follows:
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FIGURE 14: Frequency-domain comparisons of data imputation (10% missing in all sensors). (a) Sensor 1. (b) Sensor 2. (c) Sensor 3.

(d) Sensor 5. (e) Sensor 6. (f) Sensor 7.
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FIGURE 15: Time-domain comparisons of data imputation (20% missing rate in all sensors). (a) Sensor 1. (b) Sensor 2. (c) Sensor 3.

(d) Sensor 5. (e) Sensor 6. (f) Sensor 7.

(13)

where x;; represents the original data of the i-th sensor at
the missing position j, and X;; denotes the imputation
data of the i-th sensor at the missing position j.
Moreover, only the errors of missing points are calcu-
lated to accurately value the performance of the proposed
method; that is, m represents the number of missing
points in this paper.
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FIGURE 16: Time-domain comparisons of data imputation (30% missing rate in all sensors). (a) Sensor 1. (b) Sensor 2. (c) Sensor 3.

(d) Sensor 5. (e) Sensor 6. (f) Sensor 7.
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FIGURE 17: Frequency-domain comparisons of data imputation (20% missing in all sensors). (a) Sensor 1. (b) Sensor 2. (c) Sensor 3.

(d) Sensor 5. (e) Sensor 6. (f) Sensor 7.

4.5. Results and Discussions of the Proposed Enhanced GAIN
for Random Missing Data Imputation With Incomplete
Data of All Sensors

4.5.1. Imputation Result and Discussion With Incomplete
Data of All Sensors. To more clearly demonstrate the results
of the acceleration data imputation, only a subset of the
sampling points is displayed between the imputation results
and the actual data. When the missing rate is 10%, the time-
domain imputation results for 800 randomly selected
sampling points from the six acceleration sensors are il-
lustrated in Figure 13. The blue dots represent the positions
of the missing samples, which follow the pattern of random
missing.

It can be seen from Figure 13 that the imputation data at
the missing positions are very close to the actual data in the
time domain. This demonstrates that the proposed method
can impute the random missing data well in the time domain
if all sensors have the same missing rate of 10%, and only the
incomplete datasets are used for training.

Furthermore, the imputation results are compared in the
frequency domain in Figure 14 to demonstrate the per-
formance of the proposed method.

It can be observed that although there is random missing
data in all sensors, the frequency domain curves of the
imputation data match very well with the original data. Thus,
in both the time and frequency domains, very good per-
formance can be obtained from the proposed approach.
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TaBLE 3: Evaluation metrics of sensors 2 and 6 at 50% missing rate.
Missing rate (%) Evaluation metrics (%) Average errors Sensor 2 Sensor 6
50 RL, 5.48 5.01 5.96
RL, 6.77 6.25 7.29

In addition, to further verify the impact of the missing
rate on the imputation results, datasets with missing rates of
20% and 30% are used to test the effectiveness of network
imputation, respectively. The time-domain comparison of
800 randomly selected sample points with a 20% missing
rate and 400 sample points with a 30% missing rate is shown
in Figures 15 and 16, respectively. From Figure 15, it can be
concluded that when the 20% missing rate is considered, the
missing samples are well imputed, and the imputation data
fit well with the original data in the time domain. Fur-
thermore, from Figure 16, it is shown that even if the 30%

missing rate is considered in all sensors, satisfactory im-
putation results can also be achieved. In particular, the
detailed figures in Figures 15(a) and 16(a) clearly show that
good imputation results at both missing rates can be ob-
tained by the proposed method.

The corresponding frequency domain comparisons are
shown in Figures 17 and 18, respectively. It can be observed
that the proposed method shows good imputation results in
the frequency domain when the missing rate is 20%. In the
case of the 30% missing rate, satisfactory imputation results
can also be obtained in the frequency domain. Consequently,
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FIGURE 21: Data imputation (30% missing rate in all sensors) with removed skip connections.

under the cases of 20% and 30% missing rates, the impu-
tation data not only reflect the shape of the original data in
the time domain but also accurately reproduce the char-
acteristics of the data in the frequency domain.

The imputation errors of the acceleration across the

above missing rate cases are presented in Table 2. The results
indicate that good imputation results can be achieved for the
acceleration of all three scenarios. As the missing rate in-
creases, the imputation errors are observed to gradually rise

due to the reduced availability of nonmissing data for im-
putation in each sensor. However, the imputation errors for
all sensors are acceptable.

Meanwhile, as can be seen from Table 1, the accuracy of
imputation results of different sensors is not the same, which
is due to the different correlations between sensors. Sensors
2 and 6 are located at the center of each span among the three
sensors and have high correlations with adjacent sensors, so
the imputation result errors are small. In contrast, the
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TaBLE 4: Relative L2 norm error for all sensors under a 30% missing rate using the proposed enhanced GAIN, with and without skip

connection design.

Imputation model Average errors  Sensor 1 Sensor 2 Sensor 3 Sensor 5 Sensor 6 Sensor 7
P (%) (%) (%) (%) (%) (%) (%)
Enhanced GAIN (with skip 18.7 251 14.7 202 207 12.4 18.9
connections)
Enhanced GAIN (without sldp 260 282 222 293 274 211 27.9
connections)
Sensor 1 Sensor 2
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FIGURE 22: Data imputation with 40% missing in sensors 1 and 2 by the proposed method.
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FIGURE 23: Data imputation with 40% missing in sensors 1 and 2 by the WGAIN-GP.

sensors located at the edge positions have lower accuracy of
imputation results due to fewer sensors with high
correlation.

To further verify the effectiveness of the proposed method
for all sensors with higher data missing rates, a 40% data
missing rate is considered in all sensors. However, the im-
putation data cannot be well fitted with the true data in the
time domain and frequency domain, and the imputation
errors of all sensors are quite large, which is unacceptable.
Due to the limited space, the specific results are not presented.

4.5.2. Imputation Results and Discussions With High Missing
Rates of Only Some Sensors. Furthermore, the data impu-
tation performance by the proposed method is verified
under the condition of a high missing rate only in some
sensors while the other sensors are completed, as in-
vestigated in current researcher. In this case, a 50% missing
rate is considered in the acceleration data of sensor 2 and
sensor 6 randomly. Then, the incomplete dataset considering
the high missing rate of some sensors is input into the
network for training and testing. The comparison of
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FIGURE 24: Time-domain comparisons of data imputation with 30% missing in all sensors using the proposed method.

imputation results with the true data in the time domain can
be shown in Figure 19 (limited to space, only 1000 sampling
points are randomly selected). Moreover, the frequency
domain comparisons are presented in Figure 20. The
comparison results illustrated that the proposed method
shows excellent data imputation performance for some
sensors with high missing rates in both the time domain and
frequency domain.

The overall imputation errors for sensor 2 and sensor 6
are illustrated in Table 3. It can be seen that the errors of the
imputation results are within 10%, indicating that the
proposed method is also applicable to the case where some
sensors have high missing rates. When there is some

complete sensor data, the spatial correlation of other data
points can be used to impute the random missing data, so it
is easier to impute than when there are no complete data. In
summary, these results demonstrate that when some sensors
have high data missing rates, the proposed method can
obtain good imputation results in both the time domain and
frequency domain.

4.5.3. Imputation Results and Discussions With Incomplete
Data of All Sensors Without Skip Connections. To further
validate the design of the enhanced GAIN imputation
model, the skip connections were removed. The
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F1GURE 25: Time-domain comparisons of data imputation with 30% missing in all sensors using the WGAIN-GP.

corresponding imputation results are presented in Figure 21.
The average relative error, measured by the L2 norm, in-
creased to 26.0%, which is notably higher than the 18.67%
reported in Table 4. This result confirms that the original
design, which incorporates skip connections, effectively
enhances the model’s imputation accuracy.

4.6. Comparative Study and Discussions. In this section, the
proposed method is compared with a recent GAIN variant,
WGAIN [22]. For a fair comparison, both models are
evaluated on the same dataset under identical data loss
conditions. Two scenarios are considered: (1) Among the six

sensors, two sensors experience a random missing rate of
40%, while the remaining four sensors remain intact. This
setting is used to assess the reliability of both imputation
methods under partial sensor failure. (2) All six sensors
simultaneously exhibit a random missing rate of 30%,
allowing for a comparative analysis of the proposed
method’s effectiveness when missing data occur across all
sensors. As shown in Figures 22 and 23, both imputation
models perform well under Scenario 1, where only two
sensors are partially missing. The average L2 norm relative
errors are 13.8% and 18.36% for the proposed method and
the WGAIN model, respectively.
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TaBLE 5: Relative L2 norm error of all sensors with 30% missing rates using two different imputation models.

Imputation model Average errors (%) Sensor 1 (%) Sensor 2 (%) Sensor 3 (%) Sensor 5 (%) Sensor 6 (%) Sensor 7 (%)

Enhanced GAIN 18.7 25.1 14.7
WGAIN-GP 55.3 46.4 42.3

20.2 20.7 12.4 18.9
69.1 63.3 49.1 61.6

Under the condition where all sensor channels exhibit
30% random missing data, the imputation results obtained
by the proposed enhanced GAIN and the WGAIN-GP
models are shown in Figures 24 and 25, respectively. It can
be observed that the proposed enhanced GAIN, which in-
corporates a CNN module into the generator, significantly
improves imputation accuracy when data loss occurs across
all sensors. The relative L2 norm errors for all sensors are
summarized in Table 5. The proposed model achieves
a relative L2 norm error of 18.7%, significantly out-
performing WGAIN-GP, which exhibits an average error of
55.3%. These results demonstrate that, compared to previous
GAIN variants, the proposed method offers substantial
improvement in handling scenarios involving widespread
sensor data loss.

5. Conclusions

For the problem of data imputation when all sensor data are
randomly missing in practical engineering, current GAIN-
based imputation methods cannot be adopted to treat this
challenging problem. In this paper, an enhanced GAIN is
proposed for unsupervised random missing data imputation
with incomplete data of all sensors. The accuracy and effi-
ciency are verified by field-measured acceleration data from
the Dowling Hall footbridge. Some conclusions can be
summarized as follows:

1. In the proposed enhanced GAIN, encoder-decoder
architectures consisting of CNN are integrated into
the generator and discriminator to enhance the
learning and expression capabilities of the network. At
the same time, a self-attention mechanism is em-
bedded into the generator to extract global features by
focusing more attention on important features.
Moreover, skip connection technology is in-
corporated into the generator and discriminator to
improve the feature utilization rate and alleviate the
problem of gradient vanishing. These improvements
greatly increase the feature extraction ability of the
proposed enhanced GAIN, so even when all sensor
data are randomly missing, true data can be imputed
by the enhanced GAIN.

2. In the proposed method, even if there is a certain loss
in all sensors, only the incomplete datasets are used to
train the network. After the unsupervised training, the
data in the missing position can be imputed. There-
fore, the problem of data imputation when all sensor
data are randomly missing can be effectively solved.

3. For imputation with incomplete data of all sensors,
the validation results show that the imputation data of
all sensors are very close to the original data at 10%
missing rate, it has good imputation results at 20%

missing rate, and satisfactory imputation results can
also be obtained for 30% missing rate in all sensors;
however, the imputation errors are large at 40%
missing rate.
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