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Abstract
Despite significant advances in approaches to suicide detection on
social media, predicting users’ suicide risk in a subsequent state
remains challenging. Even though existing works have identified
various risk factors to improve detection performance, they often
overlook the critical role of protective factors in suicide prevention.
To address this limitation, we propose an approach that jointly
learns both risk and protective factors to predict users’ subsequent
suicide risk. Recognizing that the effectiveness of these factors
varies across different user patterns, we introduce a dynamic factor
influence learning mechanism that captures user-dependent inter-
actions with risk and protective factors. Our experiments demon-
strate that the integrated approach significantly enhances suicide
risk prediction performance compared to existing methods.

CCS Concepts
• Computing methodologies→ Natural language processing;
Supervised learning; • Applied computing→ Health informat-
ics.
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1 Introduction
Suicide is a global public health issue, resulting in approximately
726,000 deaths every year, particularly among young adults aged
15-29 [3]. Detecting at-risk individuals is critical for preventing
life-threatening outcomes by proactive clinical and psychological
interventions. Traditional approaches to detecting suicide thoughts
often rely on expensive and time-consuming clinical procedures,
such as questionnaires [6] and face-to-face consultation [25]. How-
ever, these approaches are limited in their reach, particularly for
those with limited access to mental health resources or those hesi-
tant to seek professional help.

Fortunately, social media platforms provide relatively anony-
mous and open spaces for individuals to discuss mental health
issues. Recent advancements [13, 14, 22, 23] have utilized valuable
data from social media to identify suicide risks, enabling more scal-
able and accessible methods for early detection and intervention.

Existing research on social media-based detection methods fo-
cuses mainly on incorporating additional user features and lever-
aging advanced model architectures. Early approaches primarily
focused on identifying relevant user features to assess risk factors,
such as psychological lexicons (e.g., LIWC [16]) and fundamental
linguistic attributes like n-grams and POS tags.

For example, [24] extract LIWC features, statistical features, and
POS tag counts from tweets as the source of risk factors and em-
ploys logistic regression and ensemble classifiers to identify suicide
ideation. Due to the advancement of deep learning, recent work
has focused on using various deep learning methods to detect risk
factors in posts. For example, [11] proposed a multi-task learning
framework to predict the future suicidal behavior of patients by
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learning suicide risk levels together with their symptoms. Despite
the efforts, these existing works suffer from critical limitations:
(1) they mainly focus on modeling risk factors in user posts while
neglecting the critical protective factors that provide emotional sup-
port and help users recover from suicidal tendencies. (2) they fail
to capture the dynamic nature of suicidal risk in a subsequent state,
where risk levels can vary significantly over short periods [19].

Figure 1: A toy example showing howboth risk and protective
factors are important for predicting a user’s suicide risk in
subsequent state, where red and green highlights indicate
risk and protective expressions.

Protective factors, e.g., social support, coping strategies, and
psychological capital, are equally important as risk factors in de-
termining an individual’s future suicide risk level. We use a toy
example in Figure 1 to show the importance of protective factors.
The social support for a suicide attempt user makes the user sur-
vive at first (suicide risk: from Attempt to Ideation). Similarly, in
the second to last post, coping strategies de-escalating the user’s
suicide risk from Suicidal Behavior strong psychological capital.
Additionally, predicting subsequent suicide risk is essential because
suicide risk is inherently dynamic and time-sensitive. Traditional
assessments fail to capture the temporal evolution nature of risk
levels, whereas monitoring the interaction between different fac-
tors and subsequent suicide risk levels enables more timely and
effective interventions.

Our work aims to predict suicide risk in a subsequent state given
a user’s history illustrated in Figure 2. Due to the distinct distribu-
tions of protective and risk factors in post sequences, we design
two separate modules for learning these factors, avoiding poten-
tial learning bias. To predict the suicide risk of a subsequent state,
we first identify critical factors influencing users’ current states;
we then develop an alignment learning framework that measures
the associations between a user state timeline and potential fac-
tors. Furthermore, considering that the impact of both risk and
protective factors on future suicide risk varies dynamically across
different user state timelines, we propose a Bernoulli function to
model factor activation patterns coupled with a novel loss function

Figure 2: Given a user’s historical posts, we predict their
future suicide risk level 𝑦𝑡+1, where R and P denote risk and
protective factors respectively.

to capture their time-varying influences on subsequent risk levels.
In this study, we summarize our main contributions as follows:
• To the best of our knowledge, we are the first to integrate risk
and protective factors modeling within a dynamic learning
framework to predict subsequent suicide risk.
• We propose a novel alignment learning method that quanti-
fies the impact of various factors on the current user state
timeline, achieving a dynamic learning purpose.
• Extensive experiments show the superiority of our proposed
method in the suicide risk prediction task, highlighting the
importance of incorporating both risk and protective factors.

2 Related Work
Research on social media-based suicide detection has employed
diverse features in predictive models. [27] demonstrated the signif-
icant role of emoji usage patterns in suicide ideation classification.
UoS [1] developed an integrated approach that jointly models mood
transitions and suicide risk through a pre-trained language model
and attention mechanisms, effectively capturing contextual infor-
mation across multiple posts. [13] incorporated suicide risk factors,
while [12] joint learned bipolar disorder users’ symptoms to en-
hance model sensitivity to critical indicators in posts. However,
these approaches focus predominantly on various risk-related fea-
tures while overlooking the potential impact of protective factors.
This limitation emphasizes the need for a more comprehensive
framework that incorporates both risk and protective factors in the
prediction of suicide risk.

Recent studies have proposed various approaches to address dif-
ferent challenges in suicide risk assessment. SISMO [21] combines
Longformer [2], bidirectional LSTM, and attention mechanisms
to encode posting sequences for user suicide risk classification.
STATENet [20] assesses post-level suicide risk by considering con-
textual information through a dual-branch architecture that jointly
learns the current embedding of post and historical posts’ represen-
tations. TSAML [12] implements a multi-task learning framework
to predict users’ maximum suicide risk over extended periods. How-
ever, suicide risks of users can fluctuate rapidly in the short term.
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Its long-term prediction may potentially compromise intervention
timeliness. As a result, existing approaches do not address the pre-
diction of suicide risk in a user’s subsequent state.

3 Protective Factor-aware Data Collection and
Preprocessing

We collected posts from the ’r/SuicideWatch’ subreddit of Red-
dit, following similar data collection methods used in previous
Reddit-based studies [13]. Particularly, 6943 users from 15/06/2010
to 18/09/2022were collected. Prior to annotation, we performed data
preprocessing steps, including anonymization. We removed all per-
sonally identifiable information (e.g., names, addresses, emails, and
links) to protect user privacy. To effectively track the users’ suicide
risk move over time, we extract the 237 users with 2515 posts who
publish at least seven posts during a week on the ’r/SuicideWatch’
subreddit. Three well-trained PhD students majoring in Psychol-
ogy and Computer Science label the dataset. In the annotation
process, we focused on two main types of labels: (i) Suicide fac-
tors (e.g., mental health disorder and substance use) and (ii) levels
of suicide risk (Indicator, Ideation, Behavior, Attempt). In cases of
inter-annotator disagreement, we conduct collaborative discussions
among annotators to achieve consensus.

We build the suicide factors framework in two dimensions: (1)
Risk factors including mental health issues, physical health charac-
teristics, substance use, hopelessness, emotion dysregulation, low
self-esteem, poor school performance, low socio-economic status,
community-level interpersonal violence, prior self-harm or suicidal
behavior, poor social support, interpersonal difficulty, dysfunctional
family, exposure to others’ suicide, stressful life events, traumatic
experience, cognitive deficits, suicide means, and sexual orientation
related issues; (2) Five protective factors: social support, coping
strategy, psychological capital, sense of responsibility, and meaning
in life.

For suicide risk annotation, based on the Columbia Suicide Sever-
ity Rating Scale (C-SSRS) [17], we labeled posts into four suicidality
levels including indicator, ideation, behavior, and attempt following
criteria established in [13].

4 Methodology
4.1 Task Formulation
Given a user’s temporal sequence of posts, i.e., user state timeline,
𝑃 = {𝑝1, 𝑝2, ..., 𝑝𝑡 } over time steps 𝑇 = {1, ..., 𝑡}, where the user
𝑢 ∈ 𝑈 = {𝑢1, 𝑢2, ..., 𝑢𝑛}, our task is to predict their suicide risk
at subsequent time step. Based on the C-SSRS assessment scale,
our model will predict at-risk individuals into four hierarchical
risk categories, from lowest to highest: Indicator (IN), Ideation (ID),
Behavior (BR), and Attempt (AT). As a diathesis-stress framework,
the Fluid Vulnerability Theory (FVT) characterizes suicide risk as
a dynamic process that varies across individuals [19]. The task
aims to predict the suicide risk of the future post 𝑝𝑡+1 of 𝑢 from
𝑦 ∈ {𝐼𝑁 , 𝐼𝐷, 𝐵𝑅,𝐴𝑇 }. Figure 3 illustrates the overall architecture of
our proposed model, which consists of three main components: (1)
Post embedding: encode each post into a dense vector to capture
semantic information. (2) Temporal context modeling: aggregate
historical posts based on their relevance and temporal relationships

and (3) Joint learning of temporal representations and factor in-
teractions: model the complex interplay between protective/risk
factors and temporal user state timeline to capture their mutual
influence.

Figure 3: The overall architecture of the proposed model.

4.2 Post Embedding
Each post contains valuable user information that could indicate
mental health states and suicide risk [4]. A sequence of posts can re-
veal the progression of a user’s psychological states, which is crucial
for suicide risk assessment [9]. To generate comprehensive semantic
representations of posts, we employ Sentence-BERT (SBERT) [18],
an extension of the pre-trained BERT model that has demonstrated
effectiveness in representing user posts [11]. Formally, we denote
the post embedding of each post 𝑝𝑡 as e𝑡 = 𝑆𝐵𝐸𝑅𝑇 (𝑝𝑡 ).

4.3 Temporal Context Modeling
To address the limitation of point-in-time risk evaluations and
capture the dynamic nature of risk indicators and their fluctuations
over time [15], we propose to model the temporal evolution of
user posts to reveal the critical patterns of mental state evolutions.
Particularly, we first capture the sequential pattern of user’s posts
through contextualize post modeling. We then use temporal attention
to assign different importance to the posts in the sequence.

4.3.1 Contextualize Post Modeling. We implement a BiLSTM [8]
network that processes post embeddings bidirectionally, capturing
temporal dependencies from both directions. We chose BiLSTM
over Transformer [26] due to its computational efficiency and com-
parable performance in capturing local dependencies. Formally,
the contextualized embedding of each post e𝑡 is acquired by the
following equation:
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−→
h𝑡 = LSTM(e𝑡 ,

−→
h 𝑡−1)

←−
h𝑡 = LSTM(e𝑡 ,

←−
h 𝑡+1)

h𝑡 = [
−→
h𝑡 ,
←−
h𝑡 ]

(1)

4.3.2 Temporal Attention. While BiLSTM captures sequential de-
pendencies, not all posts contribute equally to the user’s current
mental state. Recent posts may carry more weight in determining
immediate risk, while certain historical posts containing critical
emotion or significant behavioral changes may also be highly rele-
vant. Therefore, we employ temporal attention [12] to dynamically
weigh the importance of different posts across the user state time-
line. We formulate the temporal attention mechanism as follows:

u =

𝑇∑︁
𝑡=1

a𝑡h𝑡 , a𝑡 =
exp(𝑓 (𝜹𝑡 ))∑𝑇
𝑖=1 exp(𝑓 (𝜹𝑡 ))

, 𝜹𝑡 = 𝜎 (𝜃 − 𝜇Δ𝑡)h𝑡 (2)

where u is final attention output. a𝑡 is temporal attention weight.
𝑓 (·) is full-connected layer with tanh activation. 𝜹𝑡 represents
the hidden state incorporating temporal decay. Δ𝑡 is time interval
between posts. 𝜃, 𝜇 is learnable parameters. 𝜎 is sigmoid function.

4.4 Joint Learning of Temporal Representations
and Factor Interactions

We now present our joint learning strategy that captures the impact
of protective and risk factors on dynamic user states upon model
optimization.

4.4.1 Suicide Factors Learning. The distinct distributions of risk
and protective factors, coupled with their simultaneous occurrence
as shown in Figure 1, can result in biased feature representations
that fail to capture the user’s suicide risk accurately. To enhance the
model’s discriminative power, we implement a fully connected layer
as a factor encoder and then separately learn the risk and protective
factors in users’ posts. It provides more nuanced insights into the
dynamic balance between risk and protective factors while allowing
us to understand how protective factors (e.g., social support, coping
strategies) may buffer against risk factors (e.g., hopelessness).

Specifically, we design two parallel classification modules for
risk and protective factors recognition. For each module, we employ
the following loss to handle the multi-label classification task:

For risk factors:

𝐿𝑟 𝑓 = −
𝐶𝑟 𝑓∑︁
𝑗=1
[𝑦𝑟 𝑓

𝑗
log(𝑦𝑟 𝑓

𝑗
)) + (1 − 𝑦𝑟 𝑓

𝑗
) log(1 − 𝑦𝑟 𝑓

𝑗
)] (3)

For protective factors:

𝐿𝑝𝑓 = −
𝐶𝑝𝑓∑︁
𝑗=1
[𝑦𝑝𝑓

𝑗
log(𝑦𝑝𝑓

𝑗
) + (1 − 𝑦𝑝𝑓

𝑗
) log(1 − 𝑦𝑝𝑓

𝑗
)] (4)

where 𝐶𝑟 𝑓 and 𝐶𝑝𝑓 are the number of risk and protective factor

labels respectively. 𝑦𝑟 𝑓
𝑗

and 𝑦
𝑝𝑓

𝑗
are the ground truth labels. 𝑦𝑟 𝑓

𝑗

and 𝑦𝑝𝑓
𝑗

are the predicted logits.

4.4.2 Dynamic Factor Influence Learning. In future suicide risk
assessment, the impact of protective and risk factors varies signifi-
cantly depending on the context of the post sequence of different
users. Notably, a single crucial protective factor can dominate and
significantly reduce subsequent suicide risk, even in the presence of
multiple risk factors. This dynamic interplay challenges traditional
models that treat all factors with equal importance.

To address this challenge, we propose a dynamic factor influ-
ence approach that can identify and learn from dominant factors.
Our approach consists of three key components: (1) effectiveness
measurement of factors, (2) factor-state alignment learning, and (3)
dynamic factor integration based on factor effectiveness.

Effectiveness measurement. First, we define how to measure
the effectiveness of different factors in influencing suicide risk
transitions. Let Δ𝑟𝑖𝑠𝑘 = 𝑦𝑡+1 − 𝑦𝑡 represent the change in suicide
risk between consecutive time steps. We introduce Bernoulli-based
functions to capture factor effectiveness.

For protective factors, as protective factors could lower the risk
of users’ suicide attempts in the future, we thus define the Bernoulli
function of protective factors as:

𝐸𝑝 =

{
1 if Δrisk < 0
0 otherwise

(5)

Similarly, we define the Bernoulli function to denote the proba-
bility that risk factors elevate suicide risk:

𝐸𝑟 =

{
1 if Δrisk > 0
0 otherwise

(6)

Factor-state alignment learning. To identify which factors
are most relevant to a user’s current state, we develop an align-
ment learning framework that measures the association between
user state timeline and potential influencing factors. As shown in
Figure 3, for each user state timeline embedding u acquired from
Eq. (2), we define the association strength through the following
functions:

𝑆𝑝 = −𝑙𝑜𝑔
𝑒𝑥𝑝 (𝑠𝑖𝑚(u, 𝑝𝑟𝑜 𝑗𝑝 )/𝜏)

𝑒𝑥𝑝 (𝑠𝑖𝑚(u, 𝑝𝑟𝑜 𝑗𝑝 )/𝜏) + 𝑒𝑥𝑝 (𝑠𝑖𝑚(u, 𝑝𝑟𝑜 𝑗𝑝 )/𝜏)
(7)

𝑆𝑟 = −𝑙𝑜𝑔 𝑒𝑥𝑝 (𝑠𝑖𝑚(u, 𝑝𝑟𝑜 𝑗𝑟 )/𝜏)
𝑒𝑥𝑝 (𝑠𝑖𝑚(u, 𝑝𝑟𝑜 𝑗𝑟 )/𝜏) + 𝑒𝑥𝑝 (𝑠𝑖𝑚(u, 𝑝𝑟𝑜 𝑗𝑟 )/𝜏)

(8)

where 𝑝𝑟𝑜 𝑗𝑝 =𝑊𝑝 [u; e𝑝 ] and 𝑝𝑟𝑜 𝑗𝑟 =𝑊𝑟 [u; e𝑟 ] project the user
state timeline u and factors e into a shared space to measure their
relevance. Here, 𝑠𝑖𝑚(·, ·) quantifies the alignment strength through
cosine similarity, and 𝜏 controls the sensitivity of the alignment
measurement.

Dynamic factor integration. To capture the dynamic nature
of factor influence, we propose a dynamic weighting mechanism
that integrates the effectiveness measures of factors:

𝐿𝑑𝑓 =
1
𝑛

𝑛∑︁
𝑖=1

[ 1
2
(
𝐸𝑝 · 𝑆𝑝 + (1 − 𝐸𝑝 ) · (1 − 𝑆𝑝 )

+ 𝐸𝑟 · 𝑆𝑟 + (1 − 𝐸𝑟 ) · (1 − 𝑆𝑟 )
) ] (9)

where 𝐸𝑝 , 𝐸𝑟 , 𝑆𝑝 , and 𝑆𝑟 are acquired from Eq. (5), Eq. (6), Eq. (7)
and Eq. (8).𝑛 is the number of samples. This integrated loss function
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adaptively adjusts the learning emphasis based on factor effective-
ness: when protective factors show effectiveness (𝐸𝑝 = 1), the
model prioritizes learning their patterns, similarly for risk factors.

4.4.3 Suicide Risk Prediction. To evaluate future suicide risk levels,
we consider the ordinal relationship between different risk cate-
gories. We implement the ordinal regression loss [5] as an objective
function for suicide risk prediction. For each true label 𝑘𝑎 in the or-
dered set {0 : indicator, 1 : ideation, 2 : behavior, 3 : attempt}, we
first calculate the absolute distances between 𝑘𝑎 and each possible
label value 𝑘𝑖 ∈ {0, 1, 2, 3} to form a distance vector 𝜙 = 𝛼 |𝑘𝑎 − 𝑘𝑖 |,
where 𝛼 is a penalty parameter for wrong predictions. Then, we
obtain the distance-based probability distribution through 𝑦𝑠𝑟 =

softmax(−𝜙). Formally, the distance-based probability distribution
of user suicide prediction is represented by:

𝑦𝑠𝑟𝑗 =
𝑒−𝜙 (𝑘

𝑖 ,𝑘𝑎 )∑𝐿
𝑗=1 𝑒

−𝜙 (𝑘𝑖 ,𝑘𝑎 ) (10)

Where 𝐿 is the number of suicide risk levels.
Finally, we use cross-entropy loss for suicide risk prediction:

L𝑠𝑟 = −
𝐿∑︁
𝑗=1

𝑦𝑠𝑟𝑗 log(𝑦𝑠𝑟𝑗 ). (11)

4.4.4 Joint Learning. Our approach addresses different tasks at dif-
ferent granularities: suicide factors recognition on post and suicide
risk prediction on user state timeline. To effectively balance these
tasks, we adopt uncertainty-weighted loss [10]. It automatically
learns optimal task weights by considering each task’s inherent
uncertainty, leading to our final objective function:

L𝑡𝑜𝑡𝑎𝑙 =
1

2𝜎21
L𝑠𝑟 +

1
2𝜎22
L𝑝𝑓 +

1
2𝜎23
L𝑟 𝑓 +

1
2𝜎24
L𝑑𝑓 + log(𝜎1𝜎2𝜎3𝜎4)

(12)

where 𝜎1,𝜎2,𝜎3,𝜎4 are learnable parameters, and log(𝜎1𝜎2𝜎3𝜎4)
serves as a normalization term.

5 Experiments
5.1 Baselines
We adopt the comparative models from [12] as our baselines. These
baseline models approach user representation learning from differ-
ent perspectives. Furthermore, motivated by the recent emergence
of large language models (LLMs) and their remarkable performance
across various domains, we also incorporate several state-of-the-art
LLMs as comparison models for this task.
• SISMO [21]: SISMO leverages Longformer [2] to encode in-
dividual posts, followed by a bidirectional LSTM layer and
an attention mechanism for sequential modeling.
• STATENet [20]: STATENet employs a dual-branch architec-
ture that jointly learns representations from historical tweets
and the target tweet for final classification.
• TSAML [12]: TSAML employs Sentence-BERT to encode
individual posts, followed by a bidirectional LSTM and tem-
poral attention mechanism to identify critical suicide-related
symptoms.

For large language models (LLMs), we incorporate state-of-the-art
models, including GPT-3.5, GPT-4, and Claude-3.5-sonnet, as zero-
shot baselines. Additionally, we performed instruction fine-tuning
on Llama 3.1-8B and Gemma 2-9B-it using LoRA-based SFT on our
dataset to establish strong supervised baselines for our experiments.

5.2 Results
5.2.1 EvaluationMetrics. In suicide risk prediction, due to the order
nature of suicide risk level, we adopt modified metrics for suicide
risk assessment evaluation, following [7]. Themetrics redefine False
Negatives (FN) as the ratio of under-predicted risk levels (𝑘𝑝 < 𝑘𝑎)
and False Positives (FP) as the ratio of over-predicted risk levels.
Precision and recall are adapted into Graded Precision (G.P.) and
Graded Recall (G.R.) to account for the ordinal nature of suicide
risk levels.

𝐹𝑁 =

∑𝑁𝑇

𝑖=1 𝐼 (𝑘
𝑎
𝑖
> 𝑘

𝑝

𝑖
)

𝑁𝑇
, 𝐹𝑃 =

∑𝑁𝑇

𝑖=1 𝐼 (𝑘
𝑝

𝑖
> 𝑘𝑎

𝑖
)

𝑁𝑇

where 𝑘𝑎
𝑖
, 𝑘𝑝

𝑖
is the actual risk level and predict suicide risk. 𝑁𝑇 is

the size of testset.

5.2.2 Model Performance. Table 1 presents the comparative results
of our proposed model against baseline approaches in the suicide
prediction task. Our model outperformed both LLM-based methods
and state-of-the-art approaches, achieving the highest Graded F1-
score among all baselines. Among the LLMs, we observed that they
are prone to having a higher G.R. score but lower G.P., indicating
that cases of potential moderate risk are more likely to be classified
as high risk. This "Better safe than sorry" approach makes them less
likely to miss high-risk users during prediction. However, the low
G.P. score indicates that LLMs default to safe predictions without
comprehensively considering the protective and risk factors.

The other state-of-the-art approaches demonstrate a more bal-
anced performance between G.P. and G.R. compared to LLMs.While
STATENet achieved relatively higher G.R. scores, its inability to
capture temporal patterns in sequential posts limited its overall
performance, resulting in a lower G.F-score. Building upon exist-
ing baselines that utilize temporal context modeling, our model
achieves superior results by incorporating risk and protective fac-
tors while capturing their interactions with the temporal user state
timeline.

Table 1: Performance comparison of different models using
graded metrics. G.P., G.R., and G.F-score denote Graded Pre-
cision, Graded Recall, and Graded F1-score respectively.

Model G.P. G.R. G.F-score
Finetuned Llama 3.1-8B 0.5198 0.5756 0.5463
Finetuned Gemma 2-9B-it 0.4947 0.4312 0.4608
GPT-3.5 0.1603 0.8094 0.2676
GPT-4 0.2408 0.7849 0.3686
Claude-3.5-sonnet 0.2411 0.8646 0.3770
SISMO 0.6849 0.5018 0.5416
STATENet 0.4550 0.6224 0.5247
TSAML 0.6364 0.5000 0.5600
Our model 0.8019 0.5346 0.6415

1789



WWW Companion ’25, April 28-May 2, 2025, Sydney, NSW, Australia Jun Li et al.

5.2.3 Ablation Study. We conducted an ablation study to evaluate
the contribution of each component in our model. The results in
Table 2 demonstrate the effectiveness of our model architecture.

First, removing the dynamic factors integration learning (DF)
component leads to a significant drop in performance, resulting in a
lower G.F-score of 0.5657. This decrease indicates that dynamic fac-
tors integration learning plays a crucial role in learning more effec-
tive representations contributed by discriminative factors. Second,
when protective factors are eliminated, the model’s performance
decreases notably (G.P.=0.6018, G.R.=0.5037, G.F=0.5484). This sub-
stantial drop in G.P. means it is essential to incorporate protective
factors for accurate risk assessment, particularly in preventing false
high-risk classifications. These results validate the effectiveness of
our model design, where each component contributes meaningfully
to the overall performance.

Table 2: Ablation study.

Model G.P. G.R. G.F-score
Our model 0.8019 0.5346 0.6415
w/o DF 0.6311 0.5126 0.5657
w/o protective factors 0.6018 0.5037 0.5484

6 Discussion
Ethical Considerations: Our research on suicide risk prediction
shows significant ethical challenges that require careful consid-
eration. First of all, we emphasize that our model’s predictions
should not be considered a replacement for clinical assessment or
professional medical judgment.

Privacy protection is paramount in our research methodology.
To protect user privacy, we implemented robust de-identification
procedures, which automatically removed all personally identifi-
able information from the collected posts. Posts in Figure 1 are
paraphrased to protect user privacy. In addition, we acknowledge
the potential unintended consequences of model application, which
necessitates careful deployment and integration with existing pro-
fessional support systems.

Limitation: Despite engaging mental health professionals from
diverse backgrounds for training and annotation processes with
cross validation, the assessment of suicide risk on posts is inherently
subjective in nature, as the interpretation of risk signals can vary
significantly across different contexts and individual experiences.
While our model achieves higher G.P., the observed lower G.R.
indicates a critical limitation, as missing potential suicide risk cases
could have serious consequences.

7 Conclusion and Future Work
In this paper, we presented DynaProtect, a novel framework for
suicide risk prediction that integrates both risk and protective fac-
tors. In addition, we propose a dynamic factor influence learning
that effectively captures how different factors impact suicide risk
across varying user state timelines. Our experiments show that
DynaProtect consistently outperformed state-of-the-art baselines
and LLMs. This improvement over these approaches demonstrates
the effectiveness of our integrated framework. Future work will
explore system scalability and real-world deployment.
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