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A B S T R A C T

This study investigates the effect of AI-generated feedback on university students’ essay writing proficiency in 
Hong Kong. By integrating generative AI into the revision process, the research examines how automated 
feedback influences the quality of students’ written work, as well as their engagement, motivation, and 
emotional responses during revision. The study employs a randomized controlled design, comparing students 
who received AI feedback on their essays with those who did not. Both quantitative and qualitative data were 
collected to assess the impact of AI feedback on writing improvement and student experiences. Quantitative 
analysis shows significant improvements in essay quality for students who utilized AI feedback, while qualitative 
findings highlight increased engagement and motivation, though students exhibited mixed emotional responses 
to the revision process. The results suggest that generative AI has considerable potential to enhance writing skills 
in higher education by providing timely, individualized feedback. This research contributes to ongoing discus
sions on the role of AI in education, particularly in supporting language instruction and student development.

Practitioner Notes

What is already known about this topic:

Artificial Intelligence (AI) in Education (AIEd) has the potential to 
provide personalized feedback and support large-scale teaching 
environments.

Large language models (LLMs) like GPT-3.5 have shown promise 
in generating coherent and useful feedback for student writing.

Feedback is critical for improving student learning outcomes and 
engagement, but providing it is time-consuming for educators.

What this paper adds:

This study demonstrates that LLM-based feedback can signifi
cantly improve the quality of university students’ essay revisions 
in Hong Kong.

AI-generated feedback enhances student engagement and moti
vation during the writing revision process.

The emotional experiences of students receiving AI feedback are 
mixed, indicating both positive and negative reactions to the 

feedback process.

Implications for practice and policy:

Incorporating LLM-based feedback tools in university-level lan
guage courses can improve essay quality and student engagement 
with writing tasks.

Educators should be aware of the mixed emotional responses to AI 
feedback and provide additional support to mitigate any negative 
experiences.

Policies should consider integrating AI tools to reduce teacher 
workload while maintaining high-quality feedback for students, 
enhancing overall educational outcomes.

Introduction

The evolution of teaching performance is imperative in response to 
technological advancements, as education consistently adapts to the 
integration of emerging technologies [1]. Digital transformation has 
fundamentally reshaped the approaches to teaching and learning on a 
global scale [2]. On 20 January 2025, the Hangzhou-based company 
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DeepSeek launched DeepSeek-R1, a partially open-source large lan
guage model (LLM) capable of solving scientific problems at a level 
comparable to OpenAI’s o1, which was introduced in late 2024 [3]. This 
reasoning model follows a step-by-step process similar to human 
reasoning, making it both more effective than earlier LLMs and poten
tially valuable for scientific research [4]. Generative AI, including 
OpenAI’s GPT-4 language model, offers significant potential in educa
tion by enabling the creation of personalized learning materials, 
providing automated and comprehensive feedback to students, and 
streamlining the grading process for greater efficiency [5]. ChatGPT 
offers considerable advantages, including assisting educators in gener
ating instructional materials, fostering discussions, and providing 
personalized feedback to students [6]. This study investigates the use of 
AI-generated feedback to enhance university students’ writing profi
ciency in Hong Kong, focusing on how it impacts both the quality of their 
revisions and their levels of engagement, motivation, and emotional 
responses.

Despite the potential of AI to support writing, delivering high-quality 
feedback to students remains a considerable challenge. First, as an AI- 
driven tool, ChatGPT generates inconsistent feedback with each evalu
ation of student writing, which undermines the reliability and consis
tency of its assessments [7]. Second, while AI-generated feedback has 
been shown to improve writing scores in comparison to human feed
back, it carries the risk of homogenizing students’ writing styles [8]. 
Lastly, the factual accuracy of AI feedback can be inconsistent, poten
tially leading to misleading guidance for students [9]. Effectively 
leveraging AI feedback, therefore, necessitates that students develop 
critical thinking and digital literacy skills to evaluate the quality and 
relevance of the feedback provided [10]. However, empirical evidence 
on the efficacy of generative AI in improving student writing outcomes, 
particularly in the context of English as a Second Language (ESL) edu
cation, is still scarce.

This research is unique in its focus on the application of generative AI 
in university-level English-language education in Hong Kong, a context 
not extensively studied in the existing literature. The motivational and 
affective functions of feedback [11–13] have often been neglected in the 
context of AI-assisted feedback. This area of research faces several 
challenges, including a limited number of empirically validated strate
gies for directly influencing learner affect [14,15]. Furthermore, there 
exists a significant disparity between the level of “humanness” required 
for effective affective-motivational communication and the capabilities 
of AI systems (e.g., [16,17]). This study addresses critical gaps by 
investigating both the measurable impact of AI-generated feedback on 
essay revisions and its effect on students’ motivational and emotional 
states during the revision process. The findings contribute to the broader 
literature on how generative AI is reshaping pedagogical and assessment 
practices, providing empirical evidence for its potential utility in 
enhancing writing proficiency and engagement in higher education.

The implications of this research extend beyond the immediate 
context of Hong Kong, offering insights into how generative AI can 
support educators in managing workloads while delivering high-quality 
feedback at scale. Machine-generated feedback within analytic systems, 
such as automated feedback, has been criticized for insufficient atten
tion to how feedback impacts learner affect and motivation [18,19]. 
Neglecting the motivational and emotional dimensions of feedback in
creases the likelihood of it being rejected by learners, demotivating 
them, or reinforcing harmful beliefs [19–24]. This issue is particularly 
pronounced among struggling learners, for whom feedback can prompt 
upward comparisons or act as a self-fulfilling prophecy [22,24,25]. By 
examining the dual dimensions of student outcomes and experiences, 
this study provides a comprehensive evaluation of generative AI’s role in 
fostering language development and engagement. It highlights not only 
the promise of this technology but also its limitations, helping to inform 
best practices for its integration into educational settings.

Background

AI refers to computerised machines and systems that can perform 
tasks that might otherwise require human intelligence [26]. Recent 
advancements in technology mean that AI is now more adept at com
prehending human language, recognising patterns, and arriving at de
cisions based on guidance [27]. Its potential application across a number 
of sectors, including education, has been emphasised by prior research 
[28], rendering it one of the chief areas of investment into educational 
technology [29]. Artificial Intelligence in Education (AIEd) is thus a 
burgeoning sector within educational technology, offering potential 
benefits for large-scale teaching environments and providing real-time, 
personalized feedback to students [30].

Despite AI’s integration into applications over the past 30 years, 
ongoing research is essential to support large-scale teaching and intel
ligent assistance [31]. Natural Language Processing (NLP), a subset of 
AI, has seen significant advancements in text processing, particularly 
with the development of transformer-based models like those used in 
self-attention mechanisms for NLP. Recent advancements in the subset 
of AI known as Generative AI (GenAI) have rapidly improved the ca
pacity of the technology to both analyse and create content, opening the 
way to new potential applications for AIEd [32]. Such applications 
typically rely on larger language models (LLMs), which are trained on 
large amounts of textual data to generate human-like language, as well 
as performing tasks such as translation, summarisation, and answering 
questions [33].

Among LLMs, ChatGPT has emerged as one of the more sophisticated 
LLMs due to its massive training dataset and advanced architecture, 
rendering it capable of generating highly versatile, contextualised re
sponses suitable for diverse applications [34]. The advent of powerful 
LLMs such as ChatGPT suggests a promising future for AIEd [35]. The 
technical capabilities of automatic assessment systems have improved, 
and numerous studies highlight the potential of AIEd. Major advance
ments in AIEd can be categorized into four key areas [31]: 
decision-making tools, intelligent tutoring systems, adaptive systems, 
and assessment and evaluation tools.

Decision-making tools aid in profiling and predicting admissions 
decisions, course scheduling, drop-out and retention rates, student 
modelling, and academic performance [36–38]. Intelligent tutoring 
systems are designed to teach course content, interact with students, 
curate learning materials, facilitate collaboration, and support teachers 
[39,40]. Adaptive systems offer scaffolding and content personalization, 
help teachers understand student learning, use academic data to monitor 
and guide students, and represent knowledge through concept maps [41,
42]. Assessment and evaluation tools are used for automated grading, 
providing feedback, evaluating student understanding and engagement, 
ensuring academic integrity, and assessing teaching effectiveness [43,
44]. These areas mark significant progress in AIEd.

This research is premised on the potential utility of feedback in 
improving student outcomes in written work. Extensive research sup
ports the role of feedback in contributing to improved learning for stu
dents [45], and studies have also demonstrated that feedback that 
informs the revision process can improve grades on written work [46]. 
However, providing feedback is a time-consuming process for teachers 
and marking is often cited as a source of teacher workload and stress 
[47], with low-quality feedback also being a common complaint among 
university students [48]. This implies the need to improve feedback 
quality whilst reducing the workload upon teachers. In this regard, 
automated feedback presents a promising avenue to accomplishing this 
dual objective [30].

In terms of the potential of automated feedback programmes to in
crease feedback consistency and reduce teachers’ workload, some 
studies have already investigated the potential of automated writing 
evaluation (AWE) to reduce marking demands upon teachers [49]. 
Furthermore, a growing body of research investigates the potential for 
automated feedback to be applied by computer programmes [50]. 
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However, previous attempts at developing such systems have often 
focused on task-specific programmes that are naturally limited in terms 
of their application for teachers on courses where teachers may pose a 
number of tasks (e.g., offering a choice of essay questions) [51], or 
where assessment is based on broad criteria (e.g., opinion or reflection 
based writing tasks) [52]. This is because such technologies have 
heretofore been limited in terms of making specific assessments towards 
specific tasks, whereas tasks such as grading open-ended essays requires 
AI to undertake more complex analysis and assessment [53]. The 
apparent capacity of GenAI to accomplish this suggests its potential 
utility towards providing automated feedback on diverse academic 
work.

Rationale

The rapid improvement in AI technologies across the early 2020s 
have signalled the prospect for utilising generative AI based on LLMs to 
both assess written work and to provide written feedback aimed at 
improving students’ writing. As the literature review below reveals, 
research into the use of generative AI to provide feedback on students’ 
work is growing [54,55], though there has been scant research into its 
application in the context of university English-language education in 
Hong Kong. The diverse nature of assessment across various educational 
systems and cultures means that there are often issues with the gen
eralisability or transferability of findings arrived at in only one context 
[56]. This means that there is currently insufficient empirical evidence 
supporting the claim that AI-generated feedback can have a positive 
effect on student revision to academic work in the context of language 
education in Hong Kong [52].

As the review of literature below reveals, this research is practically 
unique within this context, implying its potential to make a major 
contribution towards the empirical support for a growing area of AIEd in 
Hong Kong. Through completing research in this area, the utility of 
generative-LLM AI is evaluated with respect to its applicability in 
contemporary university-level language education in Hong Kong, taking 
into account not only its utility towards guiding student revisions, but 
also with respect to how students respond to GenAI feedback in terms of 
engagement and motivation. The ramification of this with respect to the 
extant body of research and the state of AIEd in Hong Kong are reviewed 
in light of this research in the Discussion section below.

Aims

This study aims at closing a research gap identified with respect to 
language education in Hong Kong. It is hoped that it is able to (1) assess 
the potential utility of AI in providing feedback on the written work of 
university-level language students within this context and (2) contribute 
to the broader literature on how AI is reshaping pedagogical and 
assessment practices. It thus aims at making a contribution both to 
language education within universities in Hong Kong as well as carrying 
the discussion forward regarding the empirical basis supporting the use 
of AI in providing feedback on written work more broadly.

Research questions

Meeting these aims requires designing a study that is suitably 
tailored to closing the gap in knowledge. In this vein, the study’s 
research questions are as follows: 

To what extent can LLM-based generative AI provide feedback on 
written products that improves students’ quality of work?
What are the experiences of students when receiving feedback from 
LLM-based generative AI, particularly in terms of their motivational, 
emotional, and attitudinal states?

This study responds to these research questions using a mixed- 

method design, utilising both quantitative and qualitative methods of 
data collection and analysis. The details of how this is designed and the 
reasoning behind the specific design of the experiment and research 
instruments are given in the methodology section below.

Literature review

The extant body of literature on using LLM-based generative AI for 
feedback suggests there is potential utility for the application of AI to 
this end. Until relatively recently, studies largely focused on AWEs and 
their capacity to evaluate student work, though it has also been noted 
that its capacity for providing individualised feedback was limited [57]. 
The research findings regarding the effectiveness of providing feedback 
through LLM-based generative AI in improving student outcomes on 
revised work were mixed, with limitations observed in the feedback’s 
applicability and specificity to the tasks that the AWE system is designed 
to evaluate [50].

By way of comparison, LLMS such as GPT have since emerged as a 
means to provide more tailored feedback to writing products [58]. LLMs 
are trained on significant amounts of textual data, allowing them to 
generate natural language that mimics human feedback [59]. They are 
also capable of providing feedback on different types of work based on 
task inputs, learning objectives, and scoring systems, requiring rela
tively less coding time compared to AWEs [60]. There is therefore sig
nificant potential with respect to the application of LLMs such as GPT in 
providing automated feedback [61].

However, as Chang et al. [62] note, there is a lack of studies 
providing empirical support for the efficacy of the feedback generated 
by LLMs. Some have expressed concerns that AI-generated feedback 
might not be accurate given that generative AI such as GPT often makes 
factual errors when completing generative tasks [63]. Likewise, some 
have observed that AI feedback in the hands of non-experts may not be 
as effective as feedback under research conditions given that student 
prompts might not be sufficiently detailed [64]. On the other hand, 
LLMs typically perform better at creative tasks, which may include 
providing feedback [65]. Chang et al. [62] also note that LLMs are 
capable of providing feedback without the use of reference texts and that 
they exhibit more potential for feedback than AWE.

This potential for LLMs to provide useful feedback is supported by 
some empirical studies. In comparing LLM and instructor feedback on 
written reports produced by university students, one study found that 
the AI-generated feedback was both coherent and broadly cohered with 
instructor feedback in terms of positive or negative assessments of the 
work [66]. Other studies that use student or instructor evaluation of 
LLM-generated feedback report positive assessments of the technology 
and its utility on behalf of human participants [67,68]. This may be 
balanced against some studies on the perspectives of English language 
teachers who express concerns about linguistic fidelity, overreliance on 
AI, and the suppression of student creativity [69]. However, there are 
limited empirical studies into measuring the impact of generative AI on 
student outcomes.

The few studies that have been carried out report promising results 
with respect to the utility of generative AI to provide helpful feedback on 
student work. One study on GPT feedback found that students who used 
AI to research their work (including using it for feedback) demonstrated 
better critical, reflective, and creative thinking skills than students who 
used traditional means of research and feedback [70]. In a study by 
Meyer et al. [71], 459 upper secondary EFL students were divided into 
two groups: one group received LLM-generated feedback and the other 
did not. The findings revealed that the written work evaluated by the 
Automated Writing Evaluation (AWE) system showed greater 
improvement in the group that received feedback and revised their 
work, compared to the group that received non-AI feedback, suggesting 
the possibility of producing similar findings among ESL students at the 
university level. Studies have also highlighted the potential of genera
tive AI to transform essay writing and revision processes in higher 
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education, demonstrating significant improvements in essay quality, 
increased student engagement, enhanced motivation, and mixed 
emotional responses to AI-generated feedback [72–74]. These insights 
suggest that generative AI holds considerable promise in supporting 
student learning and writing development across diverse educational 
contexts.

Beyond direct learning outcomes in terms of the scoring of written 
work, there are also other areas where AI feedback may be compared 
against instructor feedback. For instance, studies have shown that stu
dents’ beliefs about the value of completing certain English as a Second 
Language (ESL) writing tasks is linked to their motivation to complete 
such tasks [75]. Motivation is likewise related to positive student emo
tions, which have been found to be vital to the process of writing [76], 
and can be fostered by instructor feedback [77]. In this regard, students 
need to perceive feedback as effective in order for it to have a positive 
effect on emotions, motivations and engagement with specific tasks 
[78].

Fortunately, some preliminary evidence suggests that LLM-based 
feedback can indeed have a positive effect on student emotions. For 
instance, one study by Li and Xing [79] demonstrated that LLMs could 
provide effective emotional support for students. Another study found 
that interaction with generative AI elicited positive perceptions and high 
levels of engagement [80], though this was carried out with younger 
students. One study on the use of GPT with EFL learners found that its 
reframing of tasks could help foster greater cultural awareness among 
students, with positive responses from participating students [81]. 
Importantly, a study by Al Shloul et al. [82], which investigated the 
potential for GPT to improve student performance through feedback, 
found that most students saw its feedback as valuable and found inter
action engaging.

However, what is less known based on the above studies is whether 
LLMs can provide feedback in a way that is perceived as effective by 
students, foster positive emotions, and motivate students to engage in 
work. This is particularly important given that feedback cycles, revision 
and submission can prove emotionally draining and demotivating for 
some students [83]. The study carried out by Meyer et al. [71] found 
moderate increases in task motivation and positive emotions, indicating 
the potential for LLM feedback to have beneficial emotional responses 
for participants. However, there is arguably also a need for qualitative 
research into these relationships in order to understand what aspects of 
AI-generated feedback students respond to in a positive (or negative) 
manner.

This literature review has highlighted several gaps in the literature. 
First, there are few studies that attempt to demonstrate the efficacy of 
LLM-based generative AI on student outcomes, though those that have 
been carried out report positive correlations between the technology 
and student learning outcomes following revision of work. Importantly, 
there is a gap in current knowledge as to whether AI-generated feedback 
can have a positive effect on student revisions to academic work in the 
context of education in Hong Kong. This highlights the need for more 
work in this area to establish connections that focus on specific educa
tional contexts and areas of learning. Additionally, early indications that 
LLM feedback might be used to bolster student emotions and motivation 
require more qualitative research in order to better understand the 
mechanisms behind these relationships. These gaps inform the design of 
this research, as set out below.

Methodology

This study is a true experimental design that employs a randomized 
controlled structure to evaluate the impact of AI-generated feedback on 
essay revisions and student engagement. A total of 1102 first-year un
dergraduate students enrolled in a foundational English course at a 
higher education institution in Hong Kong participated in the study. 
Students were randomly assigned to one of two groups: the experimental 
group (n = 411), which received AI-generated feedback provided by 

ChatGPT, or the control group (n = 691), which received general feed
back written by an instructor. Randomization was employed to ensure 
that any differences observed between the two groups could be attrib
uted to the intervention, controlling for potential confounding variables 
such as baseline writing ability, motivation, and language proficiency. 
The inclusion of a control group allowed for a direct comparison of 
outcomes, adhering to the principles of a true experimental design.

The study was conducted over two consecutive semesters, with the 
same experimental procedure applied to two separate cohorts of stu
dents. In each semester, students completed an argumentative essay as 
part of their coursework. After submitting their initial drafts, students in 
both groups received feedback specific to their assigned condition (AI- 
generated or instructor-generated), which they were required to use to 
revise and resubmit their essays. The independent variable in this study 
was the type of feedback provided, while the dependent variables 
included essay scores, motivation, engagement, and emotional re
sponses to the feedback. By carefully manipulating the independent 
variable and measuring the dependent variables, the study sought to 
rigorously evaluate the effectiveness of AI-generated feedback 
compared to traditional instructor feedback.

The rubric used to assess students’ essays was specifically developed 
to align with the course’s learning objectives and the study’s focus on 
academic writing. The rubric evaluated three key areas: language use 
and mechanics, organization and structure, and content and ideas. These 
categories reflected the skills most likely to be influenced by feedback 
and were chosen to ensure consistency between the course’s instruc
tional goals and the evaluation criteria. The development of the rubric 
involved adapting established academic writing rubrics widely used in 
similar contexts, with minor modifications to suit the specific aims of the 
study. A panel of three experienced English lecturers reviewed the rubric 
to ensure clarity and relevance. To further validate the rubric, a pilot test 
was conducted with a small group of students prior to the main study, 
and inter-rater reliability was assessed using the Intraclass Correlation 
Coefficient (ICC), resulting in a high coefficient (ICC = 0.831). This 
process ensured that the rubric provided a reliable and objective mea
sure of student writing performance.

To capture students’ experiences with the feedback and their 
emotional and motivational responses, a post-task questionnaire was 
developed. This questionnaire consisted of Likert-scale items, rated on a 
scale from 1 to 10, designed to measure key constructs such as positivity, 
satisfaction, engagement, and confidence during the revision process. 
The questionnaire was chosen because it allowed for systematic and 
quantitative comparisons between the experimental and control groups, 
providing a clear picture of how students perceived and interacted with 
the feedback. Its design was informed by existing research on feedback 
and student engagement, drawing on validated tools used in previous 
studies [77,78]. The questionnaire was piloted with 50 students to 
ensure clarity and relevance of the items, and based on feedback from 
the pilot, minor adjustments were made to refine the wording of specific 
questions. The final version of the questionnaire demonstrated high 
internal consistency, confirming its reliability for capturing students’ 
emotional and motivational responses.

In addition to the questionnaire, semi-structured interviews were 
conducted with a subset of 18 students from the experimental group 
across the two semesters. These interviews aimed to provide rich qual
itative data on students’ perceptions of the feedback and its impact on 
their writing process and motivation. The semi-structured format was 
selected because it offered the flexibility to explore unexpected or 
nuanced responses while maintaining a consistent framework across 
participants. The development of the interview schedule was guided by 
the study’s research questions and insights from the broader literature 
on feedback in education [71,83]. The interview schedule was reviewed 
by a team of three researchers to ensure its relevance and clarity, and it 
was piloted with five students to refine the wording and structure of the 
questions.
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Sample

The study collects data from 1102 students enrolled in the first year 
of an English-language course at a higher education institute in Hong 
Kong. This course constituted a General English course and was 
compulsory for all students attending the institution. The course is 
designed to improve general English ability and all students must also 
take a course on English for Specific Purposes (ESP) tailored to their 
degree subject. The course was also designed to assist with International 
English Language Testing System (IELTS) accreditation, one of the 
leading standardised tests for assessing English language proficiency for 
non-native speakers. All students must take a foundational writing skills 
course, designed to improve students’ use of academic English.

The students recruited into this study were studying a variety of 
disciplines across the Humanities, Social Sciences, and STEM (Science, 
Technology, Engineering, and Mathematics).. Given the diverse nature 
of the subjects studied by students enrolled on this course, the course 
itself is designed to be flexible, with assessments allowing students to 
choose from a number of questions potentially related to their specific 
subject. This allows students to incorporate subject-specific vocabulary 
into their assessed written work. However, some assessment questions 
are broad and opinion-based, testing students’ capacity to engage in 
written debate on a given topic derived from general knowledge or 
current affairs. This renders the course suitable for testing the suitability 
of AI towards offering feedback to students that is not limited to the 
context of one disciplinary area.

Students were approached to participate through the university 
ahead of the experiment and were provided with research information 
as well as consent forms. Emails were sent out to all students enrolled in 
the course informing them of the intent to conduct an experiment during 
one of their scheduled tutorials and information and consent forms were 
again provided in the lesson itself prior to the task. All students 
participating in the course completed the task, though only those who 
opted to participate had their data stored for inclusion in the task. The 
task was carried out individually in tutorial groups of between 20 and 40 
students, all of which were overseen by the lecturer and the researcher.

The students participating in the task were all Hong Kong citizens for 
whom English was a second language, while students who did not meet 
these criteria were filtered out. Of the samples, 51 % were female and 49 
% male, with sorting into the experiment and control groups being as 
representative as possible of this ratio. In total, 411 students were within 
the feedback group and 691 students were in the control group, with this 
ratio selected to reduce resource demands upon the experiment group. 
Of the students that progressed to the interview stage of the study, 18 
students participated, selected randomly from a male and female group 
of applicants to ensure gender balance in light with the class 

demographics (see Table 1). These students were scheduled to partici
pate in one-to-one interviews with the researcher within 48 h following 
their completion of the task.

Experimental design

A number of considerations went in to the specific design of the 
study. For one, an experimental design was selected that could compare 
two groups of students, one of whom had received the GenAI inter
vention and one that had not. The experimental design was selected to 
help better establish causation in terms of identifying receipt of Gen AI 
feedback as an independent variable. Similar designs have been used in 
studies undertaken outside of this context and the study’s experimental 
design was informed by their methods [84]. The large group size and 
comparable proficiency of students within it made the group suitable for 
undertaking statistical comparisons of an experimental and control 
group, whilst also allowing for some replicability in the study design, 
thereby enhancing the validity and rigour of the research [85].

In addition to this, a qualitative component to the design was added 
in order to explain the findings. Whilst quantitative results might 
establish correlations, qualitative analysis can expand upon the ways in 
which students found GenAI to be useful or not useful [86]. It also allows 
for the more nuanced exploration of student experiences and percep
tions as its data does not need to be reduced down for quantitative 
analysis. Taking these results together, the qualitative aspect to the 
study can help to triangulate the findings of the quantitative analysis, 
thereby strengthening the study’s perceived validity should the results 
align.

Procedures

The experiment was designed to be undertaken during the normal 
lesson times of students, forming a task administered during a two-hour 
class held in a computer laboratory on campus. The researcher thus 
completed multiple sessions so that participants could complete the task 
during their normal class hours. Test conditions were upheld, meaning 
that interaction and conferral was prohibited, as was use of AI resources 
to inform essay writing. Experimental designs in education carried out 
under test conditions are subject to concerns such as class size and the 
researcher’s capacity to efficiently supervise for cheating or plagiarism 
[87]. The task took place within classes with an average of 30 students, 
with a researcher placed in the room alongside the class’ usual teacher to 
supervise the activity and prevent plagiarism and use of AI to complete 
the task.

The question posed to students was designed in line with the writing 
tasks provided to students as part of their course. Though these tasks 
were often subject-specific, this question was more general and was 
developed in communication with course teachers to be reasonably 
achievable according to the students’ knowledge and level of English 
proficiency. Previous studies comparing teacher and AI-generated 
feedback have favoured argumentative essays due to their relatability 
and lack of dependence upon knowledge of subject-specific terminology 
[88]. Students were thus asked to complete the following writing task 
under test conditions: 

Do you agree or disagree with the following statement? Children 
under five ought to be prohibited from using tablet computers or 
smartphones. Use specific reasons and examples to support your 
answer.

Instructions on how to complete the task were given by the 
researcher at the outset of the study and were repeated above the essay 
prompt in emails received by the participants.

Students were asked to write an argumentative essay answering the 
question and defending their reasoning, without recommendation as to 
word length. A short list of learning objectives and a summary of the 

Table 1 
Demographic information for interview participants.

Name Sex Age Year Field L1

A F 18 1 Design Cant.
B F 19 1 Design Cant.
C F 20 1 Educ. Cant.
D F 18 1 Human. Cant.
E F 18 1 Edu. Cant.
F F 18 1 Science Cant.
G F 19 1 Human. Cant.
H F 22 1 Design Cant.
I F 18 1 Business Cant.
J M 18 1 Eng. Cant.
K M 19 2 Design Cant..
L M 18 1 Business Mand.
M M 20 1 Business Cant.
N M 18 1 Science Cant.
O M 18 1 Science Cant..
P M 19 1 Maths Cant.
Q M 18 1 Maths Mand.
R M 20 1 Human. Cant.
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rubric was provided to them alongside the notice that students would 
not be marked on nor penalised for referencing. The learning objectives 
and rubrics were adapted from those in use on the course itself, thereby 
accurately reflecting the level of knowledge and skills of the cohort. 
Students were given 30 min to complete this task and then emailed their 
responses to the researcher, who would then provide them with their 
feedback via email whilst they completed another unrelated task as part 
of their class. Essays received one minute after this cut-off time were not 
included in the data submitted for analysis.

Those in the feedback group had their work submitted by the 
researcher to ChatGPT 3.5. ChatGPT was selected for this task because of 
its capacity to offer personalised feedback without instructor input, as 
well as its capacity to offer feedback in line with guidance [89]. Sub
mission of student work was thus preceded by a prompt setting out the 
task instructions and learning objectives and requesting no >500 words 
of feedback:

A number of students of English studying at the undergraduate level 
at a university in Hong Kong have been tasked to write an essay on the 
following question: 

‘Do you agree or disagree with the following statement? Children 
under five ought to be prohibited from using tablet computers or 
smartphones. Use specific reasons and examples to support your 
answer.’

They have been tasked with meeting the following four learning 
objectives through completion of the assignment: 

‘1. Engage critically with the question, meeting the criteria set out in 
the instructions.
2. Argue convincingly towards a clear thesis, drawing on existing 
research or evidence where possible.
3. Employ academic vocabulary and formal English in your answer.
4. Ensure accurate spelling and grammatical coherence throughout.’

Based on these learning objectives, please provide no >500 words of 
feedback designed to help the student improve their essay and raise their 
grade, giving both general and specific guidance as to areas and means 
for potential improvement. The essay in question follows below.

At the time where the task recommenced, all students received an 
email asking them to revise and improve their papers, with students in 
the feedback group receiving their LLM-generated feedback, and those 
in the control group receiving the same generalised guidance produced 
by a teacher beforehand. The students were given 5 min to prepare (and 
to read their feedback) and then a further 20 min to make revisions, 
before resubmitting their work to the researcher. Examples of the type of 
feedback received and its effect on revision may be found in Appendix 1.

Both the original and revised papers were also marked by instructors 
on the course, who followed a rubric designed for completion of this task 
(Appendix 2). Manual scoring of work on behalf of experienced in
structors was undertaken due to the limited accuracy of LLMs and spe
cifically GPT in scoring written student work [90,91]. Papers and their 
revised papers were marked by separate instructors and all papers were 
double-marked with an average of the two marks constituting their final 
score. In order to ensure the accuracy of the markers, inter-rater reli
ability was tested through establishing the intraclass correlation coef
ficient (ICC). This was undertaken to ensure that the scores given by the 
markers were broadly aligned [92]. Across the markers, an ICC of 0.831 
was established, falling within the 95 % confidence intervals of 0.798 
and 0.849, and establishing the consistency of the scores awarded.

Quantitative methods

At the end of the experiment, all participating students were asked to 
fill in a short questionnaire about their experience, completed in the 
same class immediately after the task. The questionnaire – provided in 

English at a level suitable for the students’ proficiency – was developed 
by the researcher and focused largely on their emotions and experiences 
with relation to the process of making revisions, asking them to describe 
how positive their emotions were during revision, how motivated they 
were to complete revisions, and how engaged they were with the process 
of revision (see Appendix 3). Scalar responses were collected that could 
then be compared across the control groups and measured against their 
scores from the writing task.

Analysis of the questionnaires took place in IBM’s Statistical Package 
for the Social Sciences (SPSS) 29.0. This allowed for variables to be 
defined (e.g., gender, scalar variables, etc. and then cases created from 
data entered into the programme [93]. Tests such as Pearson’s 
product-moment correlation coefficient were used to identify numerical 
relations between sets of data, whilst the student’s t-test was used to 
compare two or more groups’ scores across a numerical variable [94]. 
Point biserial correlation was selected on the one hand because it is 
suitable for comparing binary data, whereas Pearson’s correlation may 
be useful for exploring additional linear relationships pertaining to re
visions [95]. An alpha of 0.05 was used across the tests, whilst the tests 
themselves were applied to data pertaining to test scores, questionnaire 
results, etc.

Qualitative methods

Following each experiment session, an interview with a participating 
student from the feedback group was arranged to discuss their experi
ence of LLM-generated feedback. In total, 18 of these interviews were 
successfully completed, carried out within 48 h of task completion and 
lasting around an hour each. Interviews were selected because of their 
capacity to generate substantial information about individual perspec
tives as compared with questionnaires [96]. Interviews were carried out 
by the researcher, who utilised a semi-structured approach to ques
tioning, suitable for not only following the questions but also allowing 
the researcher to prompt the students for more details about areas of 
interest [97]. The interviewer conducted these interviews using a pro
tocol (Appendix 4), in line with the standards for semi-structured 
interviewing [98]. The interviews were recorded on the researcher’s 
tablet computer using digital audio recording software and then tran
scribed automatically using digital transcription software, before being 
manually corrected for any transcription errors.

The interview data was then subjected to thematic analysis. The
matic analysis serves as a means for identifying the themes raised by 
interviewees throughout the research process [99]. It focuses on iden
tifying, analysing and reporting patterns across data, describing and 
interpreting the themes prevalent across a dataset [100]. As stated 
above, qualitative analysis was selected in order to help triangulate the 
study’s findings and aid its explanatory analysis, with thematic analysis 
presenting a useful means for extracting relevant data in this regard 
[86]. An approach to coding the data is required in order to complete 
this process [101], with the use of AI itself becoming more common in 
methods of thematic coding and analysis [102].

In this case, Leximancer was selected as a means for conducting 
thematic analysis of the interview data. Leximancer uses algorithms to 
extract semantic and relational data from the dataset and aggregate 
them into themes [103]. These are represented in visual charts of ranked 
and co-occurring concepts [103]. The unsupervised approach to coding 
and analysis was used in order to allow for the researcher to follow an 
inductive approach to analysing interviewee responses to interview 
questions. In this way, Leximancer effectively completed extracted 
themes from the interview texts, which the researcher thereafter has 
discussed with relation to specific excerpts picked up by Leximancer.

Results

This section presents the findings of the mixed-methods approach 
taken to study within this paper. It presents first the results of the 
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quantitative analysis of data and then the findings of the qualitative 
analysis of interviews. These findings are discussed in more depth in 
relation to the study’s aims and research questions in the discussion 
section that follows.

Quantitative analysis

Examining the data for the test scores and questionnaires, it is 
apparent there are a number of differences between the feedback and 
control groups. For one, Table 2 illustrates that the revised scores for the 
feedback group are considerably higher than that of the control group, 
with the group receiving AI feedback scoring some 3.342 marks higher 
on this task compared to the earlier task, for which scores were far more 
comparable. In addition to this, the feedback group reported higher 
scores on emotion, motivation and engagement, with the difference for 
self-reported motivation being considerably higher in the feedback 
group.

These t-tests were subjected to a t-test in order to establish whether 
these observed changes in score were statistically significant. This was 
applied both to the improvement between the two test scores, as well as 
to the group means for emotion, motivation and engagement scores 
(Table 3). We conducted t-tests to compare the essay scores and self- 
reported measures between the experimental and control groups. 
Before conducting the t-tests, we assessed the assumptions of normality 
and equal variances. The normality of the data was tested using the 
Shapiro-Wilk test, and visual inspections of histograms and Q-Q plots 
were performed to confirm the results. Homogeneity of variances was 
assessed using Levene’s Test for Equality of Variances. Given the large 
sample size of this study (n = 411 for the experimental group and n =
691 for the control group), the t-test is robust to minor deviations from 
normality, as supported by the Central Limit Theorem.

In terms of improvements in test scores, the control group saw an 
improvement of 4.474 marks (SD = 7.754) and the feedback group a 
larger improvement of 8.314 (SD = 7.498), resulting in a p value of 
0.003106. This p value indicates that there is a high likelihood that the 
null hypothesis may be rejected. The mean scores for self-reported 
emotion were more modest, with a mean score of 4.019 in the control 
group (SD = 2.782) and 4.9755 (SD = 3.119) in the feedback group. The 
p value here did not fall below the alpha (p = 0.0785), indicating that 
this effect was not statistically significant. However, the values for 
motivation and engagement were statistically significant and indicated 
also a larger effect. There was a difference in motivation scores of 1.721 
(FG SD = 3.112, CG SD = 2.489, p = 0.0001) and a 0.957 difference in 
engagement score (CG SD = 3.402, CG SD = 2.953, p = 0.0346), both in 
favour of the feedback group. Consequently, it may be said that the 
improvements to motivation, engagement and revised scores were 
considerably higher in the feedback group than in the control group and 
that these effects are statistically significant.

The size of the effects between the groups may be explored beyond 
the differences between the means above by establishing coefficient 
scores. A point biserial correlation was calculated for the difference 
between original and revised paper scores, indicating a weak positive 
correlation between the group in receipt of AI feedback and increased 
improvements in test scores (0.208). Comparing the two groups, there 
was a very weak positive correlation between receiving feedback and 
reporting positive emotions (0.092) and a slightly stronger but still very 
week correlation between feedback and engagement (0.155). The cor
relation between feedback and motivation was higher, however, with a 

score of 0.31 indicating a weak-to-moderate positive correlation. All 
observed scores were thus in favour of positive correlations, though 
statistical significance for these correlations must also be taken into 
account.

Attempting to establish the mechanisms at work in the different 
groups requires understanding how correlated variables such as 
emotion, motivation and engagement are with the improvements in 
scores. To this end, Pearson’s correlation coefficient was calculated to 
examine the effect and significance between the above variables. When 
looking at scores for the feedback and control groups combined, there 
was an statistically significant moderate effect of emotion upon the test 
paper score differential (r = 0.489, p = 1.58678 × 10–12). Even stronger 
were the effects of motivation (r = 0.901) and engagement (r = 0.885), 
with both tests reporting high statistical significance (p = 1.35645 ×
10–68 and p = 6.58965 × 10–71, respectively). As Fig. 1 shows, the 
effect of all three experience scores on revised test score improvements 
increased exponentially, implying that positive affective experiences of 
feedback and revision became increasingly valuable as they became 
more enjoyable. It may therefore be theorised that the strong relation
ships between motivation and engagement and revised scores – coupled 
with the weak effect of feedback on motivation and engagement – ac
count for the larger relative increase in the scores received for the 
revised paper among the feedback group.

Additional tests were carried out to confirm these findings, 
measuring the effect of engagement and motivation on test scores. 
Simple linear regression tests were carried out to this end for both the 
feedback and control groups (Tables 4–7). A strong correlation between 
motivation scores and improvements on test marks were noted, with an 
improvement of 0.847 and a fit of 70.3 % for the control group, indi
cating a strong correlation between scores and a high degree of influence 
of motivation upon these scores. The effect was even higher for the 
feedback group, however, accounting for some 15 % of the score dif
ferentials. Similar but less pronounced effects were noted when calcu
lating the Multiple R for engagement, which increased from 0.879 to 
0.911, as well as an R-square increase of 3.3 %. Nevertheless, it seems as 
though the effect of motivation on test scores was far more pronounced 
than that of engagement, implying that changes in motivation impact 
test scores far more than engagement.

Qualitative analysis

Thematic analysis of interviews with eighteen students was carried 
out through Leximancer, using the programme’s in-built algorithm to 
code and organise themes. This method of analysis produces themes 
based on the frequency, proximity and semantic connections between 
terms used in the interview transcripts. The four main concepts identi
fied through this process were: effectiveness, experience, impact, and 
integration. The prevalence of the concepts within the Venn diagram is 
listed more clearly in Table 8, which signals their frequency across the 

Table 2 
Average scores for task and questionnaires across and between feedback and control groups.

Group Task Score Rev. Score Difference Emotion Motivation Engagement

Feedback 56.54021 64.85462 8.31441 4.58642 5.07546 4.97554
Control 56.62842 61.51243 4.474227 3.95621 3.35475 4.01891
Difference − 0.08821 3.34219 4.88401 0.63021 1.72071 0.95663

Table 3 
T-Test results.

mean diff. df t-value p-value

Improvements 3.342 230 2.986 0.0031
Emotion 0.630 230 1.564 0.0785
Motivation 1.721 230 4.223 0.0001
Engagement 0.957 230 2.094 0.0346
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interviews.
These thematic concepts identified in the second table contain 

themselves other sub-concepts, whose frequency is outlined in Table 9. 
Here, some related concepts are grouped together – for instance, ‘qual
ity’, ‘improvement’ and ‘specificity’ are grouped under ‘effectiveness’, 
whereas ‘usability’, ‘satisfaction’ and ‘efficiency’ are categorised under 
‘experience’. This indicates the relationship of concepts to each other in 
the responses, suggesting that the concepts associated with other con
cepts across the responses. This is developed upon below through 
looking at concept pathways and the excerpts attached to certain themes 
identified by the analysis.

The theme of ‘effectiveness’ was identified with terms such as 
‘quality’, ‘improvement’, ‘specificity’, ‘engagement’, ‘accessibility’, and 
‘intuitiveness’. These terms appear to employ effectiveness as a modifier 
or assessment of aspects to the student experience, such as with respect 
to improvements upon their revisions and their engagement with work. 
This is reflected in excerpts from the interviews themselves. For 
instance, Participant C stated that she felt that the AI feedback was 
‘effective… in helping me improve the quality of my work’ (relevant 
concepts highlighted), with similar statements made with respect to 
quality of revision throughout. Participant J said of the AI feedback that 
it ‘was generally of high quality’ and that is reflected an ‘improvement 
over no help at all’, referring to the difficulty of accessing tutor support. 
The reasons why it was so effective was attributed to its specificity on 
behalf of the participants, with Participant E stating that ‘the feedback 
was really specific’, stating that she was ‘impressed’ with how tailored it 
was to the work she submitted. Participant H noted also the capacity of 
the feedback to point out ‘specific errors’ with their written English that 
the participant would not have been able to identify alone.

The theme of ‘experience’ was associated with terms such as ‘us
ability’, ‘satisfaction’, ‘efficiency’, ‘relevance’, ‘clarity’, ‘consistency’, 
‘actionability’ and ‘impact’. This reflects again potentially positive as
sessments of the experiences of participants. Participant F stated that she 
was surprised how precise the feedback was and anticipated that it was 
be ‘easy to use’ ChatGPT for future attempts at generating feedback to 
inform her revisions. Participant M reported satisfaction with the 

Fig. 1. Self-reported scores for experiences (positive emotions, motivation, and engagement) cross-referenced with associated score improvement on revised task 
submissions.

Table 4 
Regression analysis of motivation effect on score dif
ference for control group.

Multiple R 0.847
R-Squared 70.3 %
Standard Error 1.364
Significance F 3.39 × 10–25

Table 5 
Regression analysis of engagement effect on score dif
ference for control group.

Multiple R 0.879
R-Squared 76.7 %
Standard Error 1.412
Significance F 3.611 × 10–28

Table 6 
Regression analysis of motivation effect on score differ
ence for feedback group.

Multiple R 0.926
R-Squared 85.6 %
Standard Error 1.309
Significance F 3.651 × 10–42

Table 7 
Regression analysis of engagement effect on score dif
ference for feedback group.

Multiple R 0.911
R-Squared 80 %
Standard Error 1.543
Significance F 7.21 × 10–38
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feedback, stating that it had been a fairly straightforward process to 
implement: ‘The feedback had both general feedback as well as more 
targeted bits where I could actually apply it to this or that sentence. Yeah, 
I was satisfied with it’. Participant B also highlighted the clarity of the 
response offered by the AI feedback: ‘Something I liked was that it was 
very clear. […] So I mean that the feedback wasn’t general or vague, it 
told me exactly what I need to do to improve the grade’. The theme of 
‘actionability’ – of receiving guidance that could be put to immediate 
effect – was highlighted across the responses, with the general experi
ence being one of feedback that was practical rather than abstract. One 
participant did mention that they felt this was both a strength and failing 
of the feedback, arguing that the feedback they had received had limited 
didactic value: ‘So I feel like it was good for actually applying to my work, 
but I don’t know how much I actually learnt, if you get what I mean’. 
However, others felt that they had acquired new knowledge from using 
the feedback. Participant R, for instance, stated that they leant much 
from the experience of applying the feedback: ‘I feel like it’s change how 
I approach looking over my work… Seeing the recommendations under 
headings has helped me think, like, assess your work according to these 
principles’.

A theme raised by the analysis was that of ‘impact’, comprising 

concepts such as ‘confidence’, ‘stress’ and ‘dependence’. This reflects a 
mixed assessment as to the perceived impact of the feedback on the 
student’s current or future work. One student stated that they felt more 
confident completing the revisions with feedback at their disposal: ‘I’m a 
big believer in AI so I guess I was actually quite a lot more confident than 
some of my classmates, as I know some just got a sheet of paper rather 
than tailored instructions’ (Participant L). However, some reported that 
the feedback had a negative emotional effect, rendering them more 
anxious or stressed about their work: ‘I didn’t like getting it. […] 
Because it’s criticising me and that stressed me out’ (Participant G). It is 
worth noting, however, that one of the participants who reported feeling 
stressed stated that she always felt stressed under test conditions, 
whereas the other reported feeling stress about human feedback also. 
Participant Q, for instance, felt that a non-human marker reduced the 
pressure placing upon them when receiving feedback: ‘I did feel a bit 
stressed by the feedback, but then I remembered, it’s not actually a 
teacher who can judge you, so that reduced the pressure a little’. A 
couple of participants reported concerns about potentially becoming 
dependent upon AI feedback, or alternatively of the institution 
becoming dependent upon it: ‘I would be worried that we sort of devalue 
getting actual feedback and assume this can do too much’ (Participant 

Table 8 
Table of major themes with frequency of conceptual frequency.

Table 9 
Ranked concepts derived from Leximancer analysis of interviews with participating students.

N. Lo et al.                                                                                                                                                                                                                                       Computers and Education Open 9 (2025) 100249 

9 



K). The concern that having AI capable of checking work immediately 
might undermine the capacity of students to develop the requisite skills 
to check their own work was expressed by a minority of those 
interviewed.

The theme of ‘integration’ was discussed, incorporating concepts 
such as ‘learning’ and ‘future’. These concepts suggest that students 
were prompted to think about how AI could help them with their 
learning and assessed work in future scenarios. The students gave mixed 
responses as to how far they felt GenAI could be integrated into their 
learning with success. One student stated that ‘I definitely feel I can learn 
a lot from this’, whereas another stated ‘I can’t see myself learning very 
much, more just correcting things’. A majority of students discussed the 
prospect of using feedback moving forward, with around half stating 
that they would again use it to amend their work before submission: ‘I’m 
definitely going to use it in future whenever I have an essay because it 
just structures the feedback in a very useful way’ (Participant R). Among 
those supportive of this proposition, its accessibility and accuracy was 
highlighted, whilst among those negative about using AI in future, there 
was scepticism about its accuracy, its contributions to learning, and its 
efficacy as compared with teacher feedback: 

I would be opposed to receiving it in future, at least through uni
versity. I could use it myself if I wanted so having it given to us means 
nothing. It’s not as good as getting a teacher to give you feedback as 
it’s only making corrections, it’s not really teaching me anything. 
And AI can be inaccurate, it even says so on ChatGPT. So I don’t 
really trust it. (Participant Q)

There was thus a mixed response about how GenAI might be inte
grated into helping with written work moving forwards.

Discussion

The findings identified across the quantitative and qualitative ana
lyses revealed statistically significant correlations between receiving AI- 
generated feedback and increases in grade between original and revised 
papers. The effect of this is small but statistically significant, whereas 
correlations between receiving feedback and motivation and engage
ment demonstrate a slightly larger effect that is statistically significant. 
The validity of these findings is supported by the statistical assumptions 
of the t-test, which were carefully tested for normality and equal vari
ances. Minor deviations from normality were mitigated by the large 
sample size, ensuring robust results. The quantitative analysis further 
indicates that positive emotions and especially motivation and engage
ment can have moderate-to-large effects on revision performance, whilst 
the interviews suggest that effects on motivation through contributing 
towards confidence are the most pronounced, as the respondents asso
ciated it with improvements as compared with receiving generalised 
feedback. Emotional responses were more mixed, reporting smaller ef
fect sizes that were not always statistically significant, and thus may not 
necessarily be as correlated with motivations to complete revisions as 
may otherwise be causally assumed. Although experiences were gener
ally positive, negative assessments of the educational benefits of GenAI 
on behalf of those interviewed appear to have discouraged a significant 
proportion from using the technology to this end in future.

The above results demonstrate a number of findings that warrant 
discussion. Quantitative analysis indicates that the feedback group 
received higher revised scores and reported higher levels of emotion, 
motivation and engagement when compared with the control group. T- 
tests revealed that these differences were statistically significant, with 
the exception of the differences in emotional responses to feedback. The 
effect of feedback on positive emotions was also substantially less pro
nounced according to the point biserial correlation analysis of the effects 
of feedback on emotion, as well as the Pearson’s correlation coefficient 
examining the relationship between emotional and revision scores 
generally. This suggests perhaps that positive emotions are not only 

increased to a lesser degree by receiving AI feedback, but also that their 
influence on test scores are far less pronounced than motivation and 
engagement, increases in which must be attributed to factors other than 
emotion. AI-driven feedback can enhance positive emotions, such as 
relief and satisfaction, which are associated with better academic per
formance [106,107]. However, the effect of AI feedback on positive 
emotions is not as pronounced as its impact on motivation and 
engagement [108,109]. Positive emotions are increased to a lesser de
gree by AI feedback compared to other factors like motivation and 
engagement [108].

The interviews likewise revealed a mixed emotional response to 
receiving feedback, with participants reporting dissatisfaction with how 
receiving AI feedback left them feeling disengaged and uninspired. This 
contradict the findings of similar research, which indicate that LLM- 
based feedback can a positive effect on student affective experience 
and emotional well-being that is statistically significant [79]. This may 
be because feedback by nature is critical, though some did identify a 
perception of AI feedback as not comparable with human feedback or as 
lacking in some regard in comparison. Previous studies have also found 
that feedback cycles can prove emotionally exhausting for students [83], 
and it may be that this applies more so to LLM-based feedback or was in 
some way exacerbated by the design of the study.

Interestingly, this did not appear to be reflected in responses 
regarding motivation, which were broadly positive. An increase in 
confidence was also linked some the interviewees to improvements 
made during revision, reflecting perhaps the strong correlations iden
tified by the Pearson’s correlation coefficient between motivation and 
revision scores and engagement and revision scores. Previous research 
has indicated that motivation is influential with respect to measured 
outcomes during writing tasks [76], whilst other research has indicated 
that instructor feedback can successfully enhance student motivation 
[77]. The above findings seem to suggest that not only can LLM-based 
feedback enhance motivation significantly, but this also account for a 
significant proportion of observed differences in test scores. The inte
gration of LLMs in feedback mechanisms has shown potential to improve 
academic performance by providing clear, structured, and quality 
feedback, which can help students better understand their strengths and 
areas for improvement, leading to enhanced learning outcomes [110].

With respect to the effects of AI-generated feedback on these scores, 
there was also a statistical correlation between receiving AI feedback 
and the difference between the marks given to the original written 
product and that to the revised written product. AI-generated feedback 
has been found to enhance writing outcomes, with students who 
received AI feedback showing better performance compared to those 
who received teacher feedback or no feedback at all [111,112]. Using a 
t-test to compare the differences in scores for the control and feedback 
groups, there was a statistically significant difference between the two 
groups, with a point bivariate correlation analysis revealing a weak 
positive effect of receiving feedback on outcomes. This goes some way 
towards closing the gap observed by Chang et al. [62] regarding the 
sparse empirical evidence supporting the effect of LLM-based feedback 
on learning outcomes.

With regard to what may be inferred from the above, it seems to be 
the case that LLM-based feedback has a positive effect on test scores 
through providing sufficiently targeted feedback. LLMs help instructors 
formulate effective feedback by evaluating inputs against quality 
criteria and generating actionable suggestions, which has been found to 
improve learning and performance, indicating that LLMs can be a 
valuable tool in educational settings to provide targeted feedback [110]. 
That feedback was useful and targeted was barely disputed in the in
terviews, even among students who reported negative impacts on 
emotion, implying that its mechanism occurs more through motivation 
and engagement than through shifts in emotional state. One possible 
explanation is that the relevant shift in mental states is in terms of 
attitudinal disposition towards the task, with the interviewees reporting 
that they felt the feedback gave the task purpose or meaning, as well as 
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citing the usefulness of having specific, actionable feedback at their 
disposal. This may account for why participants felt the task was useful 
and helpful though still appeared to compare the task negatively with 
human feedback. Past research has demonstrated scepticism about 
GenAI feedback on work, as well as negative assessments when 
compared with human feedback [113]. It could be that the students felt 
that GenAI feedback is preferable to no feedback, but inferior to expert 
human feedback.

There is the possibility that these findings are not transferrable into 
real-world scenarios. Motivation in the context of the task may have 
been improved by feedback as it provides a purpose for the revision 
rather than for the utility of its specific guidance. As the tasks were not 
creditable in terms of contributing to a course of study or qualification, 
revising the paper may have only appeared to have a point in light of 
new feedback and ‘instructions’ from AI. Comparing pre- and post- 
feedback emotional and attitudinal states is unfortunately not possible 
as there was no pre-feedback questionnaire, meaning that changes in 
motivational state before and after the intervention cannot be 
compared. The nature of the interview analysis also inhibits insights into 
these relationships given that the output of the algorithm pertains 
largely to the semantic content of responses rather than the specific 
views, attitudes and experiences of participants.

Another limitation to the study is with respect to what it says about 
domain-specific knowledge and written tasks within them. The task 
assigned to the English-language students was fairly generic and not 
related clearly to subject-specific skills, which students tasks on the 
course were typically tailored towards. The respondents to the in
terviews naturally did not report how far the input from AI improved 
their writing skills and instead focused on its ability to present them with 
new arguments or content. This perhaps reflects concerns about the 
limitations of AI in terms of serving well to create content but not as well 
when it comes to its analytical function [64]. It may be, for example, that 
the content of the feedback received was not particularly helpful and 
that its association with relatively improved scores is attributable 
wholly to its effect on motivation and engagement. In other words, the 
design of the study does not allow for any evaluation of how accurate, 
relevant or helpful the actual guidance provided by the AI proved.

A further potential issue with the study design is the limited nature of 
the task and time for its completion. Restricting the study to a single task 
per student means that variability in student responses across a range of 
writing proficiency levels may not have been fully captured. Future 
studies could utilise a more diverse set of writing tasks to generate a 
more comprehensive understanding of the effects of GenAI on profi
ciency. Allowing students only five minutes to consult feedback and 
prepare their revisions may have also impacted how effectively they 
were able to make use of their feedback. As the AI feedback was 
considerably lengthier and more detailed than the instruction provided 
to the control group, a short period of time for preparation and revisions 
may have in fact underestimated the effects of GenAI on revisions, or 
produced more negative emotional responses and reduced engagement 
due to the imposition of a short timeframe for completion. A longer task 
in repeat studies may allay such concerns.

Nevertheless, the statistical correlations demonstrate that the group 
that received feedback from AI did indeed experience improvements in 
their scores relative to those of the control group. AI feedback in lan
guage learning and legal writing contexts improved writing quality and 
reduced anxiety, outperforming traditional feedback methods [112,
114]. This suggests that whilst there is not yet sufficient information to 
develop a clear model for pattern of causal influence behind the rela
tionship, there is indeed a positive relationship that warrants further 
research controlling for variables. This is reflected in the recommen
dations offered below.

The findings suggest that LLM-based generative AI has the potential 
to significantly improve the quality of students’ written work. The 
quantitative analysis demonstrates that students who received AI- 
generated feedback performed better when revising their written 

papers as compared with the control group, scoring on average 3.113 
marks higher. Statistical tests confirm that these improvements were 
statistically significant and that there was a weak effect (r = 0.208) of 
receiving AI feedback on subsequent performance relative to the control 
group. Motivation and engagement also had strong positive correlations 
with score improvements, whilst the feedback group enjoyed a weak 
improvement in both measures as compared with the control group. 
Emotional positivity was found to be correlated with scores to a mod
erate degree but had weaker or insignificant relationships with feedback 
across other measures.

Students’ experiences with LLM-based AI feedback were mixed in 
terms of the emotional response, with interviews noting a mixed 
response whilst statistical analysis denied a significant link between 
feedback and emotional positivity. Interviews indicate that students 
have diverse emotional responses to AI feedback, with some finding it 
beneficial and others less so [110,115,116]. Relationships between 
feedback and motivation and engagement were statistically significant 
but weak in strength, though both motivation and engagement were 
strongly correlated with general revision performance across both 
groups. It is therefore possible that AI feedback functioned through 
increasing student motivation and encouraging engagement during the 
task, though it is unclear whether this finding is transferrable to 
real-world scenarios. Likewise, it is possible that other latent variables 
play a role in the noted improvements in scores following the inter
vention. Quantitative data analysis does not support a significant cor
relation between AI feedback and positive emotional responses, 
suggesting that while some students may feel positively, this is not a 
universal experience [117].

Conclusion

This study demonstrates that generative AI feedback can signifi
cantly enhance university students’ writing proficiency, as shown 
through improved essay revisions, increased engagement, and height
ened motivation during the revision process. The randomized controlled 
design provides strong evidence that AI-generated feedback can deliver 
individualized, timely, and actionable input to students, addressing 
some of the common challenges faced by educators, such as workload 
and inconsistency of feedback. Meanwhile, educators should help stu
dents critically assess AI tools by evaluating feedback quality, under
standing limitations, and balancing AI outputs with human judgment 
[118].

The findings have important implications for higher education, 
particularly in English-language learning contexts. First, the use of 
generative AI has the potential to scale personalized feedback in large 
classrooms, making it a valuable tool for educators seeking to balance 
quality and efficiency. Second, AI feedback can foster a more engaging 
learning environment by empowering students to take ownership of 
their revisions and improving their confidence in writing. These results 
suggest that integrating generative AI into language education can 
complement traditional teaching methods and enhance student out
comes. Integrating Generative AI into learning practices enhances the 
effectiveness of the learning process by enabling teachers to efficiently 
plan and implement activities aligned with relevant curricula and sup
ported by empirical evidence [119]. Indeed, teachers should take a 
leading role in designing the curriculum and instructional strategies for 
AI literacy, ensuring that the content and methods align with practical 
classroom needs and teaching realities [120].

However, the study is not without limitations. The research was 
conducted in a specific university context in Hong Kong, which may 
limit the generalizability of findings to other educational systems or 
cultural settings. Generative AI demonstrates its potential to effectively 
complement the sensitivity and contextual awareness of human writers 
[121–123]. The notion that AI should collaborate with human intellect 
to enhance, rather than replace, human capabilities—referred to as in
telligence augmentation [124,125]—has also been widely supported in 
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educational research on AI-based tools (e.g., [126–128]). Future 
research could explore the application of generative AI feedback across 
different disciplines, age groups, and cultural contexts to determine its 
broader applicability. Additionally, while this study focused on the 
impact of AI feedback on writing quality and engagement, further 
research could investigate its long-term effects on students’ learning and 
skill development.

In conclusion, this study highlights the transformative potential of 
generative AI in higher education. By leveraging its capacity for 
personalized and timely feedback, educators can improve the quality of 
student learning while managing workload effectively. Learners, lan
guage instructors, researchers, policymakers, and developers should 
work together to ensure the thoughtful and responsible integration of 
GenAI tools into language education settings [129]. It is therefore 
essential for teachers to integrate AI-related skills into their digital 
teaching competencies, such as understanding how intelligent tutoring 
systems function to effectively manage automated feedback, enhance 
learning, and develop suitable support plans for students [64]. As 
generative AI technologies continue to evolve, their integration into 
pedagogical practices offers a promising avenue for advancing educa
tional outcomes on a global scale.
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Appendices

▓

Appendix 1. Example of student essay, AI-generated feedback, and revised essay

Original Essay
Children in the 21st Century are using tablet computers and smart phones more than ever. A survey of 773 parents in Hong Kong now showed that 

children are 4 to 6 h every day on electronic devices. Some suggest that this bad for children for reasons such as damage to eyesight, impaired gross 
motor function, emotional and well-being, and problems with social development. There are now some that say that children should not be allowed to 
use devices at all under a certain age because of the risks of damage associated with using electronic devices at a young age.

One of the main reasons that this might be a good idea is because children’s brains are not formed by the age of 5. Young children’s brains are still 
growing and have not become mature enough to cope with long use of electronic devices. It is argued that children require social action to be develop 
fully and that using devices all day can cause less time for social action. What’s more, smartphones and computers can encourage the wrong type of 
social action, such as contacting adults on line or seeing adult content. How device use impacts children’s health and brains is not well understood 
scientifically and therefore it is risk to allow children to use so much.

However, there are other arguments to say that using electronic devices is good or okay. For instance, there is more and more work at school from 
the primary level. Students in the future will probably have to complete work on computers or tablets more than ever, meaning students that don’t use 
these will be left behind in adult world or work. More than ever, student social action takes place on line, meaning that students who don’t have 
phones might be left out socially, hurting their developing. So there are a number of reasons why young children might benefit from using electronic 
devices.

My opinion is that it is up to parents if young children use devices. Government should guide parents but not tell them how to parent in law. This is 
part of ensuring freedom in Hong Kong and the world over. Parents should be told about the risks and benefits to young children using phones and 
tablets through public awareness but should not be made illegal for them to allow their children to use it. This is a fair way of doing things as there is no 
clear evidence either way as to what young children using electronic devices does.

AI Feedback (ChatGPT 3.5)
This essay addresses an important contemporary issue and presents arguments both for and against the prohibition of young children using 

electronic devices. While there are some strong points made, improvements are needed in critical engagement, clarity of argument, academic style, 
and grammatical accuracy in order to raise the overall quality of the work.

1. Engage Critically with the Question
The essay touches on both sides of the debate but lacks depth in critical engagement. You briefly mention potential risks (damage to eyesight, social 
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development) and benefits (preparing children for future work, social inclusion), but these points are underdeveloped.
Suggestions for Improvement: 

• Expand on the evidence supporting your claims. For instance, you mention risks such as impaired motor function or social development but do not 
provide any specific studies or research to support these ideas. Look for scientific studies or expert opinions that discuss these risks in detail.

• Critically evaluate counterarguments rather than just stating them. For example, you could discuss whether preparing children for a digital future 
outweighs the health risks or explore if limited, supervised use might be a compromise.

• Provide more specific examples, especially for the opposing viewpoint. What kinds of positive educational outcomes might children experience by 
using tablets or smartphones?

2. Argue Convincingly Towards a Clear Thesis
Your thesis—expressing that parents should decide on the use of devices rather than the government—is introduced at the end but lacks a clear 

presence throughout the essay. Additionally, the essay feels somewhat unbalanced, with the pros and cons not clearly tied to your overall argument.
Suggestions for Improvement: 

• Clarify your thesis in the introduction so that readers know from the outset what your position is.
• Strengthen the coherence of your argument by making sure each paragraph relates to your thesis. For example, the second paragraph could more 

clearly connect the risks of device use to why you believe the decision should be left to parents.
• Transition between arguments and counterarguments more fluidly. Currently, the sections feel somewhat disconnected, and the essay would 

benefit from smoother progression.

3. Employ Academic Vocabulary and Formal English
The essay employs some basic academic vocabulary but could benefit from a more formal tone and a wider range of advanced language. Informal 

phrases like "what’s more" and "okay" are more suited to conversational English than academic writing.
Suggestions for Improvement: 

• Replace informal phrases with more formal equivalents. For example, instead of "what’s more," use "additionally" or "furthermore."
• Use more sophisticated academic language to express complex ideas. For instance, "it is argued" is a good start, but phrases like "it has been 

suggested by research" or "empirical studies indicate" would strengthen your academic tone.
• Avoid using contractions like "don’t" and "it’s" in formal writing. Replace them with "do not" and "it is."

4. Ensure Accurate Spelling and Grammatical Coherence
There are several grammatical issues in the essay, particularly with sentence structure and word choice. Errors such as "are 4 to 6 h every day on 

electronic devices" and "social action to be develop fully" detract from the clarity and flow of your ideas.
Suggestions for Improvement: 

• Pay attention to subject-verb agreement and verb forms. For instance, "are 4 to 6 h" should be "spend 4 to 6 h."
• Review your use of articles (e.g., "a risk to allow children to use so much" could be "it is risky to allow children to use them so often").
• Proofread for spelling errors and awkward phrasing. For example, "emotion and well-being" should be "emotional well-being," and "students that 

don’t use these will be left behind in adult world or work" could be rephrased as "students who do not use these devices may struggle in the adult 
world or workforce."

General Guidance 

• Research and Evidence: Incorporate more references to existing studies or expert opinions. This will support your claims and improve the 
persuasiveness of your argument.

• Structure: Organize your essay more clearly by using topic sentences at the start of each paragraph to signal the argument. Make sure every 
paragraph ties back to your main thesis.

• Language and Style: Aim to elevate your use of academic vocabulary and avoid informal expressions to maintain a professional tone throughout.

Conclusion
By expanding your arguments, improving grammatical accuracy, and adopting a more academic tone, you can significantly improve the quality of 

your essay. Clear evidence, stronger engagement with the question, and consistent focus on your thesis will help to create a more convincing and 
coherent response.

Revised Essay
Children in the 21st Century are using tablet computers and smart phones more than ever. A survey of 773 parents in Hong Kong now showed that 

children spend 4 to 6 h every day on electronic devices [130]. It has been discussed in the academic discourse that this detrimental for children for 
reasons such as damage to eyesight, gross motor function, emotional well-being, and social development. There are now some experts that say that 
children should not be allowed to use devices at all under a certain age because of the risks of damage associated with using electronic devices at a 
young age. This essay argues that because of the conflicting evidence on the effects of device use in young children, government should guide parents 
but not ban use of electronic devices by children under 5.

One of the main reasons that banning devices might be a good idea is because empirical studies indicate children’s brains are not formed by the age 
of 5. Young children’s brains are still growing and have not become mature enough to cope with long use of electronic devices. Furthermore, it is 
argued that children require social interaction to develop fully and that using devices all day can cause less time for social interaction. Studies show 
that children rely on play to develop emotionally and that it is good for their well-being also (Ng, 2023). Additionally, smartphones and computers can 
encourage the wrong type of social interaction, such as contacting adults online or seeing adult content. There may be physical problems as well, such 
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as affecting eyesight and gross motor function. For example, studies show that during Covid eyesight among young children worsened in Hong Kong. 
However, there are experts that disagree with these claims and argue that the evidence for long term effects are not established (NCT).

There are other arguments to say that using electronic devices is acceptable or even good for children. For instance, there is more and more work at 
school from the primary level that is on devices. Students in the future will probably have to complete work on computers or tablets more than ever, 
meaning students that do not use these devices may struggle in the adult world or workforce. More than ever, student social interaction takes place on 
line, meaning that students who do not have phones might be left out socially, hurting their development. So there are a number of reasons why young 
children might benefit from using electronic devices. These reasons need to be critically evaluated so better arrive at a compromise for device use.

Children must be prepared for a digital future as that becomes reality. However, there are also reasons why this is not the most important concern. 
If children’s emotional well-being, social development and physical health is risked, then this digital education can wait until they are more 
developed. However, the disagreed evidence above indicates that there is not a clear effect on children by early device use. Making this illegal could 
make parents criminals for letting their children use their phone or watch television on a device. This damages freedom for all and means that 
government might go too far beyond what evidence suggests is necessary.

In conclusion, government should guide parents but not tell them how to parent in law. Parents should be told about the risks and benefits to young 
children using phones and tablets through public awareness but it should not be made illegal for them to allow their children to use it. This is a fair way 
of doing things as there is no clear evidence either way as to what young children using electronic devices will do to them.

Appendix 2. Marking rubric supplied to teachers for marking written task

Fail (<40 %) Limited but 
pass (40–49 %)

Satisfactory 
(50–59 %)

Comprehensive 
(60–69 %)

Excellent in 
most respects 
(70–79 %)

Outstanding in most 
respects (80–89 %)

Exceptional in 
most/ every 
respect (90 
%+)

0 10 20 32 35 38 42 45 48 52 55 58 62 65 68 72 75 78 84 92 100

Language Use 
and 
Mechanics 
50 marks

Demonstrates an ineffectual grasp 
of basic grammar, to the detriment 
of reader comprehension. Range 
of vocabulary is limited and 
inappropriate for context. Shows 
limited capacity to construct 
simple sentences. Spelling and 
punctuation errors may inhibit 
comprehension.

Demonstrates 
some grasp of 
English 
grammar, 
though errors 
may impact 
understanding 
in places. 
Range of 
vocabulary is 
basic and may 
in places not be 
appropriate for 
the given 
context. Shows 
capacity to 
construct 
correct simple 
sentences. 
Spelling and 
punctuation 
errors may in 
places distract 
the reader.

Demonstrates 
understanding 
of basic 
grammatical 
structures with 
errors not 
impacting 
understanding. 
Shows an 
adequate range 
of vocabulary 
appropriate for 
the given 
context. Can 
use clear, 
simple 
sentences with 
evidence of 
more complex 
structures. 
Spelling and 
punctuation 
errors should 
not distract the 
reader.

Demonstrates a 
basic grasp of 
grammatical 
structures with 
few errors. 
Employs a good 
range of 
vocabulary 
appropriate to 
the context. 
Capacity to 
construct more 
complex 
sentences is 
evident. 
Spelling and 
punctuation 
errors are few 
and do not 
distract the 
reader.

Demonstrates a 
strong grasp of 
grammatical 
structures with 
only very 
infrequent 
errors. Employs 
a wide range 
vocabulary 
suited to the 
context. 
Demonstrates a 
capacity to 
construct more 
complex 
sentences. 
Spelling and 
punctuation are 
generally 
accurate and 
does not inhibit 
comprehension 
nor distract the 
reader.

Demonstrates a very 
strong grasp of 
grammatical structures 
with no errors. Employs 
a comprehensive 
vocabulary well suited 
to the context. Employs 
complex sentences to 
effect. Spelling and 
punctuation are 
accurate throughout.

Demonstrates 
an expert grasp 
of grammatical 
structures 
without error. 
Employs an 
extensive range 
of vocabulary 
that is tailored 
to the context. 
Employs 
complex 
sentences to 
effect 
throughout. 
Spelling and 
punctuation are 
exemplary.

Organisation 
and 
Structure 
30 marks

Structure is unclear or not present. 
Paragraphing is not used or is 
highly erratic. Arguments have 
little flow or cohesion. 
Introduction or conclusion are 
missing.

Structure is 
apparent 
though may be 
erratic or 
unusual. 
Paragraphing is 
present but 
may be 
ineffectual. 
Arguments 
have some flow 
or cohesion to 
them, though 
frequently 
digress. Some 
attempt at 
introducing 
ideas at the 
outset or 
summarising 
arguments in 
conclusion.

Evidence of 
structure and 
paragraphing, 
though 
ineffectual in 
places. 
Arguments 
have some 
logical flow and 
cohesion to 
them, though 
may at times 
digress. 
Evidence of 
introducing 
ideas at outset 
and 
summarising 
arguments in 
conclusion.

Has clear 
structure 
though may not 
be ideally 
arranged. 
Paragraphing is 
present and 
broadly 
consistent 
throughout. 
Arguments have 
a logical flow to 
them and form 
part of a 
cohesive piece. 
A clear 
introduction 
and conclusion 
are present.

Structure is 
both present 
and rational, 
though could be 
improved upon. 
Paragraphing is 
used 
consistently to 
correspond to 
essay topics. 
Arguments 
have a logic 
flow to them 
and form part of 
a cohesive 
thesis. Includes 
a 
comprehensive 
introduction 
and conclusion.

Uses a clear, logical 
structure that sections 
the content 
appropriately. 
Paragraphing is 
consistent, readable, 
and corresponds to 
essay topics. There is a 
logical flow to 
argumentation 
throughout, 
contributing towards a 
cohesive thesis. 
Includes a 
comprehensive 
introduction and 
conclusion.

Is structured 
according to 
the conventions 
of academic 
work in 
domain. 
Paragraphs 
correspond to a 
clear topic, are 
consistently 
structured, and 
contribute to 
the readability 
of the work. 
Arguments are 
arranged to 
maximal effect, 
contributing 
convincingly to 
the thesis. 
Introduction 
and conclusion 
are wholly 
comprehensive.

(continued on next page)
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(continued )

Fail (<40 %) Limited but 
pass (40–49 %) 

Satisfactory 
(50–59 %) 

Comprehensive 
(60–69 %) 

Excellent in 
most respects 
(70–79 %) 

Outstanding in most 
respects (80–89 %) 

Exceptional in 
most/ every 
respect (90 
%+)

0 10 20 32 35 38 42 45 48 52 55 58 62 65 68 72 75 78 84 92 100

Content and 
Ideas 
20 marks

Essay is unfocused or 
demonstrates severe 
misunderstanding of topic or 
tendency towards tangentiality. 
Includes no examples or examples 
included lack any remote 
relevance. Ideas are unclear, 
nonsensical, derivative, or entirely 
unconvincing.

Some focus on 
essay prompt, 
but in places 
misapprehends 
or diverges 
from the topic. 
Includes at 
least one 
example to 
support ideas 
though may 
have limited 
relevance. 
Ideas and 
arguments at 
times lack 
clarity, appear 
to be 
derivative, or 
are not wholly 
convincing.

Some focus on 
essay prompt, 
but may not 
explore the 
topic in depth 
or includes 
tangential 
points. Includes 
some examples 
to evidence 
points or 
develop ideas, 
though may 
have limited 
applicability. 
Ideas and 
arguments are 
typically clear 
and somewhat 
convincing.

Focused on 
essay prompt 
with some 
depth in 
discussion and 
few tangential 
points. Includes 
examples to 
develop ideas 
that are broadly 
relevant. Ideas 
and arguments 
are clear, 
somewhat 
convincing, and 
some evidence 
of original 
thinking.

Focused on 
essay prompt 
with in-depth 
discussion and 
no tangential 
discussion. 
Includes 
examples to 
develop ideas 
that are 
relevant. Ideas 
and arguments 
are clear 
throughout, are 
broadly 
convincing, and 
suggest some 
originality of 
thought.

Focused on essay 
prompt with no 
tangential components 
and demonstrating a 
very thorough 
understanding of the 
topic. Includes 
examples to develop 
ideas that are relevant 
and convincing. Ideas 
and arguments are clear 
throughout, 
convincingly made, and 
demonstrate originality 
of thought.

Focused on 
essay prompt, 
demonstrating 
an 
accomplished 
understanding 
of the topic, 
and containing 
in-depth 
analysis and 
discussion. 
Includes 
examples to 
develop ideas 
that are 
relevant, novel, 
and highly 
convincing. 
Ideas and 
arguments are 
always clear, 
wholly 
convincing, 
and suggest 
significant 
originality of 
thought.

Appendix 3. Post-experiment questionnaire delivered to participants

Post-Experimental Questionnaire
Thank you for participating in this research. Please take the time to answer a few questions about your experience. Your responses will help the 

researchers better understand how students engage with revising their work.
Below is a series of statements about your experience and attitudes towards the revision undertaken and we ask that you indicate the extent to 

which you agree or disagree with each statement. Please rate each statement on a scale from 1 to 10 (where 1 is strongly disagree and 10 is strongly 
agree) by circling the appropriate number corresponding with your outlook.

Your responses will be anonymised prior to analysis and will be used solely for the purposes of statistical research, so please answer as honestly as 
possible.

1. I felt positive about the process of making revisions to my work.
1 2 3 4 5 6 7 8 9 10
2. I was motivated to complete revisions on my work.
1 2 3 4 5 6 7 8 9 10
3. I found the process of completing revisions to be satisfying.
1 2 3 4 5 6 7 8 9 10
4. The process of revising my work was engaging.
1 2 3 4 5 6 7 8 9 10
5. I felt confident in my ability to make revisions that would improve my work.
1 2 3 4 5 6 7 8 9 10
6. I found it easy to concentrate when revising my work.
1 2 3 4 5 6 7 8 9 10
7. I knew which areas of my work would benefit from revision.
1 2 3 4 5 6 7 8 9 10
8. I felt that the time put into revising my work was worthwhile.
1 2 3 4 5 6 7 8 9 10
9. The feedback I received helped me feel more motivated to revise my work.
1 2 3 4 5 6 7 8 9 10
10. I enjoyed the process of revising my work.
1 2 3 4 5 6 7 8 9 10

Appendix 4. Post-experiment interviewed protocol

Thank you for taking the time with me today.
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We’re here because you’d indicated previously that you’d be willing to participate in an interview about the writing task we carried out earlier. 
You of course have the right to withdraw from this study at any time, including after this interview has been carried out. I just wanted to check if you’re 
still happy to proceed? [Proceed if affirmative]

I’m going to ask you some questions about the task, your experience of it, and some questions more generally about technology and its use in 
education. There are no right or wrong answers, so please be as honest as possible. We’ve set aside up to an hour for this interview and there are only 
eight questions, so please take your time and be detailed in your responses. If I need to know a bit more about something, I’ll let you know. 

1. What were your initial thoughts when you received the AI feedback on your essay?
2. How did the feedback influence your motivation to revise your essay?
3. In what ways did using the feedback affect your engagement with the task?
4. How did you find the AI feedback affected the revisions you made to your work?
5. Can you describe your emotional responses when receiving and applying the feedback?
6. How does the experience of receiving AI feedback compare to the feedback you’ve received from teachers?
7. How satisfied were you with the process of receiving AI feedback on your work?
8. Do you see yourself using AI tools like ChatGPT to help revise your work in future?

That’s all the questions I have for today. Is there anything else you’d like to add that we perhaps didn’t cover here?
That’s great. Thank you for your time here today. If you’ve any further questions about the study, your role in it, or if you’d like to withdraw your 

data, please don’t hesitate to contact me through the email provided.
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