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ABSTRACT
Background: The characteristics, application, and effectiveness of chatbots in improving the mental health of young people 
have yet to be confirmed through systematic review and meta-analysis.
Aim: This systematic review aims to evaluate the effectiveness of chatbot-delivered interventions for improving mental health 
among young people, identify factors influencing effectiveness, and examine feasibility and acceptability.
Methods: To identify eligible interventional studies, we systematically searched 11 databases and search engines covering a 
publication period of January 2014 to September 2024. Meta-analyses and subgroup analyses were performed on randomized 
controlled trials to investigate the effectiveness of chatbot-delivered interventions and potential influencing factors. Narrative 
syntheses were conducted to summarize the feasibility and acceptability of these interventions in all the included studies.
Results: We identified 29 eligible interventional studies, 13 of which were randomized controlled trials. The meta-analysis indi-
cated that chatbot-delivered interventions significantly reduced distress (Hedge's g = −0.28, 95% CI [−0.46, −0.10]), but did not 
have a significant effect on psychological well-being (Hedge's g = 0.13, 95% CI [−0.16, 0.41]). The observed treatment effects were 
influenced by factors including sample type, delivery platform, interaction mode, and response generation approach. Overall, 
this review demonstrates that chatbot-delivered interventions were feasible and acceptable.
Linking Evidence to Action: This review demonstrated that chatbot-delivered interventions had positive effects on psycho-
logical distress among young people. Chatbot-delivered interventions have the potential to supplement existing mental health 
services provided by multidisciplinary healthcare professionals. Future recommendations include using instant messenger plat-
forms for delivery, enhancing chatbots with multiple communication methods to improve interaction quality, and refining lan-
guage processing, accuracy, privacy, and security measures.

1   |   Introduction

In 2024, the global population of young people aged 10–24 years 
(i.e., adolescents and young adults) was approximately 1.95 
billion, accounting for 24% of the total population (United 

Nations Population Fund  2024). Recent trends indicate an in-
creasing prevalence of mental health problems, such as symp-
toms of depression and anxiety, among this age group (Lipson 
et  al.  2019; Li, Bressington, et  al. 2021). Moreover, 62.5% 
of mental disorders emerge during this period, resulting in 
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lifelong effects on individuals' well-being and social func-
tioning (Solmi et  al.  2022). Despite the critical importance of 
intervention and preventive measures, a significant propor-
tion of young people in need do not receive adequate mental 
health services (Islam et  al.  2022; Yan, et  al. 2023). The most 
prominent barriers to accessing these services are attributed 
to the scarcity of mental health resources and the pervasive 
stigma surrounding psychological issues (Aguirre Velasco  
et al. 2020).

As an innovative subset of digital technology, chatbots have 
been applied to mental health interventions (Abd-Alrazaq 
et  al.  2019). Chatbots are autonomous systems that simulate 
and process conversations across various modalities, includ-
ing written, spoken, and visual languages, enabling synchro-
nous interactions between humans and digital devices (McTear 
et  al.  2016). Chatbots, being conducted on platforms indepen-
dent of time and place, offer enhanced accessibility compared 
to traditional face-to-face treatments (Lim et  al.  2022). By 
providing users with anonymity, chatbots effectively address 
concerns related to discussing sensitive topics and combat 
the stigma associated with seeking help (Li, Lee, et  al. 2024). 
The evolution of chatbots for mental health issues has transi-
tioned from rule-based bots with predefined interactions to 
artificial intelligence (AI) chatbots that employ algorithms or 
neural networks to process natural language (Abd-Alrazaq  
et al. 2019).

The rapid development of chatbot technology presents sig-
nificant potential in supporting the mental health of young 
people, which is further reinforced by the increasing demand 
for digital tools in this context (Pretorius and Coyle  2021). 
Chatbots have demonstrated diverse applications in the field 
of youth mental health, including screening, preventive psy-
choeducation, and therapy (Balan et  al.  2024). Furthermore, 
there is a growing body of evidence supporting the posi-
tive effects of chatbot-delivered interventions on the mental 
health of young people (Li, Chung, et  al. 2024; Vertsberger  
et al. 2022).

Several systematic reviews have synthesized evidence on the 
effectiveness of chatbots in promoting mental health. However, 
these studies have primarily focused on the adult or general 
population (Abd-Alrazaq et al. 2020; He et al. 2023; Li, Zhang, 
et  al.  2023; Lim et  al.  2022), with limited attention given to 
young people. Nevertheless, considering the unique social, ac-
ademic, and career challenges faced by young people, their dis-
tinct needs and preferences for chatbot features and patterns 
of usage may differ from those of other age groups (Brandtzæg 
et  al.  2021). Furthermore, their higher proficiency and accep-
tance of digital technology may contribute to a broader de-
mand for chatbots (van Doorn et al. 2021). Given the increasing 
prevalence of mental health issues among young people, it is 
crucial to explore the characteristics and effectiveness of chat-
bots tailored specifically to this population. Indeed, a scop-
ing review has provided an overview of the characteristics 
and application of chatbots in improving the mental health of 
the young population (Balan et  al.  2024), the conclusion re-
garding their effectiveness has yet to be confirmed due to the 
absence of rigorous quality assessment and meta-analysis  
of outcomes.

1.1   |   Aims

To address these knowledge gaps, this systematic review aims to 
(1) evaluate the effectiveness of chatbot-delivered interventions 
on mental health (including psychological distress and well-
being) in young people and explore factors that may influence 
the magnitude of these treatment effects and (2) summarize the 
feasibility and acceptability of such interventions.

2   |   Methods

This review was reported in accordance with the Preferred 
Reporting Items for Systematic Review and Meta-Analyses 
(PRISMA) statement (Page et al. 2021). The protocol was regis-
tered with PROSPERO (CRD42024529404).

2.1   |   Eligibility Criteria

The eligibility criteria were developed based on the PICOS 
framework:

1.	 Population: The target population comprised young people 
aged between 10 and 24 years as end users (United Nations 
Department of Economic and Social Affairs 2016). Studies 
with a broader age range were considered eligible if either 
the mean age or over 50% of the participants fell within the 
predefined age range.

2.	 Intervention: Studies incorporating autonomous chatbots 
involving synchronous two-way interactions with users 
were included. Additionally, chatbots that are part of vir-
tual reality and robots were also considered.

3.	 Control: Chatbot-delivered interventions were compared 
to control groups receiving various types of comparisons, 
ranging from active (e.g., psychoeducation) to inactive 
(e.g., usual care, waitlist control), or those without a direct 
control (e.g., uncontrolled pre-post evaluation).

4.	 Outcome: Any outcomes related to psychological distress 
or well-being were considered, including anxiety, depres-
sion, stress, mood, self-esteem, well-being, and coping, as 
defined by the Cochrane Consumers and Communication 
Group (Consumers and Communication Group  2012). 
Included studies were required to measure these outcomes 
using validated questionnaires or objective assessments 
(e.g., cortisol measurement).

5.	 Design: Any interventional study design was considered el-
igible for inclusion.

6.	 Publication type and language: The review included peer-
reviewed articles, dissertations, conference proceedings, 
and reports published in English and Chinese. Exclusion 
criteria included reviews, conference abstracts, proposals, 
editorials, and letters.

2.2   |   Search Strategy

A comprehensive search was conducted covering the publica-
tion period from January 2014 to September 2024. This 10-year 
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timeframe was selected based on the recognition that the rise 
of chatbot technology may be traced back to 2014 (Grudin 
and Jacques 2019), and most of the relevant research has been 
carried out during this period (Balan et  al.  2024; Li, Zhang, 
et  al.  2023). Nine bibliographic databases were searched: 
Embase, PubMed, Scopus, The Cochrane Library, PsycINFO, 
IEEE Xplore, ACM Digital Library, China National Knowledge 
Infrastructure, and Wanfang Data. In addition, gray literature 
and relevant records were further explored using “Bielefeld 
Academic search engine” and “Google Scholar.” Due to the 
substantial number of studies retrieved by Google Scholar, the 
screening was limited to the first 100 hits ranked by relevance 
to the search topic. The search terms were constructed using 
keywords related to the chatbot, the target population, and the 
desired outcomes (refer to Table S1 for a complete sample of the 
search strategy). Furthermore, the reference lists of included 
publications were manually checked to identify any additional 
relevant articles.

2.3   |   Study Selection

After removing duplicate records, the study selection process 
involved two steps. Initially, two reviewers (Authors 1 and 3) 
independently screened the titles and abstracts based on the pre-
determined eligibility criteria. Subsequently, the full texts of the 
studies meeting the criteria from the first step were assessed by 
the same reviewers. Any discrepancies were resolved through 
discussion or consultation with a third reviewer (Author 2). 
Inter-rater reliability was evaluated using Cohen's κ, resulting in 
values of 0.88 and 0.90 for the first and second steps, respectively, 
indicating an excellent level of agreement (McHugh 2012).

2.4   |   Data Extraction

A comprehensive data extraction form were developed and 
underwent pilot testing on a randomly selected subset of five 
full-text studies. The extracted information encompassed the 
following aspects: (1) general study information (author, pub-
lication year, country, setting, publication type, methodology, 
and study design); (2) participant characteristics (sample type, 
sample size, age, and gender); (3) chatbot-delivered interven-
tion details (interventional aspects: purpose, theory basis, use 
of co-design, deployment, and duration; technical aspects (plat-
form, response generation, interaction mode, embodiment, and 
safety measures); (4) controls; (5) mental health outcomes and 
measurement tools; and (6) summary of results (main findings, 
feasibility, and acceptability for each study). Table S2 provides 
the detailed definitions for each item. Data extraction was per-
formed by two independent reviewers Authors 1 and 3), and any 
discrepancies were resolved through discussion with a third re-
viewer (Author 2).

2.5   |   Quality Appraisal and Certainty of Evidence

The risk of bias in randomized controlled trials (RCTs) was 
assessed using the revised Cochrane risk-of-bias tool (Sterne 
et  al.  2019). Two reviewers (authors 1 and 5) independently 
evaluated bias across five domains: randomization, deviations 

from intended interventions, missing outcome data, measure-
ment of the outcome, and selective reporting. Each domain 
was assessed based on specific questions (Yes/Probably yes/
No/Probably no/No information), and an overall risk of bias 
level (“High”/“Low”/“Some concerns”) was classified to each 
outcome. Considering the difficulty of blinding participants in 
chatbot-delivered interventions, a “high” risk of bias was as-
signed in the measurement of the outcome domain when a clear 
difference existed between the intervention and comparison 
groups (i.e., usual care and waitlist control). The risk of bias 
was rated as “some concerns” when participants received alter-
native treatments (i.e., psychoeducation). Regarding the quasi-
experimental studies, the risk of bias was evaluated using the 
Mixed Methods Appraisal Tool (MMAT) (Hong et al. 2018). Five 
criteria were assessed to determine bias: representativeness of 
the sample, appropriateness of measurements, completeness of 
outcome data, treatment of confounding factors, and whether 
the intervention operated as intended. Each criterion was rated 
as “Yes,” “No,” or “Can't tell” to assess the level of bias.

The quality of the meta-analysis results was appraised using the 
Grading of Recommendation, Assessment, Development, and 
Evaluation guideline (Guyatt et al. 2011). Two independent re-
viewers (authors 1 and 5) assessed the level of certainty by con-
sidering five domains: risk of bias, indirectness, inconsistency, 
imprecision, and publication bias. Subsequently, the evidence 
was categorized into four levels: “high”, “moderate”, “low”, and 
“very low”, based on the assessments conducted.

2.6   |   Data Synthesis

The meta-analyses of RCTs were performed using the metafor 
package in R software (version 4.3.2). Hedges' g, which rep-
resents the standard mean differences, along with their cor-
responding 95% confidence intervals (CI), were computed for 
each study. The effect sizes were categorized as small (g = 0.2), 
medium (g = 0.5), or large (g = 0.8) (Hedges and Olkin 2014). A 
random-effects model was employed for all analyses to account 
for variations across studies. The determination of Hedges' g uti-
lized post-intervention data (mean, sample size, and standard 
deviation). In cases where studies had multiple groups, relevant 
intervention or control groups were merged to establish a single 
pairwise comparison (Higgins et  al.  2023). Missing data were 
obtained by contacting corresponding authors, while studies 
lacking essential data (mean, sample size, standard deviation) 
were excluded from the meta-analysis.

Given that all the included RCTs provided data on measures of 
psychological distress (i.e., depression, anxiety, stress, and neg-
ative affect) (Sartore et al. 2021) and/or psychological well-being 
(i.e., well-being, positive affect, coping self-efficacy, and mental 
health self-efficacy) (Li, Zhang, et  al.  2023), we conducted two 
distinct meta-analyses to calculate the pooled effect sizes for 
these two overarching mental health outcomes. However, since 
most included studies contributed multiple effect sizes when 
evaluating these two categories, combining these correlated ef-
fect sizes could lead to an overestimated overall effect (Van den 
Noortgate et al. 2015). To account for multiple effect sizes within 
individual trials and optimize statistical power, we utilized two 
three-level random-effects meta-analytical models that handle 
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dependencies between effect sizes from the same study (Assink 
and Wibbelink  2016). Heterogeneity was assessed using I2 and 
Cochrane's Q statistics, with I2 values categorized as “might not 
be important” (0%–40%), “moderate” (30%–60%), “substantial” 
(50%–90%), or “considerable” (75%–100%) heterogeneity (Deeks 
et  al.  2023). The assessment of publication bias was conducted 
using Egger's regression test. Sensitivity analyses were conducted 
using the leave-one-out method to assess the impact of excluding 
individual trials and identify potential sources of heterogeneity. 
The meta-analysis included four major subgroup analyses to ex-
plore variations in efficacy among sample type (clinical/subclinical 
vs. nonclinical), platform (instant messenger vs. mobile applica-
tion vs. web-based), interaction mode (text-based vs. multimodal), 
and response generation (rule-based vs. AI-based). Only outcome 
data from RCTs were retrieved for meta-analysis. Narrative syn-
theses were performed on all included studies to summarize the 
feasibility and acceptability of chatbot-delivered interventions.

3   |   Results

3.1   |   Study Selection

A total of 4031 records were obtained from 11 databases and 
search engines (n = 4011 records) and reference lists (n = 20). 
After removing duplicate records (n = 1415) and screening titles 
and abstracts (n = 2469), 147 relevant articles were selected for 
full-text screening. Ultimately, 29 interventional studies met the 
eligibility criteria for inclusion in this review. Among them, 16 
studies were not RCTs, and 2 studies did not provide sufficient 
outcome data, resulting in 11 studies being included in the meta-
analysis. Figure 1 presents the PRISMA flow chart illustrating 
the search and selection process.

3.2   |   Study Characteristics

3.2.1   |   General Study Information

As shown in Table  1, the methodological approach most fre-
quently employed was mixed methods (n = 20). 55.2% of the 
studies (n = 16) adopted a quasi-experimental design, while the 
remaining studies were RCTs (n = 13). Most studies (n = 21) were 
published as peer-reviewed journal articles. The studies encom-
passed three distinct income groups, with high-income coun-
tries (Hamadeh et  al.  2023) accounting for 62.1% of the total 
studies (n = 18). Specifically, the research was conducted across 
12 countries, with the United States (n = 9), China (n = 5), and 
New Zealand (n = 3) being the most frequently represented loca-
tions (Table S3). Interventions were primarily conducted in edu-
cational settings (n = 19), followed by community settings (n = 7) 
and hospitals (n = 3). Only one study was reported in Chinese 
(Liu 2022), and the remaining studies were reported in English.

3.2.2   |   Characteristics of Participants, Controls, 
and Outcomes

The age range of participants in the included studies varied 
from 8 to 33 years, with male participants making up an aver-
age of 38.3%. Twenty studies recruited nonclinical populations, 
five studies enrolled participants with psychological symp-
toms, and the remaining four studies focused on young peo-
ple diagnosed with physical or mental disorders. In 15 studies, 
chatbot-delivered interventions were compared with a control 
condition. The studies encompassed a wide range of mental 
health outcomes, with the severity of depression (n = 14) and 
anxiety (n = 14) most commonly assessed. A summary of study 

FIGURE 1    |    PRISMA flow diagram of study selection.
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characteristics can be found in Table 1, with detailed informa-
tion available in Table S3.

3.2.3   |   Characteristics of Interventions

The characteristics of chatbots have been summarized in Table 2 
(further details in Table S4). As for the interventional features, the 
predominant use of chatbots in the included studies (n = 28) was 
for the delivery of psychotherapy and/or education. Additionally, 
chatbots were utilized for specific purposes, such as counsel-
ing (Bray et al. 2020; Trappey et al. 2022) and self-management 
(Peuters et al. 2024). Among the 26 studies that incorporated the-
oretical frameworks, an integrative approach (n = 12) and cogni-
tive behavioral therapy (n = 7) were the most frequently utilized 
therapeutic approaches (Table S4). Eleven studies explicitly men-
tioned employing a co-design approach, involving end users in 
the development of chatbot-delivered interventions. In terms of 
implementation, most of the studies (n = 25) deployed chatbots 
as independent, standalone systems, while the remaining four 
studies integrated chatbots as components within mental health 
applications or digital platforms. The duration of the studies var-
ied significantly, ranging from a single session lasting 15 min to 
interventions spanning over 4 months.

In terms of the technical features, chatbots are primarily 
implemented through instant messengers (n = 14) and mo-
bile applications (n = 10), followed by web-based platforms 
(n = 2), robots (n = 2), and virtual reality (n = 1). In most stud-
ies (n = 20), AI-based chatbots were utilized to comprehend 
user responses and generate corresponding replies. In con-
trast, other studies employed rule-based approaches, where 
responses were determined by predefined rules or decision 
trees. Interactions between users and chatbots encompassed 
various modalities, including only written language via text 
(n = 21), only spoken language via voice (n = 1), a combina-
tion of written and spoken languages (n = 4), a combination 
of spoken and visual languages (n = 3), and one study did not 
specify the modality. In eight studies, chatbots were equipped 
with embodiments (e.g., robot, virtual human, and avatar). 
Despite the rising importance of addressing safety issues con-
cerning chatbots in mental health, only 14 studies integrated 
safeguarding measures, encompassing emergency assistance 
(n = 12), crisis identification (n = 6), and professional accom-
paniment (n = 2).

3.3   |   Risk of Bias of Included Studies and Quality 
of Evidence of Meta-Analysis Results

The risk of bias within the RCTs focusing on psychological 
distress and well-being outcomes produced similar findings 

TABLE 1    |    Summary of characteristics of included studies (N = 29).

Characteristics
No. of 

studies (%)

Methodology

Mixed methods 20 (69.0)

Quantitative 9 (31.0)

Study design

Quasi-experimental 16 (55.2)

Randomized controlled trial 13 (44.8)

Type of publication

Journal article 21 (72.4)

Conference proceeding 7 (24.1)

Thesis 1 (3.5)

Income group

High 18 (62.1)

Upper-middle 8 (27.6)

Lower-middle 3 (10.3)

Setting

Educational 19 (65.5)

Community 7 (24.1)

Hospital 3 (10.4)

Sample size

< 100 18 (62.1)

100–200 6 (20.7)

> 200 5 (17.2)

Gender (male%, reported in 26 studies) 38.3

Sample type

Nonclinical 20 (69.0)

Subclinical 5 (17.2)

Clinical 4 (13.8)

Control

Psychoeducation 8 (27.6)

Therapist-delivered control 1 (3.5)

Usual care 3 (10.3)

Waitlist control 3 (10.3)

No control group 14 (48.3)

Measured outcomes (five most reported indicators)

Severity of depression 14 (48.3)

Severity of anxiety 14 (48.3)

Positive and negative affect 8 (17.2)

(Continues)

Characteristics
No. of 

studies (%)

Stress 8 (17.2)

Psychological well-being 5 (17.2)

TABLE 1    |    (Continued)
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(Figures  S1 and S2). Notably, the most significant source of 
bias stemmed from outcome measurements, specifically 
the reliance on self-reported instruments without assessor-
blinding. Regarding the selection of reported results, 21 
outcomes across six studies raised “some concerns” due to 
insufficient information regarding prespecified plans and 
protocols. Additionally, 12 included outcomes in five stud-
ies exhibited biased aspects in deviations from the intended 
intervention, including inadequate analyses and procedural 
deviations. The domain of missing outcome data indicated a 
certain level of bias in nine outcomes, influenced by high at-
trition rates and inadequate bias correction methods. Apart 
from four outcomes in two studies that showed “some con-
cerns” in the randomization process, the remaining outcomes 
were deemed “low” risk. Table  S5 summarizes the quality 
appraisal of the included quasi-experimental studies against 
MMAT criteria. Two studies fulfilled all the criteria set (5/5), 
while five, four, and five studies achieved four, three, and two, 
respectively.

The certainty of evidence regarding psychological distress was 
assessed as “moderate” due to significant heterogeneity among 
the included outcomes. For psychological well-being, the evi-
dence was downgraded by two levels to “low” because of the 
presence of bias and inconsistency (Table S6).

3.4   |   Effectiveness of Chatbot-Delivered 
Interventions

The meta-analysis consisted of 11 studies, excluding two 
RCTs due to insufficient data reported (Fulmer et  al.  2018; 
Romanovskyi et al. 2021). In the case of three-arm trials, multi-
ple groups were combined to make a single pairwise comparison 
(He et al. 2022; Karhiy et al. 2023).

In the meta-analysis, 11 trials assessed psychological distress 
outcomes (Figure  2), while seven trials evaluated psycholog-
ical well-being (Figure  3). The Egger's regression test results 
indicated no statistically significant publication bias (Table S7). 
When comparing chatbot-delivered interventions to various 
control conditions, participants who engaged with chatbots ex-
perienced a statistically significant reduction in psychological 
distress, with an effect size of g = −0.28 (95% CI [−0.46, −0.10]). 
The robustness of this result was confirmed through “leave-one-
out” sensitivity analyses, which yielded estimated effect sizes 
ranging from −0.23 to −0.31 (Table S8). Although participants 
engaging with chatbots demonstrated positive changes in psy-
chological well-being, these benefits were not statistically sig-
nificant (g = 0.13, 95% CI [−0.16, 0.41]). The sensitivity analyses 
further supported the robustness of these findings (Table S8).

Both psychological distress (I2 = 63.94%, p < 0.01) and psy-
chological well-being (I2 = 66.90%, p < 0.01) syntheses exhib-
ited substantial heterogeneity. Predefined subgroup analyses 
were conducted to investigate variations in heterogeneity and 
efficacy. Regarding psychological distress, a statistically sig-
nificant reduction was observed in the clinical/subclinical 
population (g = −0.34, 95% CI [−0.57, −0.10], n = 5), while 
the effect was not significant in the nonclinical population 
(g = −0.19, 95% CI [−0.48, 0.10], n = 6). Platform subgroup 

TABLE 2    |    Summary of interventional and technical characteristics 
of chatbots (N = 29).

Characteristics No. of studies (%)

Chatbot purposea

Therapy and/or education 28 (96.6)

Counseling 2 (6.9)

Self-management 1 (3.4)

Theory basis

Yes 26 (89.7)

Not reported 3 (10.3)

Use of co-design

Yes 11 (37.9)

No/Not reported 18 (62.1)

Deployment

Stand alone 25 (86.2)

Component 4 (13.8)

Duration (weeks)

< 1 4 (13.8)

2–4 20 (69.0)

> 4 5 (17.2)

Platform

Instant messenger 14 (48.3)

Mobile application 10 (34.5)

Web-based 2 (6.9)

Robot 2 (6.9)

Virtual reality 1 (3.4)

Response generationb

AI-based 20 (69.0)

Rule-based 10 (34.5)

Interaction modeb

Written only 21 (72.4)

Spoken only 1 (3.4)

Written and spoken 4 (13.8)

Spoken and visual 3 (10.3)

Not reported 1 (3.4)

Embodimentb

Yes 8 (27.6)

No 22 (78.6)

Safety measures

Yes 14 (48.3)

No 15 (51.7)
aThe total number exceeds 29 because most chatbots served more than one 
purpose.
bThe total number exceeds 29 because one study (Karhiy et al. 2023) used two 
types of chatbots.
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analysis revealed that chatbots delivered via instant messen-
ger (g = −0.29, 95% CI [−0.50, −0.08], n = 7) were beneficial 
in improving psychological distress. Furthermore, chatbots 
employing multimodal interaction mode (g = −0.39, 95% CI 
[−0.67, −0.11], n = 4) demonstrated a more pronounced ame-
liorative impact on psychological distress compared to text-
based chatbots (g = −0.19, 95% CI [−0.41, 0.02], n = 8), while 
AI-based chatbots (g = −0.36, 95% CI [−0.58, −0.14], n = 8) 
exhibited a stronger effect compared to rule-based chatbots 
(g = −0.09, 95% CI [−0.39, 0.20], n = 4). In terms of psycho-
logical well-being, it was shown that only rule-based chatbots 
had a statistically significant impact on enhancing well-being 
(g = 0.29, 95% CI [0.01, 0.57], n = 3). The results of subgroup 
analyses are presented in Tables S9 and S10.

3.5   |   Narrative Synthesis of Feasibility 
and Acceptability

The recruitment rate reported in the studies ranged from 24% 
to 100% (Median = 46.9%; n = 18), while the attrition rate var-
ied from 0% to 89.7% (Median = 23.4%; n = 28). Out of the 29 
studies, 19 provided detailed measures regarding engagement, 
including metrics such as the frequency and duration of chat-
bot usage (n = 13) and the interactions/conversations (n = 9). 
The acceptability of chatbot-delivered interventions was 

examined in 25 studies, employing various measurement tools 
such as scales (e.g., System Usability Scale), questionnaires 
(e.g., single-item Likert questionnaire), and interviews (e.g., 
focus group interviews). Despite variations in the selection of 
measures and reporting of quantitative outcomes, participants 
consistently expressed positive satisfaction and acceptance to-
wards the chatbot-delivered interventions. Nineteen studies 
gathered qualitative feedback from end users regarding their 
interactions with chatbots. Participants reported positive as-
pects such as empathic and interactive communication, acces-
sibility, practicality, non-judgment, personalization, alliance 
relationship, educational content, and pleasant chatbot de-
sign. However, some studies also identified challenges, includ-
ing input misunderstanding, lack of targeted output content, 
technical issues, unnatural and impersonal interactions, and 
repetitiveness (details regarding feasibility and acceptability 
are presented in Table S11).

4   |   Discussion

This is the first systematic review and meta-analysis that ex-
amines the effectiveness of chatbot-delivered interventions for 
mental health in young people. While the review covered a 
10-year timeframe, most of the included studies (79.3%) were 
published between 2021 and 2024, indicating a recent surge 

FIGURE 2    |    Effects of chatbot-delivered interventions on psychological distress. *Negative effect sizes indicate a more favorable outcome for the 
intervention group.

FIGURE 3    |    Effects of chatbot-delivered interventions on psychological well-being. *Positive effect sizes indicate a more favorable outcome for 
the intervention group.
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in research development within this field. Despite being a rel-
atively new development, most studies (69.0%) employed mixed 
methods designs to comprehensively evaluate the effectiveness 
and acceptability of chatbot-delivered interventions.

4.1   |   Effectiveness on Mental Health Outcomes 
and Key Influencing Characteristics

Our meta-analysis revealed a small-to-moderate effect of chatbot-
delivered interventions in reducing psychological distress 
among young people (g = −0.46 to −0.10), echoing a previous 
meta-analysis conducted in the adult population (g = 0.24–0.47) 
(He et al. 2023). Notably, this effect size was lower than another 
review that reported in a subgroup focusing on adolescents and 
young adults (g = 0.64) (Li, Zhang, et al. 2023). This difference 
may be attributed to variations in population and intervention 
criteria, as Li, Zhang, et  al.  (2023) defined young people as 
13–40 years old and focused solely on the effectiveness of AI-
based chatbots.

However, this review did not find statistically signifi-
cant improvements in psychological well-being outcomes, 
which aligns with another study (Li, Zhang, et  al.  2023). 
One possible reason could be the smaller number of studies 
evaluating well-being (n = 7) compared to those assessing 
psychological distress (n = 11), leading to reduced statisti-
cal power. Furthermore, most interventions included in the 
well-being analyses were based on therapies aimed at symp-
tom reduction (e.g., CBT) and lacked integration of positive 
psychology elements. According to the dual-continua model 
of mental health, well-being and distress are not the extreme 
ends of the same spectrum, indicating that interventions ef-
fectively alleviating distress may not necessarily enhance 
well-being (Iasiello and van Agteren 2020). Hence, to gain a 
comprehensive understanding of the effectiveness of chatbot-
delivered interventions in mental health, future research 
could consider incorporating positive psychology techniques 
into interventions and simultaneously assessing their impact 
on psychological well-being.

Chatbot-delivered interventions were more effective in reduc-
ing psychological distress in clinical and subclinical popula-
tions (g = −0.34, p < 0.01) compared to nonclinical populations 
(p > 0.05). This supports prior research indicating that mental 
health interventions targeting young people with subclinical 
symptoms and higher-risk conditions yield better outcomes 
(Werner-Seidler et al. 2017). Moreover, interventions delivered 
through instant messenger platforms, such as Facebook and 
WeChat, yielded a greater effect in reducing psychological dis-
tress (g = −0.29, p < 0.01). Leveraging these readily accessible 
platforms can remove entry barriers and improve the availabil-
ity of mental health support (Naslund et  al.  2020), potentially 
leading to higher adherence and better outcomes.

Our subgroup analyses indicated that interacting with chatbots 
employing multiple modalities had greater effects (g = −0.39, 
p < 0.01) on reducing psychological distress than those using 
written language alone (p > 0.05). This can be attributed to 
the combination of various modes (e.g., speech, text, facial 

expressions, or gestures), which may enhance interaction quality 
and user engagement (Provoost et al. 2017). The subgroup analy-
ses yielded contradictory results for the response generation ap-
proach. AI-based chatbots significantly reduced psychological 
distress (g = −0.36, p < 0.01), whereas rule-based chatbots had a 
better effect on enhancing well-being (g = 0.29, p < 0.05). While 
AI-based chatbots excel in autonomous learning and handling 
complex conversations, providing personalized and human-like 
interactions, they also entail risks including misunderstandings, 
technical glitches, and privacy concerns (Li, Liang, et al. 2023). 
To create a more comprehensive and effective mental health 
support system, integrating the strengths of AI-based chatbots 
and rule-based chatbots appears promising.

While chatbots have made advancements in generating re-
sponses, the integration of embodiment has been limited, with 
only a quarter of reviewed chatbots incorporating this feature. 
Evidence suggests that human-like conversational behav-
iors in embodied chatbots foster rapport with users (Loveys 
et al. 2020), which is reinforced by one included comparative 
study demonstrating higher user engagement and satisfaction 
in embodied chatbots (Karhiy et al. 2023). However, excessive 
pursuit of human-like interactions can yield negative out-
comes based on the uncanny valley theory (Rapp et al. 2021). 
Consequently, future research should strive for a balanced 
level of anthropomorphism. Moreover, the fully automated 
nature of chatbots in mental health care may raise safety 
concerns, such as limited capacity to monitor and address 
negative emotional reactions during interventions (Viduani 
et al. 2023). Considering that only half of the included stud-
ies have implemented safeguarding measures, future chatbots 
should prioritize the integration of robust safety protocols to 
ensure the well-being of users.

4.2   |   Feasibility and Acceptability

In contrast to the attrition rate of 36% in technology-delivered 
interventions for children and adolescents with depression 
and anxiety (Grist et al. 2019), most reviewed studies (n = 18) 
reported attrition rates below 30%, suggesting the general 
feasibility of chatbot-delivered interventions in youth men-
tal health. However, several of the included studies showed 
high attrition rates and early discontinuation, which could 
be attributed to the fully remote and self-help nature of the 
interventions (Matheson et al. 2023; Vertsberger et al. 2022). 
Integrating human support elements alongside chatbot virtual 
assistance may improve young people's adherence (Struthers 
et  al.  2015). However, only three included studies explicitly 
mentioned integrating human assistance into the chatbot and 
showed lower attrition rates (Bray et al. 2020; Nicol et al. 2022; 
Russell et al. 2021). Therefore, further investigation is needed 
to explore the effects of integrating human support and de-
termine the types and levels of support that can yield optimal 
results. Additionally, the included studies generally reported 
positive acceptability but also highlighted challenges that 
could reduce adherence and engagement. To enhance inter-
action fluency and quality, techniques such as deep learning 
algorithms can be used (Casheekar et al. 2024). Furthermore, 
involving end users and relevant stakeholders through a 
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co-design approach from the early development stages can 
enhance chatbots' ability to meet youth-specific needs, result-
ing in increased engagement and satisfaction (Gemert-Pijnen 
et al. 2018; Lu, et al. 2025).

4.3   |   Limitations

In light of the emerging nature of research in this field, we con-
ducted a comprehensive search, including gray literature, to 
mitigate publication bias and enhance the comprehensiveness 
of the evidence. However, there are several limitations to this 
review. First, most studies were conducted in nonclinical pop-
ulations within educational settings and developed countries, 
potentially limiting the generalizability of the findings. Second, 
caution is warranted when interpreting the meta-analysis find-
ings due to the risk of bias and heterogeneity (e.g., differences 
in participants' characteristics and control groups) among the 
included studies. Third, the limited number of studies prevented 
us from examining the long-term effects of chatbot-delivered in-
terventions and identifying other potential factors for successful 
outcomes (e.g., the presence of embodiment and human sup-
port). Lastly, this review only included publications in English 
and Chinese, potentially overlooking studies published in other 
languages.

4.4   |   Implications to Research and Practice

To further improve accessibility and convenience, future 
chatbot-delivered interventions could explore delivering in-
terventions through instant messenger platforms. With ad-
vancements in technology, equipping multiple modalities of 
communication is expected to improve the quality of interac-
tions with chatbots. Alongside improving language process-
ing capabilities and accuracy, future chatbots must prioritize 
privacy enhancements and strengthen security measures. 
Involving end users and stakeholders, such as therapists and 
nurses, early in the development process ensures that the final 
product is customized to meet the needs of young people and 
effectively complements existing mental health services. This 
co-design approach can inform decisions such as the degree of 
anthropomorphism of the chatbot and the inclusion of human 
support in the intervention.

This review revealed a lack of studies conducted in low-income 
countries, highlighting the need to implement chatbot-delivered 
interventions in these mental health resource-limited regions. 
Additionally, future research should prioritize clinical and sub-
clinical populations, considering their heightened mental health 
needs Bressington, (Li, Chan, et al. 2024; Li, Li, et al. 2024) as 
most interventions analyzed in this review focused on young 
people in nonclinical settings. Longer-term follow-up is needed 
to confirm the lasting effectiveness of chatbot-delivered inter-
ventions. Future trials should rigorously assess the impact of 
interventions on psychological well-being outcomes, consider-
ing the current scarcity of studies and the low certainty of exist-
ing evidence. To enhance the methodological quality of future 
research in this field, it is recommended to use active controls, 
pre-register research proposals, account for missing data, and 
conduct intention-to-treat analyses.

4.5   |   Linking Evidence to Action

•	 Chatbot-delivered interventions show great potential for 
supporting the mental health of young people, complement-
ing existing mental health services provided by multidisci-
plinary healthcare professionals.

•	 Instant messenger platforms are recommended for carrying 
out chatbot-delivered interventions.

•	 Multiple modalities of communication can be adopted to 
improve the interaction quality with chatbots.

•	 Alongside improving language processing capabilities and 
accuracy, future chatbots must prioritize privacy enhance-
ments and strengthen security measures.

•	 Future research should emphasize the impact of chatbot-
delivered interventions in low-income countries and among 
young people with physical or psychological symptoms, 
with extended follow-up periods.

5   |   Conclusions

In conclusion, chatbot-delivered interventions for young peo-
ple's mental health have shown rapid growth, with diverse in-
terventional and technical features. Preliminary evidence from 
RCTs supports their effectiveness in reducing psychological 
distress and identifies influential factors. While feasibility and 
acceptability have been demonstrated, there is still room for im-
provement in engagement, safety, and interaction quality. Our 
review highlights the potential of chatbot-delivered interven-
tions as an easily accessible and effective solution to support the 
mental health of young people and complement existing mental 
health services. Given the heterogeneity and risk of bias of the 
included studies, the current evidence could be strengthened 
with more well-designed trials that examine the effectiveness 
and mechanism of action of chatbot-delivered interventions for 
young people.
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