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Abstract—Reconfigurable intelligent surface (RIS) has recently
emerged as a promising solution to significantly enhance the
security of wireless communication systems. By combining the
advantages of the conventional fully-active and fully-passive RISs,
a novel hybrid active-passive RIS has been anticipated to achieve
the excellent communication performance at a low cost. In this
paper, we aim to maximize the secrecy rate in a hybrid active-
passive RIS assisted multi-input single-output multi-antenna Eve
(MISOME) system, where both fixed and dynamic hybrid RIS
architectures are considered. To tackle this intractable problem,
we jointly optimize the transmit covariance matrix at the base
station (BS), the reflection matrices of active and passive sub-
RISs, as well as the element allocation matrix for the dynamic
hybrid RIS. Specifically, we firstly explore the rank-1 structure
of the optimal BS transmit covariance matrix. Then, for the fixed
hybrid RIS, we develop an efficient two-loop successive convex ap-
proximation (SCA) based iterative algorithm, where the optimal
semi-closed-form solution to each subproblem can be obtained.
For the dynamic RIS, this proposed algorithm is still applicable
by relaxing the binary active/passive elements allocation variables
into exponent-based continuous ones. Simulation results validate
the superior secrecy performance of the proposed designs over
the existing fully-active and fully-passive RIS designs. Moreover,
it is demonstrated that the dynamic hybrid RIS is able to strike
a good balance between the passive beamforming gain and the
power amplification gain to adapt to the varying propagation
environment.

Index Terms—Fixed and dynamic hybrid active-passive RISs,
secrecy rate, MISOME system, two-loop SCA based iterative
algorithm, power amplification gain.

I. INTRODUCTION

Driven by the rapidly growing demands for high-speed data
transmission and low-latency communication, security is of
paramount importance in the next-generation wireless commu-
nication systems [1], [2]. However, due to the broadcast nature
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of wireless propagation channels, the transmitted confidential
signals are susceptible to the information leakage [3]. In recent
years, physical layer security (PLS) has become a promising
candidate to enable secure communications, which originates
from Shannon’s information theory. By exploiting the inherent
properties of wireless channels, various PLS techniques have
been proposed to reduce the information leakage, and thus
enhance system secrecy rate. There have been two widely
adopted PLS techniques in current systems, i.e., the so-called
artificial noise (AN) and cooperative beamforming, which are
respectively applied to disrupt eavesdroppers and strengthen
the signal reception at the legitimate user, thereby both enhanc-
ing the system security [4], [5]. Nevertheless, the former tech-
nique generally requires additional power allocation between
the transmit signal and AN at the transmitter. Moreover, the
implementation of cooperative beamforming relies on the col-
laboration among multiple nodes, which inevitably increases
burden to the system deployment [6]. Thus, a cost-effective
and energy-efficient approach to enhance system security is in
urgent need.

Reconfigurable intelligent surface (RIS), which is known
as a cost-effective technique, has emerged as a promising
solution to conquer these dilemmas. The signals reflected by
the RIS can be either combined with the signals from the
direct path constructively at the legitimate user to increase
the received signal power or combined destructively at the
Eve to suppress the information leakage, thus enhancing the
secrecy rate. Different from the traditional relay equipped
with energy-intensive radio frequency (RF) chains, RIS is
in essence a metamaterial-based planar array consisting of
abundant low-cost tunable elements and is able to adjust the
phases and amplitudes of the incident signals via a smart
controller, thereby reshaping the electromagnetic propagation
environment [7]. More importantly, the deployment of RIS
is able to provide additional optimization degrees of freedom
(DoFs) for improving system performance. Inspired by these
remarkable advantages of RIS, there have been a steady
stream of works focusing on RIS assisted secure sensing and
communications. For example, the authors of [8] leveraged
RIS to prevent passive sensing by malicious devices. The
authors of [9] further developed a RIS aided electromagnetic
stealth system to evade radar sensing.

From the perspective of secure communications, the inte-
gration of RIS and PLS techniques has attracted a widespread
research attention. It is worth noting that most existing works
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Fig. 1. Two types of hybrid active-passive RIS architectures.

focused on fully-passive RIS assisted communication sys-
tems, such as multi-input single-output single-antenna Eve
(MISOSE) [10], [11], multi-input single-output multi-antenna
Eve (MISOME) [12] and multi-input multiple-output multi-
antenna Eve (MIMOME) systems [13]. Although the fully-
passive RIS has a low-cost advantage, it usually suffers
from severe multiplicative path loss when not deployed in
close proximity to the transmitter/receiver, resulting in non-
negligible performance degradation. To address this challenge,
extensive research works are further extended to the fully-
active RIS assisted communication systems [14]. Compared
with the fully-passive RIS, the fully-active RIS additionally
integrates a low-power reflection-type amplifier into each
reflecting element, which can amplify the incident signals and
effectively combat the multiplicative path loss [15]. In [16],
the authors investigated the secrecy rate maximization (SRM)
problem by jointly optimizing the transmit beamforming ma-
trix at the base station (BS), along with phase shifts and
amplitudes of RIS elements in the fully-active RIS assisted
secure system. However, the hardware overheads and power
consumption of the fully-active RIS is much higher than those
of the fully-passive RIS. Therefore, the fully-active and fully-
passive RISs have complementary advantages in terms of
performance improvement and energy consumption [17]. By
combining their advantages, a hybrid active-passive RIS has
been proposed, whose architecture is shown in Fig. 1(a). The
hybrid RIS leverages its active and passive elements to achieve
both amplification and reflection capabilities. As compared
to the traditional relay technique, the hybrid RIS eliminates
the need for costly and energy-intensive RF chains, reduces
the signal processing complexity and also mitigates severe
self-interference. Therefore, the hybrid RIS is anticipated to
strike a good balance between system performance and energy
consumption.

Recently, the hybrid active-passive RIS has become a re-
search hotspot and been integrated into many scenarios, such
as the multi-input multi-output (MIMO) system [18], the
integrated sensing and communication (ISAC) system [19],
and the Terahertz (THz) communication system [20]. How-
ever, all the aforementioned works aimed at the fixed hybrid
RIS, ie., the numbers and positions of active and passive
elements are fixed. Obviously, the fixed hybrid RIS has limited
flexibility in optimizing the reflection matrix, and potentially
leads to performance degradation. Therefore, a dynamic hybrid
active-passive RIS has been proposed. As shown in Fig. 1(b),
each element of the dynamic hybrid RIS can be switched
adaptively to active or passive mode according to the realistic
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(b) Dynamic hybrid active-passive RIS

propagation environments. Compared with the fixed hybrid
RIS in Fig. 1(a), this dynamic architecture provides more
spatial DoFs to enhance system performance by allowing
the dynamic allocation between active and passive elements,
which means that both the numbers and positions of active
and passive elements can be optimized. However, the dynamic
active/passive elements allocation is quite challenging to solve
due to its discrete and nonconvex nature [21]. Currently, most
existing works on the dynamic hybrid RIS devote efforts to
improving system spectral/energy efficiency. For example, the
authors of [22] and [23] respectively investigated the ergodic
capacity maximization and energy efficiency maximization
problems for the dynamic hybrid RIS assisted communication
systems, where the optimal numbers of active and passive
elements were studied. In contrast, the authors of [24] fo-
cused on determining the optimal positions of active/passive
elements given their corresponding numbers. To explore the
performance potential of the dynamic hybrid RIS, Xie et al.
jointly optimized the BS transmit beamforming vector, the
RIS reflection coefficients and the element allocation matrix
by utilizing the continuous relaxation and successive convex
approximation (SCA) methods [25].

To our best knowledge, there have been a few research
works that study the integration of hybrid RIS and PLS
techniques. Ma et al. employed the semidefinite relaxation
(SDR) and particle swarm optimization (PSO) algorithms to
tackle a SRM problem in the downlink MISOSE communi-
cation system in the presence of a malicious multi-antenna
jammer [26]. Similarly, the authors of [27] and [28] aimed at
improving the secrecy capacity by jointly optimizing the BS
transmit beamforming vector and the hybrid RIS reflection
matrix in MIMOME systems. Nevertheless, the works in [26]
and [27] did not explore the inherent structure of the cor-
responding optimization problem to reduce its computational
complexity, and [28] neglected the eavesdropping channel
from the BS to the Eve via the hybrid RIS. Moreover, all
proposed algorithms in [26], [27] and [28] aimed at the fixed
hybrid RIS, which cannot be directly extended to the dynamic
hybrid RIS case. Motivated by the above facts, in this paper,
we aim to investigate a hybrid active-passive RIS assisted
downlink secure MISOME system, where both fixed and
dynamic hybrid RIS architectures are considered. Specifically,
we jointly optimize the transmit covariance matrix at the BS,
the hybrid RIS reflection matrix and the element allocation
matrix for the dynamic hybrid RIS to maximize the secrecy
rate, subject to both the transmit power budget at the BS and
the amplification power budget at the hybrid RIS. The main



contributions of this work are summarized as follows.

« Firstly, in order to cope with the NP-hard SRM problems
for fixed and dynamic hybrid RIS empowered secure
communication systems, we validate the rank-1 property
of the optimal BS transmit covariance matrix, based on
which the original optimization problem can be equiv-
alently simplified as a tractable fractional programming
(FP) problem. Then, we propose a two-loop SCA-based
iterative algorithm to jointly optimize the BS transmit
beamforming vector , the reflection matrices of active and
passive sub-RISs, as well as the element allocation matrix
for the dynamic hybrid RIS.

o Secondly, for the fixed hybrid RIS, the optimal BS
transmit beamforming vector can be derived depending
on the tightness of the double power constraints at the
optimum. Furthermore, we jointly apply the Dinkelbach’s
method and the SCA technique to convert the nonconvex
FP problem into a tractable one, based on which the
optimal semi-closed-form solutions of reflection matrices
of active and passive sub-RISs are available through the
Lagrangian dual theory and the first-order Taylor’s series
approximation, respectively.

« Finally, in order to solve the mixed-integer programming
problem for the dynamic hybrid RIS, we firstly utilize
an exponent-based continuous relaxation method to relax
it into a continuous one, where the relaxation becomes
tighter with the increasing exponent. As such, the pro-
posed two-loop SCA-based iterative algorithm is still
applicable. Numerical results demonstrate the superior
secrecy performance of our proposed algorithms for both
fixed and dynamic hybrid RISs. Particularly, the dynamic
hybrid RIS is able to strike a flexible trade-off between
the beamforming gain and the power amplification gain
by adjusting the active/passive elements allocation.

Notations: Vectors and matrices are denoted by boldface
lowercase letters and boldface uppercase letters, respectively.
R, and Hf denote the sets containing all nonnegative real
numbers and all Hermitian positive semidefinite matrices of
size¢ N x N, respectively. CN1*N2 denotes the space of
N1 x Ny complex-valued matrices. CN'(0,I) denotes the dis-
tribution of circularly symmetric complex Gaussian (CSCG)
with zero mean and unit covariance matrix I. Tr(A), rank(A)
and det(A) denote the trace, rank and determinant of the
matrix A, respectively. Iy represents an identity matrix of
size N x N. The operator vecd (A) denotes stacking the
diagonal entries of A into a vector. diag(a) and diag(A)
represent two diagonal matrices with diagonal elements being
the elements of a and being those of A, respectively. [a],
denotes the n-th element of the vector a, while [Q],,,
denotes the (m,n)-th entry of the matrix 2. u(A, B) denotes
the normalized dominant eigenvector of the matrix pencil
(A, B). |a| denotes the amplitude vector and Za represents
the phase vector. (-)*, ()7 and (-) represent the conjugate,
transpose and conjugate transpose of a vector or a matrix,
respectively. ||al|2 denotes the 2-norm for the vector a and
||A|lr denotes the Frobenius norm of the matrix A. ® and ©®
denote the Kronecker and Hadamard product of two matrices,
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Fig. 2. A hybrid RIS assisted downlink secure communication system.

respectively. R(-) operates on a complex value and returns
its real part. The phrase “with respect to” is abbreviated as
“w.rt.”.

II. SYSTEM MODEL AND PROBLEM FORMULATION
A. System Model

As illustrated in Fig. 2, we consider a hybrid RIS-
empowered secure downlink communication system, where
the BS equipped with N; antennas sends confidential infor-
mation to a single-antenna legitimate user with the aid of a
hybrid RIS composed of M reflecting elements denoted by the
set M ={1,---, M}. Meanwhile, an Eve equipped with N,
antennas attempts to intercept the transmitted downlink signal
from the BS. The hybrid RIS is assumed to be composed
of M, active and M, passive elements, satisfying M =
Mg + M, and operate in a full-duplex mode. To be specific,
its involved active elements denoted by the set A C M are
able to simultaneously amplify and reflect the incident signals
through reflection amplifiers and phase shifters, and thus
suffer from non-negligible amplification noise. In contrast, its
involved passive elements implemented by PIN diodes without
RF components are usually free of thermal noise and intend
to tune the phase shifts of incident signals. We define the
reflection matrix of the hybrid RIS as a diagonal matrix, i.e.,
U = diag(yn, 2, -+ ,¥ar), wWhere 1, Vm € M denotes
the reflecting coefficient of the mth hybrid RIS element and
is modeled as

|

where a,, denotes the amplitude of the mth hybrid RIS
reflecting element if it is active, and 6, denotes the phase
shift of the mth hybrid RIS reflecting element no matter it is
active or passive. Inspired by (1), we consider decomposing ¥
into the following two separate diagonal matrices ¥, and ¥,
which represent the reflection matrices of the active sub-RIS
and the passive sub-RIS, respectively, i.e.,

ifmeA
otherwise

1
ame?’™,
1
e] rn7

; ey

T = diag(15) ¥ + (I — diag(15])) ¥, 2)

v, @,

where 1%} denotes an M -dimensional vector whose non-zero
elements are all one and their indexes are determined by the
set A. It follows from (2) that the hybrid RIS reduces to
the fully-passive (fully-active) RIS when A = 0 (4 = M).
Denote by Hggr € (C]V[XN”, th € C1*Ne (Hgg, € (CNSXNt),
and hff; € C*M (Hrp € CNe*M) the baseband equivalent
channels from the BS to the RIS, from the BS to the legitimate
user (Eve), and from the RIS to the legitimate user (Eve),



respectively, which are all assumed to be quasi-static flat-
fading and remain constant over the whole transmission block.
We also suppose that the global CSI of the whole system is
perfectly available at the BS for the sake of characterizing the
system performance limit [29].

Let x € CN¢*1 denote the transmitted signal vector at the
BS, and thus the transmit covariance matrix is defined as Q =
E[xxf] € CNt*Nt. Moreover, we consider a total transmit
power constraint at the BS, i.e., Tr(Q) < P, with P, being
the maximum transmit power budget. Then, the signal reflected
by the hybrid RIS can be expressed as

yris = YHgrx + ¥,n,, 3)

where n, ~ CN(0,021,) models both thermal noise and
self-interference induced by the amplification operation at M
potential active elements, with o2 denoting the average noise
power. Let us define the maximum amplification power at the
hybrid RIS as P,, and then we have

Tr(‘Ila(HBRQH]gIR + O'ZIIM)‘I’f) + Mg Py < Pra “4)

where P, is the DC power required to drive each active ele-
ment [30]. The signals reflected by the hybrid RIS more than
once are negligible due to the large path loss. Consequently,
the received signals at the legitimate user and the Eve are
respectively written as

Yu = (th + th\IIHBR)X + th‘IlanT + Ny,
Ve = (Hpg + HRe WHpR)x + Hrp¥,n, +n., (5)

where 1, ~ CN(0,02) and n, ~ CN(0,02Iy,) denote the
additive white Gaussian noise (AWGN) at the legitimate user
and the Eve, respectively. Based on (5), the secrecy rate of the
considered hybrid RIS empowered system is derived as [31]

RS(Q? ‘I’aa lI’p) = [Ru - Re}—i_v (6)

where [a]t = max{a,0}, and R, and R. are respectively

given as

R,=log, (1+ (hfjy+hiy®Hpr) Q(hpu+HERY "hry) K3 ),
R.=log,det (I, +(Hpr +Hre WHER)Q
x (Hpp+HreWHpr) "Ry ), )

where Kg, = Ufhf{U\Ila\IlaHhRU +02 and Ry, =
oZHgp P, ¥, "HY, 4+ ¢21y,. From an information theoret-
ical perspective, the legitimate user can obtain confidential
information from the BS at the rate of R (Q,¥,, ¥,),
whereas the Eve almost cannot retrieve any useful information
from its received signal.

B. Problem Formulation

In this paper, we aim to jointly optimize the BS transmit
covariance matrix Q, the active sub-RIS reflection matrix ¥,
and the passive sub-RIS reflection matrix ¥, at the hybrid RIS
to maximize the secrecy rate R,(Q, ¥,, ¥},) of the considered
system, which is mathematically formulated as

Qirgl’\%i‘PPRs(Q, v, ¥,) (8a)
st. Tr(Q) < P, (8b)

Tr (‘I’a(HBRQHngglju)‘I’f)+Ma Pdcgpr, (80)

[Pplmm| =1, Vm € M\ A, (8d)

where (8b) and (8c) respectively represent the transmit power
constraints at the BS and the hybrid RIS, and (8d) denotes
the unit-modulus constraints imposed on the passive sub-
RIS. Obviously, problem (8) is nonconvex and challenging
to solve due to the following reasons. Firstly, the optimization
variables Q, ¥, and ¥, are nonlinearly coupled in both the
objective function (8a) and the constraint (8c). Secondly, the
nonconvex unit-modulus constraint (8d) renders problem (8)
more complicated. In the following section, we firstly explore
the inherent characteristics of the optimal solutions with the
aid of an upper-bound approximation, based on which problem
(8) is greatly simplified and becomes much easier to handle.
Then, an efficient two-loop AO algorithm is proposed to obtain
a high-quality suboptimal solution to problem (8).

III. JOINT TRANSMIT BEAMFORMING AND FIXED HYBRID
RIS OPTIMIZATION

In this section, the SRM problem (8) can be equivalently
converted into a more tractable problem by exploring the
inherent characteristics of the optimal solutions. Then, we
develop an AO algorithm to jointly optimize the BS transmit
covariance matrix Q, the active sub-RIS reflection matrix ¥,
and the passive sub-RIS reflection matrix ¥, under the fixed
allocation between active and passive elements at the hybrid
RIS.

A. Equivalent Transformation

To tackle the nonconvex objective function of problem (8),
we firstly apply the determinant inequality det(I+ A) > 1+
Tr(A) for any A > 0, where the equality holds if and only
if rank(A) = 1, to provide an upper-bound approximation of
problem (8) as follows.

1+ Tr(QAg)

th’l%):"pp m s.t. (8b)N(8d), (9)

where Ay = Kg' (hgu +HiR ¥ hgy) (b, +hil, ¥ Hgg)
with rank(A\I,) = 1 and By = (HBE +
HrpWHpr)"Ry' (Hgg + HrgWHgr). Although the
approximated fractional problem (9) is still nonconvex on
{Q,¥,,¥,}, we readily find that problem (9) with any
given {¥,, ¥} is quasi-linear on Q, whose globally optimal
solution is usually available by using the general quasi-convex
optimization techniques such as the golden section search and
the bisection method [32], [33]. However, such methods are
usually very complex and cannot provide any useful insights
into the optimal solutions. In order to address these issues,
we further explore the inherent characteristics of the optimal
solution to problem (9).

Proposition 1. The optimal Q* to problem (9) satisfies
rank(Q*)=1, which implies that problem (9) is actually a tight
relaxation of the original SRM problem (8).

Proof. Please see Appendix A. O

According to Proposition 1, we can equivalently reexpress
the optimal rank-one transmit covariance matrix as Q = qq?,



where q denotes the transmit beamforming vector for guar-
anteeing rank(Q) = 1. Then, by substituting the rank-one
solution into the relaxed SRM problem (9), we can obtain
may LT 97 Avg
a¥.%, 1 +q"Bgq
st. (8d), q'q < Py, (10b)
Tr(W.(Heraq " Hig +0710) W )+M, Py < P,. (10c)

(10a)

Thus, we have equivalently simplified the original SRM
problem (8) into a constrained fractional quadratic problem
(CFQP). However, problem (10) is still nonconvex due to the
strongly coupled variables {q, ¥,, ¥} and the unit-modulus
constraint (8d). Hence, we develop an AO algorithm to find
a high-quality suboptimal solution to problem (10). Further-
more, by exploring the inherent characteristics of problem
(10), we have the following lemma.

Lemma 1. There is at least one power constraint (i.e., (10b)
or (10c)) being active at the optimum of problem (10).

Proof. Please see Appendix B. O

It is worth noting that Lemma 1 can be leveraged to further
simplify the optimization of q, as elaborated in the following
section.

B. Optimization of Transmit Beamforming Vector

With any given ¥, and ¥, the subproblem of optimizing
q is expressed as

max LT Awq
q 1+q9”"Bwq
It is well-known that problem (11) can be well addressed by
jointly leveraging Charnes-Cooper transformation and SDR
method. However, such methods are usually very complex and
cannot provide any useful insights. By recalling Lemma 1, at
least one power constraint is active at the optimum of problem
(11). Hence, we can gain more insights into the optimal
solution of q, depending on the tightness of the constraints
(10b) and (10c), which is detailed in the following proposition.

s.t. (10b), (10c). (11)

Proposition 2. The optimal q* to problem (11) can be
summarized as the following three cases: tight (10b) and loose
(10c), tight (10c) and loose (10b), as well as tight (10b) and
(10c). Specifically, considering only one tight constraint, the
optimal closed-form q* is obtained as

o[ VPu(IytPAg, In+PBy), tight (10b),loose (10c)
= VPu(Cy+P;Aw, Co+P,Bw),tight (10c),loose (10b)’
(12)

where C\p = HgR‘I’gI‘I/aHBR, Pq = PT — ManC —
olTe(®,97) and P, = P,/(u”(Cy + PjAw,Cy +
P,By)Cgu(Cy + P;Ayw,Cy + PqB\p)). Whereas for the
case of both tight constraints (10b) and (10c), the optimal q*
can be obtained by recalling Q = qq'? and then solving the
following semidefinite programming (SDP) problem [34].

max Tr(Q"(Iy, + P,Ay)) (13a)
Qo

s.t. Tr(QY(Iy, + PBg)) = 1, (13b)

T(Q" (P,.Cw — Ply,)) = 0. (13¢)

Piiq
Q) ¥
where vq is the normalized eigenvector associated with the
maximum eigenvalue \g of the matrix Q*.

Accordingly, the optimal q* is given by q* =

Proof. Please see Appendix C. O

It is worth noting that the optimal g* to problem (11) with
any fixed ¥,, ¥, has been summarized in Proposition 2.
Next, we turn our attention towards deriving the optimal active
sub-RIS reflection matrix ¥, and the optimal passive sub-RIS
reflection matrix ¥, to problem (10).

C. Optimization of Reflection Matrices of Active and Passive
Sub-RISs

In this subsection, we consider the optimization of ¥, and
W, with the obtained q. To be specific, the subproblem of
jointly optimizing ¥, and ¥, is expressed as

1+ Kg'le+hil; ¥Hprql|?

1+ (a+HrpPHgrq) Ry (a + Hrp ¥Hgrq)
s.t.  (8d), (10c), (14)

max
v,,¥,

where ¢ = thq and a = Hpgq. Inspired by the diagonal
structure of the reflection matrices W, and ¥,,, we introduce
two novel variables 1, = vecd(¥,) and ¢, = vecd(¥},) to
reformulate problem (14) as

1+ Kg'ler + ¢Hb)?

a 15a
boby 1+ (a+Gy) Ry (a+ Gy) (152)
st Yl Qprapa < P — M, Py, (15b)
|["/’p]’rn| =1, Ym=1,--- , My, (15¢)

where ¥ = 1, + 9, Qpr = diag(HegrQHR + 021y),
b = diag(q Hf; )hry and G = Hrrdiag(Hprq). Owing
to the nonconvex fractional objective function (15a) and the
unit-modulus constraint (15c¢), problem (15) is still nonconvex
and challenging to solve. To effectively tackle this problem,
we propose to jointly optimize p, and 1, by applying
the Dinkelbach’s method and the SCA technique, which is
elaborated in the following section.

D. Proposed Method to Solve Problem (15)

In order to obtain the optimal solutions to problem (15), we
firstly consider employing the Dinkelbach’s method to trans-
form its fractional objective function (15a) into the following
equivalent function in a parametric subtractive form.

F(y,%a,%p) =1+ Kg!|c* + ¢"b|?
—v(1+ (a+ Gy)"Rg! (a+ Gvp)), (16)

where ~ is the introduced auxiliary variable. It’s readily
inferred that the function (16) is still jointly nonconcave on 1,
and 1p,. Therefore, we consider applying the SCA technique
to find a locally tight lower bound of F'(ta,%p, ), as shown
at the bottom of the next page, where the superscript (fout)
denotes the index of the outer iterations and A\g denotes the
maximum eigenvalue of the matrix G¥ G. Other auxiliary
parameters are defined as

Arg = G — 0, *"Hgpdiag(m"*)), Qry = diag(hruhfy),



pgtout) _ 0_2(5\GIM _ GHG)¢[()tout) _

witen) = (4 gl (K $°“”>—1,

a
(tout

2%{w(tout)c*} ‘w(tout) ‘

—2H
o,°G"a,

(tout)

m(tout) — (U'r 2]:]\/[_1_0- (\I](fout))HHH HRE\I](fout))

x (B)) THER (a+Gapllo)).
The equality (a) in (17) holds due to the Woodbury
equality (A + UCV)™! = A~! — A-'U(C! +
VA-'U)"'VA-!,  while (b)) holds due to
Tr(XHYIX) > 2R{Tr((XCeu))H (Yt )=1X) 1 —
Tr((Y(tOUt))_IX(tout) (X(tom))H(Y(touc))—ly) [35].
Moreover, the inequality (c) holds based on the
first-order Taylor series expansion of the function
Pl (AaIn — GH G)apy, at the local point o)
Then, with any given 1, and v, we can readily observe
from (17c) that the optimal closed-form %, is given by

1/,; — i40rp
Substituting the optimal wg into (17¢) further yields
ﬁ(’)’ﬂ/ia&b;) = _w;{(’YUG_QAgEARE'i‘|w(t°“t)|2g$QRU):¢a
~2[GH, — [yp{tout) Ly (tout)
+22m6/\/1\,4ho€ [G ARE]m,:dJa [’Ypl —+w b]m‘
_270_2%{¢HAH a} +2w(tollt)%{¢fb}+c§tout)
13)- (20)

Thus, a tractable lower bound approximation of problem (15)
can be reexpressed as

max E(v,%a,y) st

(18)

gtout)_’YUQQGHAREQJ)B_;’_w(tout)b) (19)

(s o o)

(15b). (21)
It is obvious that problem (21) is still nonconvex due to the
strongly coupled variables v and 1,. As such, we develop an
efficient inner-loop AO algorithm to tackle problem (21).

1) Optimization of v: With any given 1), and the obtained
closed-form 1), the optimal auxiliary variable v can be
obtained according to the Dinkelbach’s update rule, which is
given by [36]

14+ (K\(If]:))_l C*+<1/J(tm))Hb2‘2

T+ (a+Gaptn) (RE™) " (a+Gaptn))

where the superscript (tiy
AO procedure.

;o (22

) denotes the iteration index of this

—0. A M, —o 2 (o)) (AglM—GHG)w(tO"“),

2) Optimization of 1p,: With the obtained vy, we optimize
1), in problem (21). To be specific, since the second term in
the right-hand side of (20) is convex, we consider taking the
first-order Taylor series expansion of it at the local point wg(f‘")
to obtain a concave lower bound of F'(1., ;) as

F(3pa,3i7) = =2 Batpa + 2R{pl1py™} + i), (230)
where the auxiliary parameters are defined as
B =0 2[GH Agg]m.th ) — [ypllent) 4+ w(tow)b),,,,
Ba:’7072AgEARE + |’LU(t°"t) 20'72.QRU,

(tin)
P, (tin) Z,yo. e —Jj<Py [GHARE]m,

7077 Allpatuleb,

meM\A
R s B LR A Bl e
meM\A
~290.2 3 R G A )} 4

meM\A

Following the lower-bound approximation in (23a), we fur-
ther stack the non-zero elements of 1, into a novel vector
1,/) € CMax1_ based on which the subproblem w.r.t. wa can
be ultimately recast as

min 7B, — 2R{PFpL™} (252)
wa

st. PHQprp, < P — M, Py, (25b)

where ]§a € CMaxMa (ﬁBR € CMaxMay contains M, rows
and M, columns of B, (f2gr), with their correspondmg
indexes determined by the set .A. The vector p(tm € CMaxl
consists of M, elements of pg ”’), whose indexes are also
from the set A. It can be readily inferred that problem (25)
is a standard quadratically constrained quadratic programming
(QCQP) problem, whose optimal solution can be derived in
closed form by leveraging the Lagrangian dual theory. Specif-
ically, by taking the first-order derivative of the Lagrangian
function of problem (25) to zero, we obtain

Yr = (Ba
where A\, > 0 is the dual variable associated with the con-
straint (25b), which can be determined by using the bisection
search method [37].

In a nutshell, we propose a two-loop SCA-based iterative
algorithm to solve the original problem (8). First of all, we

initially set the amplitudes of all elements {a,,|m € M}
to 1 and randomly generate their phases {0,,/m € M}

+ AaQsr) " PY™, (26)

F(y, %, 1) 2 70 (a+Gop) THRp W, (07 2Ty + 0 2O HE Hpp @,)

+1—7—v0.%(a+Gp)" (a+Gy)
(b)
> — 0. %|la + Gipp, + Arpall3 —

(tuut)

DoR(w (1p

—10. 2GH Apptpa + w'b)} — 10 % || Arptha + @ + 2R{w )y b} —
(t°“°)+v( g 1ot e |5) = F(y, 9, bp),

"W H L (a+Gy) + Kg'[c* + "b]?
(17a)

o) 224 Qrupa + 2R {w )9 b}~y do 2 [mle) |3~y (17b)

Iw(tout)

o2 Qrutpa
(17¢)




Algorithm 1: Proposed two-loop SCA-based iterative
algorithm for solving problem (9)

Input: Initial ¥ (9 index of outer iterations tout = 0,
index of inner iterations ¢;, = 0, maximum
iteration numbers 7y,, iy, convergence
threshold € = 10~4;

Output: The BS transmit covariance matrix Q, the
active sub-RIS reflection matrix ¥, and the
passive sub-RIS reflection matrix ¥;

1 repeat

2 tout = tout + 1;

3 Update q(*>»*) based on Proposition 2;

4 repeat

5 tin =tin +1;

6 Update ~(*») based on (22);

7 Update ¢§ ) hased on (26);

lgou l;un] 1% <:el§“"’ 1),
9 Update W) based on ¥, = dlag('z/)(t”‘ );

10 Update \Il(t"“t) based on (19) and

¥ ,=diag( (t"‘)),

1 until o = Tout OF ‘Ec(,fft“t) Eéuc’t“” 2 ‘<
12 Update Q = qq”f

8 until ¢, =T}, or

E tout — 1)

out

from the set [0,27). Then, in the inner-loop, we iteratively
update the introduced auxiliary variable « and the reflection
coefficients of the active sub-RIS ), with the given transmit
beamforming vector q and the derived optimal closed-form
reflection coefficients of the passive sub-RIS 1p,. In the
outer-loop, a high-quality suboptimal solution to problem (8)
can be obtained by alternately optimizing q and {¥,, ¥,}.
Ultimately, the optimal Q can be obtained based on Q = qq’”.
The proposed algorithm is summarized in Algorithm 1, where
E;, and E,, denote the objective values of problem (21) and
problem (10), respectively. The precision € is set as 1074, T}
and T7j,, denote the maximum numbers of iterations in the outer
and inner loops, respectively.

IV. JOINT TRANSMIT BEAMFORMING AND DYNAMIC
HYBRID RIS OPTIMIZATION

In this section, we mainly consider the dynamic hybrid RIS
architecture and redefine the hybrid RIS reflection matrix as
W, where the allocation of active/passive elements closely
related to the propagation environment is additionally regarded
as optimization variable. Specifically, we introduce an indica-
tor matrix to represent the dynamic allocation of active/passive

elements as

Al ={ ¢

where [A]; ; = 1 or 0 indicates that the ith RIS element is active
or passive. Then, by recalling (2), the reflection matrices of
the active and passive sub-RISs are respectively redefined as

ifi=jandiec A

otherwise ’ 27)

U =AU+ (I —A)T. (28)

Moreover, it follows from Proposition 1 that the optimal Q*
is also rank one, i.e., Q = qu . Motivated by the above facts,

the original SRM problem (10) for the dynamic hybrid RIS
can be formulated as

max g(qa \i’aa ‘ilp)
a, ., ¥, A

st (10b), Tr(®

(29a)

o(Hpraq"HEg + 071y ®L)
+ > [AlmmPac < Py, (295)

¥ p)mm| =1 = [Alpm, ¥V m €M, (29¢)

[Almm =1{0,1}, V. m e M. (29d)

where K\I} = 2hH \Il \Il hry + a' and R\i/a =

o?Hgp VP, VIR + o2 IN and
g(Qa ‘I’aa ‘I’p)
1+ K3 hffq + hil, $Hprgl?
© 1+(Hppq+Hrp$Hppa) "Ry (Hppq+ Hip $Hppa)
(30)

In order to obtain a high-quality solution to the nonconvex
mixed-integer fractional optimization problem (29), we firstly
introduce a diagonal and positive semi-definite matrix V €
Hf to represent the amplification power of all M potential
active elements. Furthermore, by recalling the element alloca-
tion matrix A, we have

H‘i’a]m,M|2 =

Then, we additionally define Kv = o2hf;Vhgry + 02 and
combine it with (31) to convert problem (29) into

[Alr,m Vinm, Ym. (31)

max  §(q, ¥, P, V,A) (32a)
0, 9.9,V
st.  (10b),(29b) ~ (29d),
@ almml® < [Almm[Vlmm, ¥ me M, (32b)
where
g(qa ‘ilzw ‘ilp7 V)
1+ Ky' [hffyq+hf, P Hprql*
+(Hpeq+Hrp¥HpRQ) HRE,i(HBEQ+ HrpWHprq)
(33)

It is worth noting that the equivalence between problem (32)
and problem (29) is established in the following lemma.

Lemma 2. Problem (32) is equivalent to problem (29). That

is to say, they can achieve the same optimal solution.

Proof. Please see Appendix D. O
Unfortunately, problem (32) is still a mixed-integer op-

timization problem. In the following section, we intend to

develop an exponent-based continuous relaxation method to

efficiently solve problem (32).

A. A Tractable Continuous Relaxation of Problem (32)
In this subsection, we firstly relax the binary variables

into bounded continuous variables to make the mixed-integer

optimization problem (32) more tractable, i.e.,
0 < [Arel]m,m < 1a Vome M. (34)

Moreover, by referring to [38], we also consider imposing
an exponent X on [Ayelm,m, VYm for the sake of a tighter



continuous relaxation. Therefore, problem (32) can be relaxed
into

1A 9(q, ¥, ¥,,V) (35a)
\I, pyAxel
s.t. (10b), (29b), (29¢), (34),

H\de]’m m|2 [Arel]:cmm[ ]m,’mv Vme M.

(35b)

Intuitively, the exponent x in problem (35) serves as a penalty
parameter, which penalizes the values of [Ayel]pm,V m €
M, thereby encouraging them towards binary solutions despite
their continuous nature. Furthermore, according to [38], the
optimal objective value of problem (35) becomes closer to that
of the original mixed-integer problem (29) with the increasing
X, thus leading to a tighter relaxation. In fact, problem (35) is
still nonconvex due to the strongly coupled variables and the
nonconvex constraints (29¢) and (35b). To tackle it effectively,
the proposed efficient two-loop SCA-based iterative algorithm
is also applicable, as elaborated in the following.

B. Proposed Method to Solve Problem (35)

In this subsection, the two-loop SCA-based iterative algo-
rithm is also applied to solve problem (35). Specifically, we
firstly optimize the transmit beamforming vector q with any
given {\Ila, p» V, Arer }, which can be directly obtained from
Proposition 2. Subsequently, with the obtained q, we focus
on optimizing {¥,, ¥,,V,A,q} for the dynamic hybrid
RIS. Similar to Section III-C, we introduce two auxiliary

vectors ¥, = vecd(¥,) and ¥, = vecd(¥;), based on
which the subproblem of optimizing {¥,, ¥,, V, A} can
be simplified as
1 K 1 Hb 2
+ |c* +1/; | (36a)

Butby VoA L+ (a+Gy)HRG! (a + G)

s.t. (34),
P prtpa + Y [AvetlmmPac < Pr, (36b)
l[Yplm| =1 = [Avellmm, ¥ m € M, (36¢)
[Walm|? < [Avells i [V]mm, ¥ m e M,
(36d)
where ¥ = 1, + ’l,[_Jp. It can be readily inferred that the

fractional objective function (36a) and the constraints (36c),
(36d) in problem (36) are all nonconvex. Similar to solving
problem (15), we also consider applying the Dinkelbach’s
method to rewrite the fractional objective function into the
following parametric subtractive form.

F (3,05, V) = 1+ Ky'|c" + 9 "b|?
— (1 + (a+ GP) 'R (a + Gy)),
where 7 is the introduced auxiliary variable. Then, by sequen-

tially applying the same SCA techniques as (17a), (17b) and
(17¢), we can find a locally tight lower bound of the function

F(¥,%a,,, V) as follows.

(37

F(ﬁ/ﬂ/;aﬂsza )> PyJ_QH ,l/; \/? ARE"/’a'i_a H2

+2R {70 2P (Mg — G G} —|w

—2/ A o H GGH - — _
—50*(Arptata)” (In, — o J(AREYa +a) =7
+23‘E{w(t°“t)1/_:Hb}—ﬁa;4o;2 H’ﬁl(t"“t) H%_’_Cgltout) _"_,S/Cétout)
= F(7, s ¥y, V), (38)
where the involved auxiliary parameters are defined as

Agp = G — o, *Hgpdiag(m)),
w(tout) — (C _|_ bH¢(t011t))(K$0Ut))— ,
mlen) = (o, Ty + o, 2 (W) T Hyp B o)) !

< (o)) Hffp (a+ Gaplto),

clfen) = aR{iton) ¢} — @ teud) 202 41,
cg o) = o 2 (U (AgIy — GGl (39)
Thus, problem (36) can be reformulated as
max F(¥, %a, ¥y, V) s.t. (34),(36b) ~ (36d). (40)

¥, Pa,Pp, V,Arel
However, problem (40) is still nonconvex due to the coupled
variables and nonconvex constraints (36¢) and (36d). In order
to ensure compliance with the constant-modulus constraint
(36¢), we introduce a unit-modulus constrained vector 6 to
reexpress ’(/_Jp as 1/_7p = (Ips — Aya1)@, based on which problem
(40) can be recast as

max  F(7,0,%.,V, Aw) (41a)
’7797¢a1V7Are1
st. (34),(36b), (36d), |[0],,] = 1,Ym € M, (41b)
where

F\(ﬁ/ae?,&avVaArel) = _|w(tout)|2 21’1 VhRU
,G (ARE¢a+a

— 557 Aa (T — A ) O =
Yoo IV Ae (I 1) o™ ||2

F2R{01 (Lys — Aver) @ b)) + 20wt 9p T b}
H

_o,x - GG - -
—0,*(Arpata)’ (In,— o ) (AreY.+a)
+2R{0"( IM—Arel)(ao—Q(XGIM—GHG)zz(to‘xt))}

— 5 —~0, O’ 2||m out ”2 +C(tout) ,7 (tout) (42)

Unfortunately, the optimization variables {¥,8,,, V, Aye}
are still strongly coupled in problem (41). Moreover, the unit-
modulus constraint (41b) renders problem (41) difficult to
solve. To address these issues, we next propose a SCA-based
AO algorithm to solve problem (41) by alternately optimizing
7,0 and {1,, V, Ara}.

1) Optimization of 4: Similar to (22), with any given 6 and
{14, V, Aa1}, 7 is updated by

L (BG™) e + (1) b’
1+ (a+ Gyl (RE™) ™ (a + Gepltm))

2) Optimization of 6: With the obtained 7 and any given
{¥., V, Aia1}, we can obtain the closed-form solution of the
optimal 6* as

¥ = (43)

0+ — oiZpi™

(IM A, 1( in))(—

(44)

where p( n) = . (XgIAI*GHG)’Q,E}()tm)+

(tow)252hH Vhpy )b — 5o 2GH (Al ™ +a))



Algorithm 2: Proposed two-loop SCA-based iterative
algorithm for solving problem (35)

Input: In1t1a1 w0, Afcl), iteration indexes tous = 0,
tin = 0, maximum iteration numbers Ty¢, Tin,
convergence threshold € = 1074,

Output: The BS transmit covariance matrix Q, the
active sub-RIS reflection matrix ¥, and the
passive sub-RIS reflection matrix ¥;

repeat

tout = tout + 1;

Update q(*>v*) based on Proposition 2;

repeat

tin =tin +1;

Update 7(*») based on (43);

Update 8 based on (44);

Update {t),, V, A1} by solving problem (47);

o | until by, =Ty, or [BS — B < eB Y

10 Update \Il(t‘”‘“) based on ¥, = diag|( (tm))

1 Update \Ill(f“‘”) based on 'Z[lp = dlag(q,bg‘“)),
12 until ¢y, = Tout or

E(fout 1)’ <6E(fout 1)

E(tout)

out out out

3) Optimization of {tp., V, Are1}: With the obtained ¥ and
0, the subproblem w.r.t. {1,, V, Ao} can be written as

F(tpa, V, Arer; 7,0) s.t. (34),(36b), (36d).
(45)

To address the nonconvexity of the constraint (36d), we
firstly reformulate it as ‘W’]‘i]m' < [Acel] ¥, m» ¥m, both sides

_ max
1/)3 7V7Arel

m,m

of which are convex. Therefore, according to the idea of
SCA, we construct a concave lower bound of the right-hand

side function [A,eX, ,, by leveraging its first-order Taylor

m,m
(tin)

expansion at the local point [Ayel]m i, Which is expressed

as
[Al'el]:%,m Z
(1_X)([Ar l]grth:r‘r)z) +X([A el]’gnu;%)( )[Arel]mﬂmvm-
h([Arel]lm,m)
(46)
Based on (46), the subproblem (45) can be relaxed into
max  F($., V, At 7,6) (47a)
’lpa,V,Aml
|[%alm|?
s.t. (34),(36b), Vi < h([Arellm,m), Vm. (47b)

It is evident that problem (47) is a strictly convex problem.
Hence, we can apply the well-known CVX toolbox to obtain
the optimal {,, V, Asel }.

In summary, we develop a two-loop SCA-based iterative
algorithm to tackle the nonconvex problem (35). The random
initializations of ¥, and ¥, are the same as those of Algo-
rithm 1. In addition, the initial values of [Ayel]m m, Ym € M
are randomly selected from the range (0, 1]. Then, we itera-
tively update 7, 6, {tb,, V, A, } and 1, with the given q until
convergence and finally recover ¥, and \ilp from the obtained

{0,7,,V, ALq}. In the outer loop, we obtain a high-quality
suboptimal solution to problem (35) by alternately optimizing
q, ¥, and ¥,. The proposed algorithm is summarized in
Algorithm 2, Where FEy, and Ey, denote the objective values
of problem (41) and problem (35), respectively.

C. Recovery of the Binary Solution A

After obtaining the relaxed continuous solution A, from
Algorithm 2, we readily infer that the value of each
[Arel],.m>m € M sufficiently approaches two discrete points
of 0 and 1 according to the property of the exponent-based
continuous relaxation method. Then, the corresponding m-
th diagonal element of A can be accordingly set to O or
1. Ultimately, based on the determined A, we re-carry out
Algorithm 1 to obtain the optimal {Q, ¥,,, ¥} to the original
SRM problem (29).

V. ANALYSIS AND EXTENSIONS

In this section, we discuss the convergence behaviors and
computational complexity of the proposed Algorithm 1 and
Algorithm 2. Moreover, we also discuss the applicability of
our proposed algorithms to the imperfect CSI case, as well as
the multi-user and multi-Eve system.

A. Convergence and Complexity Analysis

Firstly, the convergence behaviours of the proposed Algo-
rithm 1 and Algorithm 2 can be ensured by the following
proposition.

Proposition 3. The objective values of problems (9) and
(35) are monotonically nondecreasing over the iterations by
applying Algorithm 1 and Algorithm 2, respectively.

Proof. Please see Appendix E. O

The complexities of our proposed Algorithm 1 and Al-
gorithm 2 both mainly come from the matrix multiplication
and the standard convex optimization algorithms. Specifically,
the worst-case complexity of deriving the optimal transmit
beamforming vector q is given by O((N?)3®log(1/¢)), which
arises from solving the SDP problem (13) via the interior-
point method embedded in the CVX toolbox [39]. For Al-
gorithm 1, the complexities of updating v and %), in each
inner iteration are respectively given by O(N.M? + N2) and
O(M3+1og(B/e1)), where B and €; denote the initial interval
length and the desired accuracy of the bisection method,
respectively. In the outer iteration, the complexity of updating
¥ is calculated as O(N.M?). Hence, the total complex-
ity of Algorithm 1 is given by O(Iou((N?)35log(1/€) +
NeM? + Lin(NeM? + N2 + M3 + log(B/e1))), where I,
and I, respectively denote the numbers of inner and outer
iterations. Similarly, the total complexity of Algorithm 2 is
calculated as O(Ioui((N?)3Plog(1/€) + Lin(N.M? + N2 +
(3M)3®log(1/€))). The details are omitted here for brevity.



B. Extension to the Imperfect CSI case

In this subsection, considering that it is quite challenging
to acquire the perfect CSI for the Eve in practice, we assume
imperfect CSI of the channels Hgp and Hip, which can be
modeled as [40],

H, = H, + AH,, i € {BE,RE}, (48)
where ﬁ, denotes the estimated channel and and AH; denotes
the corresponding CSI error bounded by Frobenius norm, i.e.,
JAH;[|[r < €,i € {BE,RE}. Given the estimated Hgg,
Hgrg, along with the perfectly known channels Hpgr, hpy
and hry, we aim to jointly design the BS transmit covariance
matrix Q and the reflection matrix of the hybrid active-passive
RIS {¥,,¥,} to maximize the system secrecy rate in the
worst CSI error scenario, which is formulated as

/

Q0w w, B = o % e (49)
s.t. (8b) ~ (8d),
|AH;||r < €;,i € {BE,RE}, (49b)
where R, = logydet(Iy, + ((ﬁBE + AHgg) +
(Hre + AHgpp)WHpr)Q((Hgr + AHgpg) + (Hrp +

AHRE)@HBR)HR‘E,l). It is worth noting that the robust
max-min problem (49) is more intractable to solve than
problem (8), due to the complicated max-min objective
function (49a) and the extra CSI errors (49b). Then, by
introducing a slack variable 7, problem (49) can be converted
nto

—1
Qt%l,‘%i‘llpRu 0g,(7), (50a)
s.t.  (8b) ~ (8d),
R, <log,(7), ||AH||r < €,i € {BE,RE}, (50b)
Similar to (17), the nonconvex constraint (50b)
can be converted into a tractable form by intro-
ducing the Woodbury equality and the inequality

Tr(XHY1X) > 2R{Tr((Xtew))H (ytou))=1X)} —
Tr (Y (tout)) ~1X (oue) (X (tou) ) H (Y (fout)) ~1Y") | Furthermore,
based on the Schur complement and sign-definiteness lemmas
[39], [41], we can derive an effective reformulation of
constraint (50b) without the CSI errors. Then, the proposed
SCA-based iterative algorithm can still be applied to solve
the reformulated problem. However, this imperfect CSI case
is out of the scope of this paper and we plan to address it in
the future research.

C. Extension to the Multi-User and Multi-Eve System

In this subsection, we consider a general system with K
user-Eve pairs, meaning that each user is wiretapped by a
specific Eve. The set of the user-Eve pairs is defined as I =
{1,---, K}. We denote the confidential message intended for
the k-th user and the corresponding precoding vector as sy ~
CN(0,1) and wy, respectively. Thus, the transmit signal at
the BS is expressed as x = Zkelcwksk' Denote by hpy i
(hryu,x) and Hgg 1, (HgEg 1) the baseband equivalent channels
from the BS (RIS) to the user k£ and the Eve k, respectively.
Then, the sum secrecy rate (SSR) of the considered system is
expressed as [42]

Ro({wih, o, Wp) = > [Rup —Resl™, (D)
where Eu . and ]A%CJC respectively denote the achievable rate
at the k-th user and the k-th Eve for the confidential mes-
sage s, shown at the bottom of this page. Therefore, the
SSR maximization problem of the considered system can be
reformulated as

R, U, U 53
wiax ({wi}, ¥a, ¥p) (53a)
st (8d), ZkeKﬂ(wkkaPt, (53b)

ZkeKTr(lIla(HBkawk Hip+021,) 1)
+Mo Py < P,. (53¢)

Due to the the presence of the inter-user interference, the
proposed Algorithm 1 and Algorithm 2 cannot be directly
applied to solve problem (53). By referring to [43, Proposition
1], we can obtain the following equation by introducing a
series of variables u = [uy,--- ,ug]?.

Z |(hfiy; + hfl_{IU,j‘I’HBR)Wj!Q
JEK,j#k

+orhily W v hRUMi)

Uk 2
=max | — —=( Y |(hify +hfy,; PHer)w;|
up >0 In2* . -
JER,j#k

— log, (

+ o2hf O, O hpyto?) + logy (ug) + V. (54)

1
In2
Based on (54), we can convert the log-fractional objective
function (53a) into a more tractable form. An efficient AO
strategy can still be applied to tackle the strong coupling
among the optimization variables. Specifically, we can solve

Ry = 10g2<1+|(th’k + hijy , YHgr) wk|
JEK,j#k

2
S (bl +htly  WHR) ot hil ¥, @ o)

—1
) , (52a)

E@k = lodeet <IN6+(HBE,I€ + HRE,k‘IIHBR) WkW,? (HBE,k’ + HRE’k\I/HBR)H

X ( > (Hppx + HrpyTHpg) w;w
JEK,j#k

-1
' (Hgg,x + Hgg, #THpr)" + o Hrp V. ¥, "HE , + U?Lve) ) (52b)



TABLE I
SIMULATION PARAMETER SETTINGS

Parameter Notation, Value Parameter Notation, Value
Number of transmit antennas Ny =6 Number of antennas at Eve Ne =4
Number of elements at RIS M = 36 Fading factor Bo =-30 dB
BS transmission power P, =20 dBm Power budget at RIS P, =6 dBm
DC signal power at RIS Pj. = —10 dBm Gaussian noise at user 02 =—75 dBm
Gaussian noise at Eve 0Z=-75 dBm Amplification noise oZ= —70 dBm
Coordinate of the BS 0, 0, 5) Coordinate of the RIS (10, 0, 5)
Coordinate of the user (55,2,0) Coordinate of the Eve 45,2, 0)

&Bu = EBE = 3.7

Path-loss exponents Eru = &RE = 2.5

KBU = KBg = 0
KRU = KRE = 1
KBR — OO

Rician factors

Epr = 2.2
| I |
HEEN
- = = Hybrid RIS
\ X
Y -
ol
Eve User

Y

Fig. 3. A three-dimensional coordinate system.

the subproblems of optimizing {wy} and {¥,, ¥,} by adopt-
ing the SDR method and the SCA method, respectively. More-
over, the exponent-based continuous relaxation method can
be leveraged to optimize the active-passive element allocation
matrix A for the case of the dynamic hybrid RIS. However,
considering that problem (53) is out of the scope of this paper
and we plan to investigate it in our future research works.

Remark 1: Considering a special case of a single-user and
multi-Eve system, it can be inferred that Proposition 1 also
holds for optimizing the transmit covariance matrix, and thus
the proposed two-loop SCA-based iterative algorithm is also
applicable to solve the SRM problem of the considered system
after some modifications.

VI. SIMULATION RESULTS

In this section, numerical simulation results are presented
to validate the secrecy performance of the considered hybrid
active-passive RIS assisted system. We assume that both the
BS and Eve are equipped with uniform linear arrays (ULAs),
while the hybrid RIS is equipped with a uniform planar array
(UPA) of size /M x+/M. As illustrated in Fig. 3, we establish
a three-dimensional coordinate system, where the BS and the
hybrid RIS are assumed to be located at (0,0, zp)m and
(xR, 0, zr )m, respectively. The user and the Eve are located
at (zu,yu,zu)m and (zg,yg, zg)m, respectively. Moreover,
each involved channel matrix is modeled as the Rician fading
channel, i.e., H=/BH. = ﬁo(d%)_f denotes the distance-
dependent large scale path-loss coefficient, where (3, denotes
the path loss at the reference distance dy = 1m; d represents
the individual link distance and & denotes the path loss
exponent. H denotes the small-scale Rician fading channel
matrix, which is modeled as

~ K
H=,/—Hp,
1 r LoS +

1
——HxNros, (55)

1+k

where k € [0,00) denotes the Rician factor. In terms of
our work, the path loss exponents and the Rician factors
of the BS-User, BS-Eve, RIS-User, RIS-Eve and BS-RIS
channels are collected as {&pu, &BE, &rus ERE, EBR} and
{KBU, KBE, KRU, KRE, KBR }» respectively. For convenience,
the specific values of the above simulation parameters are
summarized in Table I. In addition, Hy s and Hyt,0s denote
the LoS and NLoS components of the channel H, respectively.
Each element of Hyros is assumed to be Rayleigh fading,
ie., [Hxros]; ; ~ CN(0,1), V4, j, while the LoS component
is modeled as the product of the steering vectors at the
transmitter and the receiver. Specifically, the normalized
transmit steering vector of a ULA is defined as a;(0;) =
1/\/ﬁt |:17 . ,ej27r€(nt—1) si11(97-,), . 76j27r§(NT—1) sin((~),;)i|
where a;,i € {B,E} stands for the steering vector at the
BS or the Eve, and n; € {1,2,---,N;} denotes the
antenna index. D and A denote the inter-antenna spacing
and the wave-length, respectively. §; € [0,27),i € {B,E}
represents the angle-of-departure (AoD) at the BS or
the angle-of-arrival (AoA) at the Eve. Moreover, the
normalized UPA steering vector is defined as ar (Or,¥r) =
1/\/M[1’ oo, ed2m R ((my—1) sin(0r) sin(Yr)+(m=—1) cos(¥r))

) 7ejng((\/Mq)sin(aR)sin(wRH(\/Mq)cosz))]T’ where

m, (m;) € {1,2,---,v/M} denotes the antenna index
in the horizontal (vertical) direction. fg € [0,27) and
Yr € [—7/2,7/2) denote the azimuth angle and the elevation
angle at the hybrid RIS, respectively. Moreover, the BS (Eve)
inter-antenna spacing of \/2 wavelength and the RIS inter-
element spacing of \/8 wavelength are considered. Without
loss of generality, we set the number of active elements
at the fixed hybrid RIS and the exponent in Algorithm
2 as M, = 4 and x = 2, respectively. Unless otherwise
specified, the basic simulation parameters are listed in Table 1.
All simulation results are obtained by averaging over 100
channel realizations. Furthermore, we compare our proposed
algorithms with the following benchmark schemes.

1) SDR-based fixed (dynamic) hybrid RIS: In this scheme,
we jointly utilize the Charnes-Cooper transformation and
the SDR method to optimize the transmit beamforming
vector and derive the optimal hybrid RIS reflection matrix
based on Algorithm 1 (Algorithm 2).

2) CR-based dynamic hybrid RIS: In this scheme, we
derive the optimal transmit beamforming vector based on
Proposition 2 and optimize the dynamic RIS reflection
matrix by employing the traditional continuous relaxation
method with x = 1.
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Fig. 5. Secrecy rate versus the active element ratio.

3) Fully-passive (Fully-active) RIS: In this scheme, we set
M, = M(M, = M) and optimize the RIS reflection
matrix based on Algorithm 1.

4) Random-phase RIS: In this scheme, we consider the
fully-passive RIS and randomly generate each RIS phase
shift according to the distribution 6,,, € [0, 27), Vm.

Fig. 4(a) and Fig. 4(b) respectively show the convergence
behaviors of the proposed Algorithm 1 and Algorithm 2
under different transmit power levels, i.e., P, = 10dBm and
P, = 20dBm. Specifically, the left subfigure in Fig. 4(a)
(Fig. 4(b)) illustrates the convergence of the proposed Algo-
rithm 1(Algorithm 2) in the inner loop of the first outer iter-
ation, while the right subfigure demonstrates the convergence
of the proposed algorithm in the outer loop. It can be observed
from Fig. 4 that both Algorithm 1 and Algorithm 2 converge
within 20 outer iterations under each considered P;. Naturally,
the optimal objective values achieved by these two algorithms
both increase with P;.

Fig. 5 illustrates the secrecy rates achieved by the fixed
hybrid RIS scheme versus the active element ratio, defined as
the ratio of the number of active elements to the total number
of RIS elements under different BS and hybrid RIS transmit
power budgets, i.e., {P;, P,}. In Fig. 5, the coordinates of
the user and the Eve are set as (75, 2, 0) and (85, 2, 0),
respectively. Moreover, the optimal active-passive ratios for
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the dynamic hybrid RIS scheme under different values of P,
and P, are marked in Fig. 5. It can be observed that when
P, = 20dBm and P, = 6dBm, both the fixed and dynamic
hybrid RIS schemes achieve the same maximum secrecy rate
at the same active element ratio of 0.33, which verifies the
effectiveness of Algorithm 2. Furthermore, as P, grows to
40dBm and P, remains unchanged, the optimal active element
ratio of both the fixed and dynamic hybrid RIS schemes
decreases to 0, implying that the fully-passive RIS performs
best among all schemes. When keeping P, = 20dBm and
increasing P, to 20dBm, the optimal active element ratios
of both fixed and dynamic hybrid RIS schemes increase to
1, implying that the higher power budget on the hybrid RIS
allows more elements to switch to active mode.

Fig. 6 plots the secrecy rates achieved by different schemes
versus the BS transmit power P;. It can be seen that the secrecy
rate of each scheme naturally increases with P;. In addition,
it is clearly observed that the proposed fixed and dynamic
hybrid RIS schemes respectively demonstrate superior secrecy
performance over the corresponding SDR-based schemes, and
the dynamic hybrid RIS scheme also achieves a higher secrecy
rate than its CR-based counterpart. Owing to the additional
power amplification gain, both the fixed hybrid RIS schemes
and the fully-active RIS scheme show superior performance
over the fully-passive RIS scheme. Naturally, the dynamic
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hybrid RIS scheme achieves the highest secrecy rate among
all schemes, which is attributed to the additional DoFs in
the active-passive elements allocation. Moreover, when the
transmit power is small, i.e., P, € [—10,5]dBm, the fully-
active RIS outperforms the fixed hybrid RIS, whereas for a
large Py, i.e., P, € [10,20]dBm, the fixed hybrid RIS shows
better secrecy performance. This implies that at a high transmit
power, the passive beamforming gain becomes dominant on
the achievable secrecy rate instead of the power amplification
gain.

In Fig. 7, we investigate the effects of the hybrid RIS
amplification power P, on secrecy rates achieved by different
schemes and the optimal active/passive elements allocation.
From Fig. 7(a), it is evident that P, doesn’t make any influence
to the fully-passive RIS schemes. However, the achievable
secrecy rates of the fixed hybrid RIS, dynamic hybrid RIS and
fully-active schemes all monotonically increase with P,.. As
P, increases, the secrecy rate of the fully-active RIS scheme
approaches that of the dynamic hybrid RIS scheme, which can
be attributed to the enhanced power amplification gain. The
comparison results between our proposed fixed and dynamic
hybrid RIS schemes and their corresponding SDR-based (CR-
based) counterparts are similar to those in Fig. 6. Fig. 7(b)
shows the optimal active/passive elements allocation for the

11

2 5 8
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14
Fig. 9. Secrecy rate versus the number of antennas at Eve Ne.

dynamic hybrid RIS scheme under different values of P,.. We
readily observe that the optimal number of active elements
naturally increases with the amplification power budget P,
which coincides with the results in Fig. 7(a). This may because
a larger P, increases the DoFs of optimizing ¥, and A,
thereby implying a higher power amplification gain, which
is beneficial to enhance the system secrecy rate performance.

Fig. 8 illustrates the impact of the number of RIS reflect-
ing elements M on the secrecy rates achieved by different
schemes, where the active element ratio of the fixed hybrid RIS
scheme is set as ——. We readily observe that for all schemes,
the secrecy rates increase with A since more RIS elements are
able to provide higher spatial DoFs, thereby allowing for more
precise adjustments of phases and magnitudes of the incident
signals. In addition, both the fixed and dynamic hybrid RIS
schemes yield a significantly higher secrecy rate than the fully-
passive RIS scheme, since they are able to provide additional
power amplification gains. In particular, for a large M, the
fully-active RIS scheme performs the worst due to the limited
amplification power budget.

Fig. 9 presents the secrecy rates achieved by different types
of RISs versus the number of antennas at Eve V.. Evidently,
the secrecy rates of all considered schemes deteriorate with
N.. This is attributed to the Eve’s enhanced signal interception
capability induced by the increasing N.. Owing to the addi-
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tional power amplification gain, both the hybrid RIS and the
fully-active RIS schemes perform better than the fully-passive
RIS. Additionally, the secrecy rate of the dynamic hybrid RIS
scheme decreases much less than those of the fixed hybrid
RIS scheme and the fully-active scheme with N, due to its
sufficient flexibility in elements allocation.

Fig. 10 plots the secrecy rates achieved by the proposed
fixed and dynamic hybrid RIS schemes and the random-
phase RIS schemes under perfect ECSI, imperfect ECSI and
no ECSI, which are respectively abbreviated as P-ECSI, Im-
ECSI and No-ECSI. For the Im-ECSI case, the uncertainty
regiAon radii of both channels Hgg and Hgg is set as ¢; =
§|H;||r,¢ € {BE,RE}, 6 = 0.1. For the No-ECSI case,
we additionally introduce AN at the BS, where the power
iPt and Pan = %Pt are respectively allocated
to the transmit precoder and the AN for simplicity [44].
Then, the optimal transmit precoder q* = \/PTpﬁ can
be obtained based on the maximum-ratio transmission, where
hl = hi; + hil; WHpg denotes the compound BS-RIS-
user channel. With the obtained q*, the optimal ¥ and \Il;
for maximizing legitimate user SINR are still available via
the proposed SCA-based iterative algorithm, based on which
the AN transmit covariance matrix Ran is designed to be
orthogonal to the BS-RIS-user channel h¥ ie, Ran =
JQA_NI Uan UfN, where the columns of the semi-unitary matrix
Uan € CNexNe—l Jie in the null-pace of h. Finally, we
can calculate the actual achievable secrecy rate based on the
obtained {q*, Ran, ¥}, ¥5, A}

It is clear from Fig. 10 that all considered schemes under
P-ECSI naturally outperform their corresponding counterparts
under Im-ECSI and No-ECSI. For the Im-ECSI case, our
proposed fixed and dynamic hybrid RIS schemes both achieve
higher secrecy rates than their random-phase counterparts,
which demonstrates the robustness of our proposed schemes
in a certain extent. Furthermore, when no ECSI is available,
the proposed two schemes both exhibit the worst secrecy
performance among all three considered cases, which may be
attributed to the significantly reduced DoFs in the joint de-
sign of transmit precoder and hybrid active-passive reflection

Prp =

matrices.

VII. CONCLUSION

In this paper, we investigated a novel hybrid active-passive
RIS aided secure MISO system with the presence of a multi-
antenna Eve, where both fixed and dynamic RIS architectures
were considered. In order to maximize the secrecy rate, we
jointly optimized the transmit covariance matrix and the hybrid
RIS reflection matrix, subject to the transmit power budget at
the BS and the amplification power budget at the active sub-
RIS. To tackle this intractable problem, we firstly explored the
inherent rank-1 property of the optimal transmit covariance
matrix to reexpress the original SRM problem in a tractable
form, and then proposed an efficient two-loop iterative algo-
rithm to obtain a high-quality suboptimal solution. Also, we
investigated the dynamic allocation of active and passive ele-
ments for further improving system security. Numerical results
illustrated the superior performance of our proposed fixed and
dynamic hybrid RIS schemes over the existing fully-passive
and fully-active RIS schemes. Moreover, it was hinted that the
dynamic hybrid RIS could strike a flexible balance between
the square-order passive beamforming gain and the power
amplification gain by adjusting the active/passive element
allocation according to the varying propagation environment.

APPENDIX
A. Proof of Proposition 1

Firstly, by introducing an auxiliary variable 7 and employ-
ing the Charnes—Cooper transformation, we can equivalently
transform the relaxed SRM problem (9) into

 max 7+ Tr(QAy), (56a)

Q-0 ., W, r
st (8d),7 + Tr(QBg) < 1, (56b)
TH(Q) < Py, (56¢)

Tr (@, (Hpr QHY + 02715, ) 1)
< (Po—MyPy)r. (56d)

It can be readily observed that the relaxed problem (56)
is jointly concave on {Q,7} with any given ¥, and ¥,.
Moreover, the equivalence between problems (9) and (56) can
be established since tight (56b) always holds at the optimum
of problem (56), which can be easily proved by contradiction.

Secondly, we consider the following transmit power mini-
mization problem w.rt. Q to explore the inherent character-
istics of the optimal Q* to problem (56) with any given ¥,,
¥, and 7.

min  Tr(Q), (57a)
Q>0

st. 7+ Tr(QBg) < 1, (57b)

(¥, Hgr QHER ©) < P,7, (57¢)

7+ Tr(QAw) > f, (57d)

where f denotes the objective value of problem (56). Denote
the optimal solutions to problems (56) and (57) as Q} and Q?,

respectively. We readily find that Q: is also a feasible solution



to problem (57). Moreover, we infer from the constraint
(56¢c) that Tr(Qj) < Tr(Qj) < P Similarly, since Q5
is also feasible in the maximization problem (56), we obtaln
T+ Tr(Q*A\p) < 7+ Tr(QfAg) = f. Hence, the optimal
Q; of problem (57) satisfies 7 + Tr(Q;A\p) = f due to
the constraint (57d). Thus, Q; is also the optimal solution
to problem (56) with given ¥,, ¥, and 7. Then, we Etrive
to explore the inherent characteristics of the optimal Q* to
problem (57) based on the KKT conditions listed as follows.

Z* =1y, +BiBe+ B HER U W, Hyr —B5Aw, (582)
Z°Q* =0, Z*+0, Q" =0, (58b)

where 51 € Ry,f2 € Ry,03 € Ry and Z € Hf‘
denote the dual variables associated with constraints
(57b), (57¢), (57d) and Q = 0, respectively.
Postmultiplying (58a) by Q* and referring to (58b)
yield N (INf + 5iByw JrﬂgH ‘I’ v HBR) Q* =

TAgQ*. Then, we obtain rank((INt + BiBew +
BYHE, OHW Hpr)Q*) = rank(8A¢Q*). Based on
the fact that Iy, + f{Bw + BsHE, W Hgr = 0 and
rank(@;ﬁqu,Q*) < rank(Ag) = 1 hold, it’s verified that
rank(Q*) < 1. Thus, we obtain that the optimal Q* to
problem (56) or problem (57) is rank one.

Finally, based on the equivalence between problem (9) and
(56), the optimal solution to problem (9) is also rank one.
Moreover, by recalling that problem (9) is an upper-bound
approximation of problem (8), where the determinant equality
holds only if rank(A) = 1, we deduce that problem (9) is a
tight relaxation of problem (8). This completes the proof.

B. Proof of Lemma 1

We prove Lemma 1 by contradiction. First, we sup-
pose that the constraints (10b) and (10c) are both inac-
tive at the optimum. Denote the optimal solution to prob-
lem (10) by (qf, ¥}, ) satisfying (qf)”qf < P
and Tr(¥} Hpraj(q))"Hig (¥} )7) < P, where P,
refers to P, — MoPse — o Te(®} (¥} )H) for brevity.
Then, we can always find another set of feasible solu-
tions (q3, ¥; ,Wr 5) satisfying active (10b) or active (10c),
where q3 = \/cqj, ¥;, :PlIl;’l,'I';’Q = ¥y, and ¢ =

. Pt o .
mm{(q{)Hq{’ (T} HBqu(ql)HHgR(\p;l)H)} > 1. More
over, substituting (q3, ¥} , ¥} ,) into the objective function

. +(q2) TAgsas  1te(a)?Agial
of problem (10) yields TH@) Bysai — Tre(@)"Bural’ In

order to realize the correct decoding by the legitimate user and
failed eavesdropping, we should guarantee that the achievable
secrecy rate Ry > 0. That is to say, 1 + (q{)HA\p;q‘{ >
1+ (aqp)? By:qi always holds. Thus, the objective function
monotonically increases with the increasing c. This property
results in that the objective value generated by the feasi-
ble solution (q3, ¥} W} ,) is larger than that generated by
(a1, ¥ ¥} 1), which conflicts with the assumption of the
optimal solution. Hence, there is at least one active power
constraint, i.e., (10b) or (10c). This completes the proof.

C. Proof of Proposition 2

We obtain the optimal solution to problem (11) in three
cases. Considering the tight constraint (10b) and loose (10c),

H
the problem is reformulated as max 1ta Awq
p 1+q”Bwq

(10b). Then, substitute the normalized vector variable q =

9_ into the objective function ‘E4 A¥d yioldi
\/7’? mnto c o _]eCthe unction m, yle 1ng a gener-
" (v, + P A)G

alized Rayleigh quotient problem, i.e., maxg T (Tn. +PBe)q"
Thus, the optimal solution of problem (11) in the case of
tight (10b) and loose (10c) is given by q* Pou(Iy, +

P:Ag,Iy, + P.Bg). Similarly, for the tight (lOc) and loose
(10b), problem (11) can also be converted into a gener-
alized Rayle1gh quotient problem, which can be recast as

maxg % It can be deduced that the matrix
Cy + P;Byg in the denominator has full rank, otherwise
the secrecy rate will become infinity and the transmit power
constraint (10b) will be tight. Thus, the optimal solution in
this case is given by q* = v/P.u(Cyg +P Ay, Cy+P,By),
where the scalar factor P, equals P,/ (u” (Cg+P,Ay,Cy+
P,Bg)Cyu(Cy + PjAg,Cy + P, Bq,)) to guarantee the
tight constraint (10c). Finally, we consider the case of two
tight constraints, i.e., (10b) and (10c). In order to simplify the

with tight

double-constraint problem, we substitute q = %ﬁ into

problem (11), yielding the problem msxx ﬂ%‘m with

a single constraint q” (P,Cg — P,Iy,)q = 0, which is still
a CFQP. Thus, we apply the Charnes-Cooper transform and
obtain that

max q7(Iy, + PiAg)q, (59a)
qa

s.t. aH(IN, + PBy)q=1, (59b)

q(P,Cy — P,Iy,)q = 0. (59¢)

It can be readily observed that problem (59) is actually a
QCQP problem. However, due to the convex objective function
(59a) and the nonconvex constraint (59c), problem (59) is
nonconvex. To tackle this problem, we convert problem (59)
into the SDP problem (13) by introducing Q = qq*’. Thus,
the rank-one solution Q* can be solved by the famous opti-
mization toolbox CVX. Then, the optimal q* can be obtained
through eigenvalue decomposition on Q*. Specifically, g* is
P g
Q")
eigenvector associated with the maximum eigenvalue Aq Of
the matrix Q*. This completes the proof.

given by q* =

vq where vq is the normalized

D. Proof of Lemma 2

It can be readily inferred by contradiction that the constraint
(32b) is tight at the optimum. Otherwise, we can always
decrease [V, for any m to achieve a larger objective value
for problem (32). This completes the proof.

E. Proof of Proposition 3

Considering a fixed hybrid RIS assisted secure
communication system, we propose a two-loop SCA-
based iterative algorithm (Algorithm 1) to solve the
nonconvex fractional problem (9). Define the objective
value of problem (9) as forj(Q, ¥,, ¥,). We can obtain
the nondecreasing sequences fopi(Q, o, ¥,)’s, e,

fObJ(Q out \I](tout) ‘Il(fout))<f b (Q(tout+1) \I](tout) ‘I,(tout))( )



fobj(Q(twt“),lIlg“tH)7\Ill(f°‘”+1)), where (a) holds since
the optimal Q* obtained from Propesiton 2 maximizes the
objective value of problem (9) during each iteration. (b) holds
since the joint optimization of ¥, and ¥, can be formulated
as the convex problem (25) by leveraging the Dinkelbach’s
method and the SCA method. In addition, due to the closed
feasible region, the objective value of problem (9) is also
upper-bounded. Similarly, for the dynamic hybrid RIS case,
the objective value of problem (35) is also monotonically
nondecreasing and upper-bounded. This completes the proof.
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