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Abstract—In this paper, we first propose a novel joint source-
channel block code (JSC-BC) in which two protograph-based
low-density parity-check (P-LDPC) block codes are connected not
only by a source-variable-channel-check (SVCC) linking matrix,
but also by a source-check-channel-variable (SCCV) linking ma-
trix that consists of a zero matrix and a lower or upper triangular
(base) matrix with “1”’s on its diagonal. Also, we simplify the
traditional joint protograph extrinsic information transfer (JP-
EXIT) algorithm and propose an ‘‘untransmitted protograph-
based EXIT (UP-EXIT) algorithm” for calculating the source
threshold of a JSC-BC. The proposed UP-EXIT algorithm is
more efficient because a smaller protograph consisting of only
the untransmitted VNs (i.e., the source VNs and the punctured
channel VNs) and their connected check nodes need to be consid-
ered. By using the UP-EXIT algorithm, we search for candidate
codes with high source thresholds. Then, we select those among
the candidate codes also with low channel thresholds. Theoretical
and simulation results show that the newly constructed codes
outperform state-of-the-art double P-LDPC (DP-LDPC) block
codes. Furthermore, we spatially couple the joint source-channel
block code and obtain a spatially coupled joint source-channel
code (SC-JSCC). Theoretical analyses and simulation results
show that even with a smaller window size and lower decoding
complexity, the SC-JSCC with the spatially coupled structure
for each sub-block (source protomatrix, channel protomatrix,
SCCYV linking matrix, and SVCC linking matrix) can achieve
better error performance than existing spatially-coupled DP-
LDPC codes.

Index Terms—Joint source-channel block code, joint source-
channel code (JSCC), SC-DP-LDPC, SC-JSCC, spatially coupled
SvCC

I. INTRODUCTION

Compared with separated source coding and channel coding,
joint source-channel coding in which source and channel
encoding/decoding can be performed simultaneously in the
same module can achieve lower transmission latency and hard-
ware implementation complexity. Joint source-channel coding
utilizes source statistics and channel information to optimize
the overall performance, and the technology can be applied to
image transmission [1]] and video transmission [2].

Various joint source-channel coding schemes have been
proposed. In [3]], a typical image source coder, namely discrete
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Fig. 1. Protograph representation of DP-LDPC JSCC system.

cosine transform coding, and a convolutional channel code are
used in a joint source-channel coding system. Considerable
coding gains are achieved by utilizing the image residual
redundancy at a priori soft-output Viterbi decoding process.
Due to the outstanding error-correction performance of turbo
codes [4] and LDPC codes [5], joint source-channel coding
systems using them as channel codes together with a source
code have been proposed [6]], [7]. The source code length in
these systems, however, is not fixed. Source codes with vari-
able lengths increase the system implementation complexity
and cannot match well with these channel codes with excel-
lent performance. In [8]], a concatenated LDPC joint source-
channel coding scheme is proposed. By using the LDPC code
as the source code, a fixed-to-fixed length compressed source
sequence is generated. Then, the compressed information is
protected by another LDPC code. An iterative source-channel
belief propagation (BP) decoding algorithm is used at the
receiver and results in good error performance.

Protograph LDPC (P-LDPC) codes [9]|-[/11]], which can be
represented by small-size protographs consisting of variable
nodes (VNs), check nodes (CNs) and parallel edges, are
a sub-class of LDPC codes. They have parallel encoding
and decoding structures and the linear minimum Hamming
distance property. In [12], double P-LDPC (DP-LDPC) codes
replace double randomly constructed LDPC codes in the
joint source-channel coding system, forming the DP-LDPC
based joint source-channel coding system. The protograph
representation of this joint source-channel coding scheme is
shown in Fig. [I] with the red dashed lines removed. The
source P-LDPC and channel P-LDPC codes are shown in
the left dotted frame and the right dotted frame, respectively.
Circles and squares, respectively, represent VNs and CNs.
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In particular, punctured VNs in the channel protograph are
represented by blank circles. The green lines connecting CNs
in the source protograph and VNs in the channel protograph in
a one-to-one manner reflect the cascading relationship between
the source encoder and the channel encoder. The protograph
shown in Fig. [I] with the red dashed connections removed
BS BSCCV
07nc><nS Bc
of size m, X ng, and B, of size m. X n. are the source
protomatrix and the channel protomatrix, respectively. Bgccy
of size mg X n, is the source-check-channel-variable (SCCV)
linking protomatrix [13]], which consists of a zero matrix
0., xm, Of size my X m. and an identity matrix I, of size
mg X Mg, 1.€.,

can be denoted by B; = , where By

Bsccv = (Imﬂ OmSXmC) . (l)

Various optimization schemes for the DP-LDPC based joint
source-channel coding system have been proposed. An un-
equal error protection (UEP) technique [14] and an unequal
power allocation technique [15] are respectively applied in
the DP-LDPC based joint source-channel coding system to
improve the error performance. In [16], a source protograph
extrinsic information transfer (SP-EXIT) algorithm is proposed
to calculate the source thresholds of DP-LDPC codes, which
provides theoretical guidance for matching source entropy
and source encoding rate. In [17]], a joint protograph ex-
trinsic information transfer (JP-EXIT) algorithm is proposed
for calculating the channel threshold of a DP-LDPC code.
(Lower channel thresholds predict better waterfall region per-
formance.) Then, the channel protomatrix B, is redesigned
based on the JP-EXIT algorithm results to obtain performance
improvement. In [18], the source protomatrix By and the
channel protomatrix B, are redesigned as a code pair to
achieve coding gains. The optimal allocation of degree-2 VNs
in the joint protomatrix Bj is studied in [19] and [20]]. In
[21]], By is redesigned as a whole and the resulting DP-LDPC
codes have excellent error-correction capabilities. In [[22], the
columns in the identity matrix I,,, of Bg.., are exchanged to
find the optimal connection between VNs in B, and CNs in
B; so as to improve the error performance. In [23], L,,,, in (1)
is replaced with a lower or upper triangular sub-base matrix
with “1”’s on the diagonal. The corresponding SCCV linking
matrix can be denoted by

/

Bsccv = (Tﬂ% Omsch) ) 2
where T, denotes the lower or upper triangular protomatrix
of size mg X my with “1”’s on the diagonal. The corresponding
DP-LDPC code is denoted by

L BS B;ccv
BJ N (OmcxnS Bc ) . (3)

The protograph of Bf] is shown in Fig. |1| with both green and
red dashed connections forming T, .. It has also been shown
that B:] outperforms Bj. Later, in [24], a global optimization is
used for designing DP-LDPC codes, where the SCCV linking
base matrix consists of a zero matrix and a non-identity matrix.

It has been proved in [25], [26] that compared with LDPC
block codes, LDPC convolutional codes can obtain convolu-
tional gain by using an iterative BP algorithm. When LDPC
convolutional codes are terminated, the corresponding codes
are called spatially coupled LDPC (SC-LDPC) codes [27],
[28]. In [29], two spatially coupled regular LDPC codes are
concatenated by an identity matrix in a joint source-channel
coding system, and a sliding window joint source-channel
decoder is exploited. These codes are shown to possess better
error performance compared with the DP-LDPC block codes
used in [[17]. Recently, a new type of SC-DP-LDPC code
whose SCCV linking matrix has a spatially coupled structure
is proposed [30]]. Both theoretical and simulation results have
demonstrated its superiority over existing DP-LDPC codes.

The joint source-channel coding schemes mentioned above
all focus on code optimization for low-entropy sources. There
are only a few results for high-entropy sources. In [31]], it
is shown that error floors caused by the source compression
can be lowered by adding connections between VNs in the
source LDPC code and CNs in the channel LDPC code. In
[32], similar connections, shown as blue connections in Fig. El,
are added in the DP-LDPC codes. The relationship between
the newly added connections and the error performance is
investigated. In [33]], some design rules for the new connec-
tions between VNs in the source P-LDPC and CNs in the
channel P-LDPC are proposed for both low-entropy and high-
entropy sources. In [13]], the source protograph and the source-
variable-channel-check (SVCC) linking matrix are designed
as a whole to obtain a high source threshold. Codes with
higher source thresholds can be used to compress high-entropy
sources without suffering from an error floor caused by the
compression. Yet little research has been conducted in jointly
designing the components of a code by considering both the
source threshold and channel threshold, especially for high-
entropy sources.

Motivated by the improved source threshold by adding the
SVCC linking base matrix and the improved channel threshold
by replacing identity matrix in the SCCV linking matrix with a
lower or upper triangular base matrix with “1”’s on its diagonal,
we firstly propose a new type of joint source-channel block
codes (JSC-BCs) based on the structure B’} in (3) by adding an
SVCC linking matrix to connect the source VNs and channel
CNs. Secondly, we simplify the JP-EXIT algorithm to the
untransmitted protograph-based EXIT (UP-EXIT) algorithm
to calculate the source thresholds of JSC-BCs. Thirdly, we
propose a global optimization algorithm based on the UP-
EXIT algorithm and the JP-EXIT algorithm to design JSC-
BCs by considering both the source and channel thresholds.
Theoretical analyses and simulation results both show the
proposed codes outperform state-of-the-art DP-LDPC codes
for both low-entropy and high-entropy sources. Fourthly, mo-
tivated by the superiority of SC-DP-LDPC codes over their
corresponding DP-LDPC block codes, we spatially couple the
joint source-channel block codes and propose a new type
of spatially-coupled joint source-channel codes (SC-JSCC),
which can also be constructed based on the SC-DP-LDPC
codes by adding a spatially coupled SVCC (SC-SVCC) linking
matrix to connect their source variable nodes and channel



check nodes. By doing this, SC-JSCCs can achieve higher
source thresholds than SC-DP-LDPC codes.

The followings are our main contributions.

1) We propose a general structure of a joint source-channel
block code (JSC-BC) and present its encoding method.
Based on the JP-EXIT algorithm, we provide a simpli-
fied algorithm called UP-EXIT algorithm, which only
includes source VNs and punctured VNs in the channel
protograph in calculating the source threshold of the code.

2) We design some new JSC-BCs for sources with different
entropies. To save the searching time, we impose some
code design rules. We first search for candidate JSC-BCs
with high source thresholds by using our proposed UP-
EXIT algorithm, and then select the codes among those
candidate codes with low channel thresholds by using
the JP-EXIT algorithm. By doing this, the search time is
saved because of the small protomatrix used in UP-EXIT.
Simulation results and theoretical channel thresholds both
show the new JSC-BCs outperform existing DP-LDPC
block codes.

3) We propose a new type of spatially-coupled joint source-
channel code (SC-JSCC), present its encoding method,
and use the sliding window joint BP decoding algorithm
to decode the SC-JSCC.

4) Based on the JSC-BCs, we construct some new SC-
JSCCs. Theoretical analyses and error rate simulation re-
sults show that new SC-JSCC codes, whose source, chan-
nel, SCCV, and SVCC protomatrices all have spatially
coupled structures, can have better error performance than
the proposed JSC-BCs and existing SC-DP-LDPC codes.
Moreover, the SC-JSCCs can obtain channel thresholds
close to the Shannon limit for both low-entropy and high-
entropy sources.

The structure of this paper is as follows. Section [ll|shows the
structure, the encoding method, the protograph-based analysis
method, and the design method of the proposed joint source-
channel block code (JSC-BC). In the same section, the thresh-
olds and simulation results of the newly constructed JSC-BCs
are also presented. In Section we introduce the structure
and encoding method of the proposed spatially coupled joint
source-channel code (SC-JSCC). Based on the JSC-BCs, we
construct some SC-JSCCs. Some error performance compari-
son results are also given in this section. Finally, we give some
concluding remarks in Section [[V]

II. PROTOGRAPH-BASED JOINT SOURCE-CHANNEL BLOCK
CODE

Fig.[2]illustrates the protograph of the proposed joint source-
channel block code (JSC-BC). Compared to Fig. [T which
represents the DP-LDPC JSCC system in [23], Fig. [2] involves
new connections between VNs in the source protograph and
the CNs in the channel protograph. Moreover, it can be
denoted by a joint protomatrix, which is denoted by

— BS B/sccv
B;..., = (stcc B. > , @
where )
Biov = (T, Om,xm.) - (5)
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Fig. 2. Protograph representation of joint source-channel block code.

As defined in Section [l By of size mg x ns; and B, of
size m. X n. are the source protomatrix and the channel
protomatrix, respectively. T,  of size ms X m, is a lower
or upper triangular matrix with “1”s on the diagonal. Bgycc
of size m. X my is the source-variable-channel-check (SVCC)
linking base matrix, which represents the blue connections in

Fig. 2}

A. Encoder

We lift the protomatrix By, to form a large low-density
parity-check matrix with a quasi-cyclic structure in two steps.
Firstly, we lift By, with a relatively small lifting factor
z1 to eliminate all entries with values larger than 1, thereby
obtaining a matrix with only 0’s and 1’s, which is denoted by

:BZ,1 Tm,z Omyz Mez
Bi;w:(Bz B) ©)

svcc

Bz, B, T,,,.,, and BZl . are the matrices obtained by
lifting Bs, B., T,,., and Bgy in the first lifting step,
respectively.

Secondly, we lift Bjiew with a large lifting factor z» to
obtain a large parity-check matrix with a quasi-cyclic structure,

which is denoted by

HJnew _ ( EZVCC HT OmﬁileXmCzlzz ) . (7)

H;__, contains (mg+m.)z; rows and (ns+mn.)z; columns of
sub-matrices. The submatrix in the i-th row and j-th column
is Igg’-j, which denotes a circulant permutation matrix (CPM)
with size zy X 2z obtained by cyclically right-shifting the
identity matrix I, by h; ; columns. The second lifting aims
to maximize the girth (shortest cycle) of the resultant parity-
check matrix.

We use s to denote the source sequence of length 1 x Ny =
1 X ngz122. Entries in s are “0” or “1”. The probability of
“1” in s is denoted by p; and the probability of “0” given by
1—p;. The distribution of “0” and “1” in s follows a Bernoulli
distribution. By using the same linear source compression
method introduced in [23]], we first obtain the compressed
source sequence u of length 1 X My = 1 X mgz;22 based
on ( H, ‘ Hr Op. 220 xmozr 20 ) where H, and Hr are,




respectively, the parity-check matrices obtained by lifting B!
and T, ., in the second lifting step.

Then, we combine s and w as the input for the chan-
nel encoder. Next, we generate parity-check bits based on
( H,. . ‘ H. ), where Hgy.. and H, are the parity-check
matrices obtained by lifting BZl.. and BZ!, respectively.
The parity-check bits and w (except punctured nodes) are
transmitted over the channel. The overall code rate of a JSC-
BC is R = ny/(n. — n,), where n, denotes the number of
punctured VNs in B..

B. Calculation of source thresholds

In [16]], a source protograph extrinsic information trans-
fer (SPEXIT) algorithm is applied to calculate the source
threshold of a double protograph with no connections between
VNs in the source P-LDPC code and CNs in the channel P-
LDPC code. In [13], a generalized source protograph extrinsic
information transfer (GSP-EXIT) algorithm does not consider
the case with punctured variable nodes. Thus both algorithms
are not suitable for calculating the source thresholds of the
proposed JSC-BC. Here, we propose a general algorithm,
called the untransmitted protograph-based EXIT (UP-EXIT)
algorithm, for calculating the source threshold of the pro-
posed JSC-BC. We denote the submatrix corresponding to the
untransmitted VNs (i.e., source VNs and punctured channel
VNs) by By, i.e.,

BS Bls:)ccv
B, = <BSVCC BP > ; ®)

B;CCV
B. ) and

corresponds to the n,, punctured channel VNs. As shown in
Fig. we assume that the punctured VNs in the channel
protograph are located at the first n, VNs of the channel
protograph.

We define the following parameters.

eV = {V,Va,...; Vs 4n.} denotes the set of VNs in

Jnew’

o C={C1,C4,...,Chy tm,} denotes the set of CNs;

e In vc(i,j) denotes the a priori mutual information
(AMI) from the j-th VN € V to the i-th CN;

o Ip cv(i,j) denotes the AMI from the i-th CN € C to
the j-th VN € V;

e Iy cv(i,j) denotes the extrinsic mutual information
(EMI) from the i-th CN € C to the j-th VN € V;

e Ig vc(i,j) denotes the EMI from the j-th VN € V to
the i-th CN;

o Iapp(j) denotes the MI between the a posteriori proba-
bility log-likelihood ratio (APP-LLR) of the j-th VN € V
and its corresponding symbol.

BE,
where (BECCV) denotes the first 7, columns of
C

We use pyp, to denote the source threshold, i.e., the maximum
value of p; which allows Iapp(j) (G = 1,2,....,ns + nyp)
reaching “1” when the channel information is perfect.

In the traditional joint protograph-based EXIT (JP-EXIT)
algorithm [17]], the whole protomatrix By, is considered. In
evaluating the source thresholds of the JSC-BCs, the channel
information is assumed to be perfect. In other words, we

can assume that (1) In vc(i,j) = Igve(i,j) = 1 for
1=1,2,...,mst+me,j =ns+np+1,ns+np,+2, ..., ns+ng;
and (ii) Iapp(j) =1 for j = ns +ny +1,...,ns + n.. Based
on the above, the equations in the JP-EXIT algorithm can be
simplified. (9) and (TI0) show the simplified equations used in
the UP-EXIT algorithm. Note that only the untransmitted VN,
i.e. source symbols and punctured VNs, and their connected
CNs need to be considered in the calculations.

1) EMI transmitted from VNs to CNs is calculated by

Ie_ve(i,j) =
w(ei,j)JBsc< > 6¢’,j[J71(IA_CV(i/J))]ZJF
il #i
(eij — D[J  Taev(i,9)))% 1 |,
7=1,2,...,ns Vi, 9
w(eiﬁj)J< > ey T Taev (@, 5))?
i’ #i

+(eig = DI (Taev (@ 5)]? )

j=ns+1,...,ns+ np; Vi,

where e; ; denotes the (i, j)-th entry in By,. 9(e; ;) =0
when e; ; = 0, otherwise 1(e; ;) = 1. The definitions of
Jesc(-), J(-), and J~1(-) are given in [13].

2) EMI transmitted from CNs to VNs is updated by

Ie_cv(i,j) =

(e ) (1 - J<

+(ei; — DI = IA_VC(Z}J'))]2>>,
i=1,..,ns+ np;Vi.

3) MI between the APP-LLRs of VNs and their correspond-
ing symbols is calculated by

Z e, [T (1 = Iave(iy 5')))?

i’ #i (10)

Isppr(j) =
JBsc <Z 6m’[J_I(IA_CV(ivj))]Q,p1> ;
ji=1,2,....ns,
J<\/z ei,j[w(m_cv(i,j))]?),

j=ns+1,...,ns+n,.
)

Algorithm [1] shows the process of obtaining p, by using
the UP-EXIT algorithm, which is relatively simple compared
to the JP-EXIT algorithm. The whole matrix B;__ used in

JP-EXIT can be reduced to B, for UP-EXIT (B, is the sub-
protomatrix corresponding to the untransmitted VNs).

Algorithm 1 UP-EXIT algorithm based on B, to find py,.

Given a sub-protomatrix B,, shown in (B]), set the maximum
number of iterations [, step size p;, and tolerance value
6 (0 = 107 in this paper).

Set | =1 and bg,, = flase.

Use a sufficiently large p; < 0.5.




Start of UP-EXIT algorithm
while bg., = flase do
Set Iy v,c(i,7)=1a_cv, (4, 5)=1Ir_cv, (i,
=0and Iapp(j) = 0,7 =1,2,...,
- Ng + Np.
Set [ = 1.
while [ < [,,,4; and bg.s = flase do
Update MI from VNs to CNs by calculating (9).
Set In_v,c(i;j) = Te_v,c(i, j) Vi, J.
Update MI from CNs to VNs by calculating (T0).
Set Ix_cv, (4,5) = Ie_cv, (i, 7) Vi, J.
Next, calculate Iapp(j) by (TI).

ns+nyp

if Z (17]App(j))<9 then

ms + Me, ]:1, 2,

Set pen = p1 and bgag = true.
End of UP-EXIT algorithm
else
Setl=10+1.
end if
end while
if bgag = false then
Set p1 = p1 — p1.
end if
end while

C. Code Design and Results

In this section, we construct some JSC-BCs for low-entropy
and high-entropy sources. Source thresholds and channel
thresholds can be calculated by using the UP-EXIT algorithm
and JP-EXIT algorithm in [17], respectively. The UP-EXIT
algorithm requires the use of only the sub-protomatrix cor-
responding to the untransmitted VNs; whereas the JP-EXIT
algorithm requires the use of the complete B, .. In designing
and optimizing Bj__ , we apply some existing design rules for
DP-LDPC codes [17]], [[18]], [33]] and fix the elements of some
columns so as to restrict the search space and to reduce the
search time. As a result, we only need to design elements in
columns corresponding to the untransmitted VNs in Bj, . .
Algorithm [2 shows our code design algorithm. Since the sub-
protomatrices used in UP-EXIT are small, it is easier and faster
to find candidate codes with high source thresholds in Step [)).
Then, we can find a code with a low channel threshold among
these codes in Step [2).

Algorithm 2 Optimization of JSC-BCs

Step 1) Based on the UP-EXIT algorithm, we further use
the differential evolution (DE) algorithm [13]] to
find high-source-threshold sub-protomatrices corre-
sponding to the untransmitted VNs.

Step 2) Among the candidates found in Step|[I)), we perform
the JP-EXIT algorithm to further find the codes
with low channel thresholds. Finally, we select the
code with a low channel threshold and a high
source threshold.

We compare the following four types of codes. Here,
B.... = (Tms Omsxmc), Bicov = (Ims Omsxmc), and

scev
Bgycc is a non-zero protomatrix.

7)=Ir v.c(i,7)

i) Type-I — the proposed JSC-BC in this paper shown in
B. B

@’ 1.€., BJnew = <stcc BC >
ii) Type-II — the DP-LDPC code Bf] = OBS ESCCV)
ch s 5

proposed in [23] and shown in (3). BY; Opt?) and BY %itl

proposed in [23] are codes with structures like B

iii) Type-Ill — the DP-LDPC code B; =
o RE). BRSO Do) BYOL, 120 and
( S1,BC1K) in [18]] are codes with structures like Bj.
iv) Type-IV — the DP-LDPC code B? — B BSCCV)
. BSVCC BC
proposed in [32]. B [21), B . [20],
(By3, B”"°) [33], B; and By in [13], B""*

[21]], and BO Oﬁew2 [20] are codes with structures like
B7j. Here, B1 denotes the code consisting of (25) and
(26) in [13]; and (25) and (26) in [13|] form B and

Biccv in Bj, respectively; and the first three VNs in
the SVCC linking base matrix of B; are of degree-2.
Similarly, B, denotes the code consisting of (19) and

(25) in [13]]; and (19) and (25) in [13] form By and
Biccv of B3, respectively; and the {1,3,5, 7}-th VNs
in the SVCC linking base matrix of By are of degree-2.

1) Low-entropy sources: In this section, we design some
codes for low-entropy sources.
Example #1: We consider the DP-LDPC block code designed
at py = 0.01 in [23], which is denoted by By} 5 in (12).
Firstly, we add connections between VNs in B! and CNs in
B2-01, We apply the differential evolution (DE) algorithm [13]
based on the JP-EXIT algorithm to optimize these connections,
aiming at obtaining a code with a low channel threshold.
Additionally, the code obtained should have a higher source

threshold than B§! ) pt3- Subsequently, we obtain BOp:wom in

(2.

Bgsoapw: 3)::\,_0.01 =
11213131{10000 1121313110000
12121212(31000 and 1212121231000
0000000030100 0000303030100
0000000012011 0000000012011
0000000021011 0000000021011

Secondly, we optimize By, using Algorithm 2l We aim
to find a code with a high source threshold and a low channel
threshold given p; = 0.01. We fix the elements corresponding
to the transmitted channel VNs in Bj, ., which include a
column with weight-1, two columns with weight-2, and a
column with weight-3. Additionally, one VN in By is assigned
with weight-2. Subsequently, we obtain
1 0 000
z 1 000
z 0 100 ],
£0(1)011
z1(0)012
where z’s denote the entries to be determined. As can be seen
in (I3)), «’s are located in the four sub-protomatrices (source
protomatrix, channel protomatrix, SCCV linking protomatrix,

lzxzxzrzaxcx
lerzxxxrxzxzx
Ozxrxzrxzrzaxxzx
Orxzrxxrxx
Ozxrxzrzzrzaxzxzx

B ew = (13)




TABLE I
CHANNEL THRESHOLDS AND SOURCE THRESHOLDS OF DIFFERENT CODES AT p; = 0.01. THE SHANNON LIMIT EQUALS —12.02 dB.
optl opt2 0.0 BO 01 BO 01
Code Tnew.0.01 | Blrewoor || Bisopts 231 | (75 fable 11 | (0] Tabio 1]
(Es/No)tn (dB) —9.787 —10.170 —9.734 [ —9.324 —9.725
Pth 0.041 0.084 0.028 0.028 0.028
TABLE II
CHANNEL THRESHOLDS AND SOURCE THRESHOLDS OF DIFFERENT CODES AT p; = 0.04. THE SHANNON LIMIT EQUALS —7.00 dB.
Code optl opt2 B0'04 (23] (leyBcl) in Bopti_4 [21] (BO Oiewz)
Jnew_0.04 Jnew_0.04 J_optl 18} Table I] J [20} Table 1]
(Es/No)tn (dB) —5.202 —5.880 —5.267 —5.135 —5.568 | —5.729
Pth 0.137 0.217 0.082 0.063 0.137 0.129

and SVCC linking protomatrix) of By, . . The maximum value
of x is set as 3. The first VN in the channel code is the
punctured VN and its degree should be the largest. As shown
in [23]], the decoding complexity is related to the maximum
row weight. (Unless otherwise stated, we use the joint BP
algorithm [21] to decode the JSC-BC codes.) Based on our
observations of existing DP-LDPC codes designed at p; =
0.01, we set the maximum row weight to 16 as to maintain
the same decoding complexity as (I2). By using Algorithm
2] to search for z’s in (I3), we obtain

1333011010000
1122122131000

@2 =|0032000030100 (14)
- 00001001{11011
0000100120012

Table [[] compares the source and channel thresholds of
JSC-BCs designed at p; = 0.01 and state-of-the-art DP-

LDPC block codes designed at p; = 0.01 [19], [20], [23].
We can see that BOpt2 o0 has a lower channel threshold
and a higher source “threshold than BOptl 001 j’f:i oon

also achieves lower channel thresholds and higher source
thresholds than state-of-the-art DP-LDPC block codes. Fig. 3]
plots the source symbol error rate (SSER) performance
of these codes under different E;/Ny (in dB). E /Ny
denotes the average-energy-transmitted-per-source-symbol-to-

noise-power-spectral-density. We can see that BOpt2 o0t has
the best error performance among all codes. BOPZ?V or has a

gain of about 0.12 dB over B}> il at an SSER of 1076, It
has gains of about 0.25 dB over ng opts 23] at an SSER

of 1076, BOptl , also has better error performance than
B s The "SSER results are consistent with the theoretical
channel thresholds given in Table [I|

Example #2: We consider the code designed at p; = 0.04 in

[23], which is denoted by B$-%2 ., in (T5). Similar to Example

#1, we firstly add and optimize connections between VNs in
B?%* and CNs in B%%%, and obtain B! in (T3).
S new_0.04

optl
Jnew_0.04

1112(1
1221

Bj

and (15)

0.01
—e- BJ}7017\3 [23]

0.01 [20]

J-new

-—- B

- B°°‘ [19]

opt2

—4— B

“new 0.01
opl

e B

new_0.01

SSER

E/N, (dB)

Fig. 3. SSER performance comparison between BOp bl °pt2

and state-of-the-art DP-LDPC block codes at p; = 0. 01 T?le ]hftmg factor 18
z = z122 = 4 x 400 = 1600.

Secondly, we optimize By, using Algorithm [2] We aim
to find a code with a high source threshold and a low channel
threshold given p; = 0.04. Similar to Example #1, we fix the
elements corresponding to the transmitted channel VNs and
the elements corresponding to one source VN, and we obtain

10000
z 1 000
z 0 100
z0(1)011
z1(0)012

lzxzx
lxzx
Ozxx
Oxzxzx
Ozxx

B} = (16)

Based on our observations of existing DP-LDPC codes de-
signed at p; = 0.04, we set the maximum row weight to 8 as
to maintain the same decoding complexity as (I3). By using
Algorithm 2| to search for z’s in (I6), we obtain

opt2
Jnew_0.04

an

Table |l] compares the source and channel thresholds of
the constructed JSC-BCs and state-of-the-art DP-LDPC block
codes designed at p; = 0.04 [18]], [20], [21]], [23]]. We can see



TABLE III
CHANNEL THRESHOLDS AND SOURCE THRESHOLDS OF DIFFERENT CODES AT p1 = 0.10 AND p; = 0.20.
D1 0.10 0.20
Code optl opt2 (B Bopt73) 133] B, [13] Bopti,?) le1] (B?‘Oﬁewg) optl opt2 B [13]
Jnew_0.10 Jnew_0.10 I3, 1 1 1 J 1 [20/) Table 1] Jnew_0.20 Jnew_0.20 E
(Es/No)tn (dB) —2.333 —2.595 —1.556 —1.581 —1.996 | —1.218 1.048 0.831 2.322
Pth 0.137 0.171 0.159 0.160 0.144 0.129 0.334 0.288 0.283
The Shannon limit (dB) —3.392 —0.654
10" 10° :
— BO .04 [23] —*- B()prl
new—0.10
-o-(le Bcl) [18] Boplz
0.04
B [20] s new-0.10
A [33]
—— Bopnj [21] 13
] -e- B, [13]
—o- B 21]
0.04
5 ES BJ*newZ 20]
2 ] 2
n 4
7 L L L L L
- - 103 25 -2 -15 -1 -0.5 0
E/N, (dB) E/N, (dB)
optl Opt2 Fig. 5. SSER performance comparison between BDptl OptZ ,

Fig. 4. SSER performance comparison between Bj
and state-of-the-art DP-LDPC block codes at p; = 0. 04e T?le4llft1ng ?ac‘tor 1s
z = z122 = 4 x 800 = 3200.

that B01Dt2 0.4 achieves lower channel thresholds and higher

source threshold than BOptl 004 &nd state-of-the-art DP-LDPC
block codes. Fig. @plots the SSER performance of these codes.
We can see that B0pt2 004 has the best error performance
among all codes. BOp 0.0, has a gain of about 0.75 dB over

3?3004 at an SSER of 1075, It has gains of about 0.1
dB and 0.3 dB, respectively, over BJ-%% . [20] and B{*"-*
[21] at an SSER of 10~%. Note that BOptl .00, has a worse
error performance than B(J) %‘;ﬂ 231, Wthh is consistent with
its theoretical channel threshold being higher than that of
BY%1;1- The results indicate that by directly adding a non-zero
SVCC linking base matrix to an existing DP-LDPC code, the
channel threshold and error performance of the resultant code
may become worse even though its source threshold becomes
higher.

2) High-entropy sources: In this section, we design some
codes for high-entropy sources.

Example #3: According to Shannon’s coding theory,
RH (p1) < 1, where H(p1) = —p1logy p1 — (1 —p1) logy (1 —
p1) is the source entropy. When H(p;) is relatively large,
R needs to be relatively small. In this paper, we set p; =
0.10,0.20 and R = 1. Firstly, we optimize the SVCC linking

and existing DP-LDPC block codes at p; = 0.10. The h'ftmg factor hrat

z122 = 4 x 800 = 3200.

base matrix based on (T3) and obtain

optl _
Jnew_0.10

optl
Jnew_0.20

1112

and (18)

for p; = 0.10 and p; = 0.20, respectively.
Next, by using Algorithm 2] we search for z’s in (16) given
p1 = 0.10 and 0.20, respectively, and obtain
opt2 _
Jnew_0.10
1030
111
000
020
002

opt2
Jnew_0.20

and (19)

1
0
1
1

Table ! lists the source and channel thresholds of BOptl o0t
BOSZi o1 and existing DP-LDPC block codes with non-zero
SVCC linking base matrices [13]], [20], [21], [33]] at p; = 0.10.
It can be seen that given p; = 0.10, BOpu o1, have lower
channel thresholds than BOptl and exrstmg DP-LDPC
codes. Fig. 3 plots the SSER performance of these codes. The
two new codes BOpt oo and BOPt2 o0 have a maximum gain
of around 1.7 dB and a minimum gain of about 0.5 dB over
the existing codes at an SSER of 1076, BOpt2 oo has better
error performance than BOptl . The SSER results are also

w_0. O
consistent with the theoretlcal thresholds in Table [T




SSER

2 2.5 3
ES/NO (dB)
opt2

Fig. 6. SSER performance comparison between B°P'!

.. Jnew 0.207 " JInew_0.20°
and an existing DP-LDPC block code B2 at p1 = 0.20. T%e lifting factor 1s
z = z122 = 4 x 800 = 3200.

Table [ also lists the source and channel thresholds of
optl °pt2  "and B, (a DP-LDPC block code with

Jnew_0.20” 7 Jnew_0.20

a non-zero SVCC linking base matrix in [13]) at p; = 0.20.

It can be seen that given p; = 0.20, Bort and B°P*?
Jnew_0.20 2 Jnew_0.20
achieve lower channel thresholds than Bs. B?;@ 4o has a
Jpew.o.

channel threshold 0.217 dB lower than BY’" = . Fig. @
plots the SSER performance of these codes. The new codes

gp:i 4 and B(jp:?v 4.0 Significantly outperform the existing
one B,. Moreover, ]_33":3 4o has a gain of more than 0.15
dB over B*"! at an SSER of 107C.

Based on the examples above, we can observe that our
proposed codes outperform the other three types of codes. It
is because the design of our proposed code structure is more
flexible and is therefore more likely to find a code having good
thresholds and good error performance.

III. PROTOGRAPH-BASED SPATIALLY-COUPLED JOINT
SOURCE-CHANNEL CODE

In [29], a source spatially coupled protograph-based LDPC
(SC-P-LDPC) code and a channel SC-P-LDPC code are con-
catenated. In [30], a source SC-P-LDPC code and a channel
SC-P-LDPC code are spatially coupled by using a spatially-
coupled SCCV (SC-SCCV) linking (base) matrix; in other
words, the source SC-P-LDPC code and the channel SC-P-
LDPC code are not connected in a simple cascading rela-
tionship. In this paper, we propose a new type of spatially
coupled joint source-channel code (SC-JSCC). In the proposed
SC-JSCC, a source SC-P-LDPC code and a channel SC-P-
LDPC code are not only spatially coupled by a SC-SCCV
linking (base) matrix, but also by a spatially-coupled SVCC
(SC-SVCC) linking (base) matrix. By doing this, we aim to
improve the source threshold without changing the source
compression rate or increasing the syndrome former memory
of the source SC-P-LDPC proposed in [29].

Fig. |/| shows the protomatrix of the proposed SC-JSCC
Brp and the corresponding parity-check matrix Hyp formed

by lifting Brp twice. mg, my, me, and mg, respectively,
represent the syndrome former memories of the source SC-
P-LDPC code, the channel SC-P-LDPC code, the SC-SCCV
linking matrix, and the SC-SVCC linking matrix. L and L.,
respectively, denote the coupling lengths of the source and
channel SC-P-LDPC codes. When L, and L. are finite, the
corresponding code is called spatially-coupled joint source-
channel (SC-JSC) terminated code. When both L, and L.
tend to infinity, the SC-JSCC becomes a spatially-coupled
joint source-channel convolutional code (SC-JSC-CC). For the
SC-JSC-CC, its overall code rate Rcc = R. For the SC-JSC
terminated code, Rtp = Ls/L. - Rce < Rec.

The sub-base matrices Bs, (¢+ = 0,1,...,mg), B, (¢ =
0,1,...,mq), and Bgye, (2 =0,1,...,m3) can, respectively,
be constructed from Bg, B, and By in By,. @). More-
over, they need to satisfy > Bs, = By, >.."', B., = B,
and > Bgveo, = Bavee [34]. We further require B, =
(Bmoxm, Tm.), where By, xm, is a base matrix of size
me X mg and T, of size m. X m. denotes a lower or
upper triangular protomatrix with “1”s on its diagonal such
that linear encoding can be implemented. For the SC-SCCV
linking matrix, we require By, to have the same structure
as B/, (ie., = (Tn, 0))in By, @ so as to allow
linear source compression. We can divide the proposed SC-
JSCC into two categories based on the sub-matrices of the
SC-SCCV linking matrix:

1) Type-I — all Bgeey, (2 =1,2,...,mg) are zero matrices;
2) Type-II — not all Bgeeey, (¢ = 1,2,...,m9) are zero
matrices.

Remark: For Type-II SC-JSCCs, the corresponding DP-LDPC
block codes may not exist. Given a set of Bgcy, (¢ =
0,1,2,...,mgz), where Bycey, = (Trn, 0) and not all Byccy,
(i =1,2,...,my) are zero matrices, » . Bycey, may not obey
the structure of B, in By . @), i.e., consisting of a lower
or upper triangular protomatrix of size mg X ms with “1”s
on the diagonal and a zero matrix. Therefore, we do not base
on B/ ., to construct the SC-SCCV linking base matrix for

scev

Type-II SC-JSCCs.

new

A. Encoder

At time t (= 0,1,2,...), the source sequence of size
1 X nsz (z is the overall lifting factor) is denoted by s;. The
compressed source sequence of size 1 X mgz is denoted by
c; at time t. The parity-check bit sequence of size 1 X m.z
for channel encoder is denoted by p, at time ¢. The channel
codeword sequence of size 1 X n.z is denoted by v; at time .
We assume my = my = me = mg to simplify the explanation.

At t = 0, we generate the codeword v, based on the input
so and the parity-check matrix

So \ vy = [co  Po
HSO ‘ HSCCVO bl
HSVCCQ ‘ HCO
where Hg, Hc,, Hscev,, and Hgec, are, respectively, on the

1st block rows of HYp, HTp, HYS', and HTS® in Fig.
Hgcov, is formed by lifting Byeev, = (T,  0) twice. We

(20)
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Fig. 7. Protomatrix and parity-check matrix of proposed spatially coupled joint source-channel codes are denoted by Brp and Hpp, respectively. When
L and L. are infinite, the corresponding code is called spatially coupled joint source-channel convolutional code

can obtain vy by using the similar encoding method as de-
scribed for the JSC-BC in Section[[I-A] Firstly, ¢ is computed
based on sg and (Hs, | Hscev,) by using the linear source
compression [23]. Then, pg is computed based on (i) ¢y and
so; and (i) (Hgyec, | He,) by using linear encoding method.
(Recall that Hy, is formed by lifting Bc, = (B, xm. Tm.)
twice.)

At 0 < t < my, the source sequence s; is input into the
encoder. v; is generated by using the similar encoding method
as described in Section [[I-A] based on the known s, ..., s;
and v, ..., v;—; and the following parity-check matrix

So si-1 st |wo cvir v = [er pi

Hst ° Hsl HS() ‘Hsccvt"'Hsccvl‘Hsccvo 3 (21)
Hsvcct"'Hsvcclevcco‘ Hct : Hcl ‘ H
where Hg,, Hc,, Hgeey,, and Hgyee, (¢ = 0,1,...,1) are,
respectively, on the (¢£41)-th block rows of H7.p, BN
and HYS® in Fig.

Att > mg (myg <t < Lg— 1 for SC-JSCCs), the source
sequence s; is input into the encoder. v; is generated based
on the known S¢_y,,,...,8¢ and vi_p,,...,v:—1 and the
following parity-check matrix

€0

C
TD>

St—mg " St—1 St ‘vt—mg | "Ut = [Ct Pt}
Hsmo e Hsl Hso ‘Hsccvm2 o 'Hsccvl‘Hsccvo 5
Hsvccm3 o 'Hsvcc1 Hsvcco‘ Hcm1 : Hcl ‘ Hco

(22)
where Hg,, H¢,, Hocev,, and Hgyee, (¢ = 0,1,...,mo and
mog = my = ma = mgy) are, respectively, on the (¢ + 1)-th
block rows of HYpy, HSp, HYSY, and HYS in Fig.

When SC-JSCCs are terminated, vy, _, ..., vy, are generated
without any new inputs.
1) Firstly, we continue to generate the channel codewords

Vr,, .- VL, +mo—1. Specifically, we generate vy _14;

2)

1,...,mg) based on the known S __ym—145, s
wwr Ur,—24; and the following

G
SLsfl’ ’ULS,m2,1+j,
parity-check matrix

VL, —24+50L. ~14;

SLy—mo—1+4j -+ SLy—1VLi—my—14j - --

Hsmo e Hsj ‘Hsccvm2 .. -Hsccvl‘Hsccvo 5
Hsvccm3~-~Hsvch" Hle . Hcl ‘ Hco

(23)

where (Hsmo, o Hy,), (Hsvccm3, wos Hyyee, ), He,, and

Hoeov, G = 0,...,mg; mg = m1 = mg = mg3) are,

respectively, on the (Ls + j)-th block rows of HYp,
HYS°, HSp, and H5E in Fig. m

Secondly, extra channel codeword sequences vy, im,,
VL. +mo+1, ***» UL, (consisting of mainly parity-check
bits) are derived based on the remaining part of
H5p shown in the black dashed frame of Fig. [/}
i.e., Hiemaining. We define Lextra as the number of
block columns added after the block column corre-
sponding to vp,ym,—1 (.e. after the (Ls + myo)-
th block column of H%p). To ensure that encod-
ing could be performed based on Hicmaining and the
known vr, tmg—mis VL, 4mo—mi4+1," " > VL, +mo—1, the
number of parity-check equations in Hycmaining should
be no more than the number of variable nodes in

VL, +mos VL. 4mo+1s" " »VL.—1, 1.€.,

mc(Lextra + ml) — Mall-zero < NeLextras (24)

where m)1-4ero denotes the number of all-zero block rows
in Bremaining, Which denotes the remaining part of BSp,
shown in the black dashed frame of Fig.[7} In other words,
Lextra should be the smallest integer selected such that
(29) is satisfied. Finally, we can calculate the channel
coupling length using L. = Lg + mg + Lextra-



TABLE IV
CHANNEL THRESHOLDS AND SOURCE THRESHOLDS OF DIFFERENT CODES AT p1 = 0.01. THE SHANNON LIMIT EQUALS —12.02 dB.

BYT, BYRL, BYSL, BYRL, BT o | BYEL.
w 6 8 6 B 6 6 B None 6 8
(Es/No)en (@B) | —9.099 | —10.795 | —11.087 | —11.112 | —10.646 | —10.850 | —11.104 | —11.153 | —10.170 | —11.022 | —11.112
Pth 0.045 0.046 0.045 0.046 0.091 0.095 0.091 0.095 0.084 0.031 0.032
B. Sliding window-based decoder and threshold analysis Ot S L2 SLose Lod Lo VLo Lot UL Uk
We apply a sliding window-based joint BP algorithm to
decode the proposed SC-JSCCs and use w to denote the
window size. As the blue dashed frames shown in Fig.
S C SCCV
w block rows and block columns of H%.,, HSp, HYE', and
H=5° are included in a window. We can regard the protomatrix
in a window as a JSC-BC and use the joint BP algorithm in =i =

[21] to decode the first nsz source symbols in the window,
which are defined as the target symbols. In the next decoding
timeslot, the window will slide to the right and downward, i.e.,
moving from the blue dashed frames to the red dashed frames
in Fig.[7] and so on. Moreover, all updated log-likelihood ratio
(LLR) messages and previously decoded source symbols and
channel codewords would be used to facilitate decoding the
source symbols and channel codewords in the current window.

The decoding differs slightly from previous decoders when
the last window is reached. The last window contains the last w
block columns and their connected rows of the source SC-DP-
LDPC parity-check matrix (i.e., the last w + mg source block
rows), the last w 4+ mg block columns and their connected
rows of the SC-SCCV linking parity-check matrix (i.e., the
last w + mg SC-SCCV block rows), the last w + mg + Lextra
block columns and their connected rows of the channel SC-
DP-LDPC parity-check matrix, and the last w block columns
and their connected rows of the SC-SVCC linking parity-
check matrix (i.e., the last w + ms SC-SVCC block rows).
For example, if we assume mg = m; = mo = m3 = 1 and
w = 3 and the decoding of the second to last window has
been completed, which means sy, _4 has been decoded based
on sub-protomatrices in the blue frames shown in Fig. [§] Next,
blue frames slide to the right and downward to the last window,
denoted by red frames in Fig. [§] The red frames include all
remaining sub-protomatrices.

Using the joint BP algorithm, we decode all the source
symbols in the last window. Also, decoding in the last window
can be facilitated by previously decoded source symbols, chan-
nel codewords, and some messages updated in the previous
window.

As mentioned above, we can regard the protomatrix in a
window (w block rows and block columns of By, BSp,
BYES', and BT in the blue dashed frames in Fig. [/) as a
JSC-BC. We therefore can use algorithms for calculating the
channel and source thresholds of a JSC-BC to calculate the
channel and source thresholds of a SC-JSCC, i.e., the JP-EXIT
algorithm [17] and UP-EXIT algorithm, respectively. When
the MI between the APP-LLR of the first ng, VNs in a window
and their corresponding symbols reaches “1” or the maximum
number of iterations is reached, the algorithms will stop.

Fig. 8. The last decoding window is specified by the red frames when mgo =
mi1 =mo =m3 =1and w = 3.

C. Results and discussions

In this section, we construct some SC-JSCCs from JSC-
BCs using the differential evolution (DE) algorithm [13]].
When calculating the thresholds for SC-JSCCs, JSC-BCs, and
SC-DP-LDPC codes [30f], we set the maximum number of
iterations to 200.

When simulating the SSER performance of SC-JSCCs and
JSC-BCs, we assume that both decoders have the same de-
coding latency, i.e., both the block decoder and the window
decoder need to receive the same number of channel inputs
before starting the decoding process [29]]. We set the maximum
number of iterations for JSC-BCs to 200 while using the
syndrome checking to terminate the iteration early. In the
decoding of SC-JSCCs and SC-DP-LDPC codes, the iterations
will not be stopped until the maximum number of iterations
is reached. Thus, we set the maximum number of iterations to
100 for SC-JSCCs and SC-DP-LDPC codes in order to reduce
the simulation time. Note that adjusting the maximum number
of iterations from 100 to 200 for SC-JSCCs and SC-DP-LDPC
codes may result in improved error performance compared to
the simulation results presented in this section.

1) Low-entropy sources: We design some SC-JSCCs for
low-entropy sources.
Example #4: When p; = 0.01, we first construct a SC-JSCC

based on B}’p:i oor 0 ([2). We start by setting mo = m; =
ms = 1 and my = 0. The source SC-P-LDPC protomatrix
and the channel SC-P-LDPC protomatrix are to be the same

as the SC-DP-LDPC code BOT‘]%{]SW in [30], which are obtained




based on By .5 in (T2). We thus obtain

BO,,01::(()0011021),130;01:(11202110)
SU ’

s 00011101 12110111
00000 30100
B)%'=(11001 |;B}"=[01010 Bl?’*<§?888)3
! 20010 0 01001 Yo
00002010 00001020
20, = 100000000 ;B = 100000000 |;
! 00000000 0 00000000
(25)

and we denote the corresponding SC-JSCC by B! . Next,
we set mo = 1 and use the DE algorithm to construct the SC-
SCCV sub-protomatrices based on B0 oL, B0 01 and B0 01
(z =0,1) shown in 23} to form a new SC JSCC We set the
maximum row weight of the SC-JSCC no larger than that of
optl to control the decoding complexity. The SC-SCCV

Jnew_0.01
linking sub-protomatrices obtained are

10000
B2 = (50007 ) B = (5
and the corresponding SC-JSCC is denoted as B}P! .
Secondly, we start by setting myo = m; = m3 = 1 and
my = 0, and construct source sub-protomatrices BJ:°! and
BY:°!, channel sub-protomatrices B2:*" and BY:**, and SC-
SVCC sub-protomatrices BY:0! and BO 01 pased on the JSC-

oto svceo sveey
BC B7"”  (14). We obtain

B0 — (01220000) B0 — <12110110>

10020100 01201121
10000 20100
B20'=[10001 |; B%'=[01010 B&%f<é?888)
00000 20021
00220000 00100000
B2 = (00000001 |;B%% = (00001000 |;
00001000 00000001
(27

and we denote the corresponding SC-JSCC as BY! .

Then, we set mo = 1 and use the DE algorithm to construct
the SC-SCCV sub-protomatrices based on B2-%1, B!, and
BY2L (i =0,1) shown in to form a new SC-JSCC. We
set the maximum row weight of the SC-JSCC no larger than
that of BoftQ o0, to control the decoding complexity. The SC-

SCCV linking sub-protomatrices obtained are

10000 10000
B&%1::(000:10> B&%O::(21()00>

and the corresponding SC-JSCC code is denoted as B! .
Table [[V] lists the source thresholds and channel thresholds
of the new SC-JSCCs, BS**>  (with best error performance
among block codes), and BQD [30]. We have the following
observations: i) The channel thresholds of Type-1I SC-JSCCs,
namely B}P!  and BYJ!  differ within 0.05 dB between
window size w = 6 and w = 8§; ii) The channel thresholds
of Type-I SC-JSCCs, i.e., B3}' and BYJ! , as well as the
SC-DP-LDPC code BOTgl [30], exhibit a larger difference
between window size w = 6 and w = = §, ranging from 0.09
dB to 0.8 dB; iii) BO 01 at w = 8 has a channel threshold

(28)

of 0.041 dB lower than B! at w = 8; iv) All SC-JSCCs
with w = 8 have lower channel thresholds than the JSC-BC
code B} o0t V) BYD, and B! have the highest source
thresholds among these codes.

Fig. 0] shows the SSER performance of the SC-JSCCs and
the SC-DP-LDPC code Bfp! ~when w = 6 and w = 8.
For w = 8, we set z = 4 x 50 = 200. For w = 6, we
set z =4 x 67 = 268. w and z are set to maintain a similar
code length in each window and to achieve a similar decoding
latency as the JSC-BC BOlotz oo Fig. @ also presents the
SSER performance of Boi’:i o0, for comparison. We have the
following observations. o

i) Type-I SC-JSCCs, i.e., BYD! and Byl , as well as the
SC-DP-LDPC code Bfp!  [30] with w = 8 have better
error performance than that with w = 6. Their channel
thresholds with w = 8 are lower than those with w = 6.
Type-II SC-JSCCs, namely B! and BY3! at w =6
have better error performance than those at w = 8. Their
channel thresholds at w = 6 and w = 8 are very close.
Additionally, the lifting factor at w = 6 is larger than that
at w = 8. This suggests that the performance difference
is not solely dependent on the channel threshold and
indicates the importance of considering the lifting factor
along with the channel threshold for a given window
size so as to achieve good error performance in scenarios
where the code lengths are similar within a window.

ii) Type-II SC-JSCCs, i.e., B§2! and B}P! at w = 6 have
better error performance than BO Ol atw =6and w =
8 and the JSC-BC BOpt2 oo When ES/NO is large.

iii) BE3L at w =6 has the best error performance among
all codes.

iv) All codes do not suffer from an error floor caused by
the source compression because of their large source
thresholds relative to p; = 0.01.

v) Table shows that except for B0 01 at w = 6, other
SC-JSCCs designed at p; = 0.01 have lower channel
thresholds than BOpt2 oo Fig. @ shows Boi’:i oo, has
better SSER performance than B0 01 with w = 6.
However, other SC-JSCCs achieve s1m11ar Or even worse
error performance than BOpt2 oo in low E /Ny region
although they have better theoretical channel thresholds.
One of the reasons for this phenomenon is that error
propagation has been observed in the SSER simulation
results of SC-JSCCs, especially in the low E/Ny region
where the probability of error occurrence increases sig-
nificantly. Once an error occurs, it will propagate to and
cause errors in subsequent time slots. Error propagation
will degrade the performance of SC-JSCCs. Unlike SC-
JSCCs, JSC-BCs are not affected by error propagation.
Moreover, in addition to the window size w, the lifting
factor z also affects the error performance of SC-JSCCs.
In Fig. 9] the lifting factor value of JSC-BC is w times
that of SC-JSCCs. The error performance of SC-JSCCs
is collectively influenced by factors such as w, error
propagation, and z.

Example #5: When p; = 0.04, we first construct a SC-JSCC

optl
B Jnew. -0.04

based on (13). We begin by setting mg = m; =



TABLE V
CHANNEL THRESHOLDS AND SOURCE THRESHOLDS OF DIFFERENT CODES AT p1 = 0.04. THE SHANNON LIMIT EQUALS —7.00 dB.

0.04

0.04 0.04 0.04 opt2 0.04 T
Code BTD11 BTD12 BTD21 BTD22 BJECW 0.04 Brpyew 139
w 6 6 None 6 8
(Es/No)tn (dB) —5.386 —6.120 —6.390 —6.430 —5.547 —6.365 —6.442 —6.476 —5.880 —6.311 —6.441
Pth 0.129 0.150 0.129 0.150 0.394 0.394 0.394 0.394 0.217 0.084 0.091
) —1
10 }‘ i T T 10 ;
1074 _o- BO'O' w=6 1 10 h-4- BIY w=6 4
—-— angl = | —— Bﬂﬁ?] w=8
10 B! 3 10 B w=6 3
-m= By w=6 -®=Pm
- 0 e - B(':SA =8
10*5 ™, | 10’4 \ B
(7(!4
% Bg.gl w=6 é B w:6
7] 2! «n 0.04 .
ETE ke ] AT Y ]
B e BY™ w=6
,,
1 077 anoi w=8 ] 10"’ BP'M w=8 4
‘D'vz
— Bop& —— B‘|1l
100, .. 00! 0“[‘30] s i 107 ... B“ - [30] w=6 4
D nm
—_ Bﬁ[‘;" [30] w=8 4 Bip [30]w=8
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Fig. 9. SSER performance comparison between new SC-JSCCs, Bopt2 Fig. 10. SSER performance comparison between new SC-JSCCs, BOp

0.01

and SC-DP-LDPC codes at p1 = 0.01. The lifting factors for SC- JS‘é&'s are
z = 21220 =4 X 67=268 and z = z129 = 4 X 50 = 200 when w = 6
and w = 8, respectively. Ly = 128 and L. = 130. Rtp = 1.969 for
SC-JSCCs.

mg = 1 and my = 0. The source SC-P-LDPC protomatrix and
the channel SC-P-LDPC protomatrix are set to be the same as
the SC-DP-LDPC code BO 94 in [30], which are obtained
based on BY %% (T5). We thus ‘obtain

gooi_(0111 B 1010\ oot (10000
sy 1100 1111 scevy, \ 11000 )’
11010 11100
B 10001 |;B%=[10010 |;
! 00000 0 11011
0000 0010
B, = [0000 ;B ={0000 |;
! 0000 0 0000
(29)
and the corresponding SC-JSCC is denoted as B! . Next,

we set my = 1 and use the DE algorithm to construct the SC-
SCCV sub-protomatrices based on B0 04, B0 04, and B0 04,

(i = 0,1) shown in 29) to form a fiew SCLISCC. We set
the maximum row weight of the SC-JSCC no larger than that

of BO'O% ew, 0 maintain the same decoding complexity as
Boo?f .- The SC-SCCYV linking sub-protomatrices obtained
are
ooa (10001 0.04 10000 30)
scev; A\ 00000/’ Tscevg ™ \11000 /"

and the corresponding SC-JSCC code is denoted as BY:{! .
Secondly, we begin by setting mg = m; = m3 = 1 and
mgy = 0, and construct source sub-protomatrices B(S)(;O4 and

and SC-DP-LDPC codes at p1 = 0.04. The lifting factors for SC- JS(SfVCy"s are
z=2z122 =4 x 134 =536 and z = z122 = 4 X 100 = 400 when w = 6
and w = 8, respectively. Ly = 128 and L. = 130. Rtp = 0.985 for
SC-JSCCs.

BY:04, channel sub-protomatrices B2:%* and BY:%4, and SC-
SVCC sub- protomatrices BY04 and BY:2* based on the JSC-

sveceg svcey

0pt2
BC B |, (). We obtain

0.01_ 0012 0.01_ 1011 004 _(10000Y

B (0001) Bs (1110) Bacevo= (31000)’
00000 30100

B =[10001];B3"=(20010 |;
10010 01011
0001 0000

B2, =10000 |;BX% =[0000 |;
0000 0200

(3D

and we denote the corresponding SC-JSCC as B! .

Next, we set mo = 1 and use the DE algorithm to construct
the SC-SCCV sub-protomatrices based on BY-%4, B4, and
B{;%¢. (i =0,1) shown in (1) to form a new SC-JSCC. We
set the maximum row weight of the SC-JSCC no larger than

that of BOpt2 004 O maintain the same decoding complexity as

BEPZQ oo "The SC-SCCV linking sub-protomatrices obtained
are
601 (10000 noos (10000
BwWI"<100()1> BwWo"(11()00) 32)

and the corresponding SC-JSCC code is denoted as Bp!
Table [V] lists the source thresholds and channel thresholds
of the new SC-JSCCs, B{P*? , (with best error performance
among block codes), and BqD [30]. We have the following
observations: i) The thresholds of Type-II SC-JSCCs, namely



TABLE VI
CHANNEL THRESHOLDS AND SOURCE THRESHOLDS OF DIFFERENT CODES AT p1 = 0.10 AND p; = 0.20.

1 0.10 0.20
Code BOT]:l)[i [ B3§Z2 0.10 B%g(i [ Bji‘;i\/ 0.20
The Shannon limit (dB) —3.39 —0.65
(E>/No)en (dB) —2.958 (w=16) | —2.995 (w=28) | —2.595 | 0.259 (w =6) | 0.209 (w =8 | _ 0.831
Pen 0434w =06) | 0434 (w=298 | 0.71 0.318w =6) | 0318w =18 | 0.288
B%%* and B%:Y! | only differ within 0.04 dB between win- 10° : :
TDlz TD22 4 - BO.lO‘ 2.=0.10, w=6
dow size w = 6 and w = 8. Type-I1 SC-JSCCs, i.e., BIp! ™
010 . .
and BY:3! | as well as the SC-DP-LDPC code BY o (301, - Brp o, 70.10.078
exhibit a larger difference in their channel thresholds ‘between By oo 1
window size w = 6 and w = 8, ranging from around 0.10 dB - Bg-;‘fpl:o.zo, Ww=6
to 0.80 dB. This phenomenon is also observed in Table [[V} ii) B0 020, -8 3
BYD., at w = 8 has a channel threshold of 0.035 dB lower e B po020 ]
than B0 Q4 at w = 8; iii) All SC-JSCCs with w = 8 have
lower channel thresholds than the JSC-BC code B 0pt2 o0 V) 3
BYp., and B:P!  have the highest source thresholds among ]
these codes.
Fig. [10] shows the SSER performance of the SC-JSCCs and ]
the SC-DP-LDPC code BY}! ~when w = 6 and w = 8. ol
-3 -2.5 -2 -1.5 -1 —0.5 0 0.5 1 1.5 2
For w = 8, we set z = 4 x 100 = 400. For w = = 6, we E/N, (dB)
set z = 4 x 134 = 536. Fig. [I0] also presents the SSER
Bopt2 Fig. 11. SSER performance comparison between new SC-JSCCs and new

performance of Tnew.0.01 for comparison. We can observe
the followings: a) Type-I SC-JSCCs, i.e., B}:3! and B33! |
as well as the SC-DP-LDPC code B! [30] with w = 8
have better error performance than that with w = 6. Their
channel thresholds at w = 8 are lower than those at w = 6.
Type-1I SC-JSCCs, namely B} 04 and B$:3 04 at w = 6 have
better error performance than that at w = 8. Their channel
thresholds at w = 6 and w = 8 are very close; b) By} at
w = 6 has the best error performance among those codes; c)
No error floor is observed due to the large source thresholds

of these codes relative to p; = 0.04.

2) High-entropy sources: We design some SC-JSCCs for
high-entropy sources. Based on the observations above, we
can conclude that Type-II SC-JSCCs constructed based on the
optimized JSC-BCs, i.e., B}p! and BY:P! . possess excellent
theoretical thresholds and s1mulated SSER results at w = 6.
Therefore in the following, we construct only Type-II SC-
JSCCs based on the optimized JSC-BCs.

Example #6: When p; = 0.10, we consider B?pfi ) In (T9).
We set mg = m1 = me = m3 = 1 and construct source
sub-protomatrices BY:'* and BY;'?, channel sub-protomatrices

B! and BY'°, SC-SVCC sub- -protomatrices Bt and
Bgv}:g ,» and SC SCCV sub-protomatrices BY:10 , and B(S)Ciel,
and we obtain
010 _ (0020 o010 _ (1010
Bsi —(100())’]350 —(0111>’
10000 20100
BLY=[10001|;B%"°=[{10010 |;
00000 11021
(33)
0000 0000
B, =(0100|;Bk,=(0101 |;
0011 0010
010 _ 01000\ Lo _ (10000
BSCCVl—<00000>’BSCCVO—<21000>'

JSC-BC codes at p1 = 0.10 and p; = 0.20. The lifting factors for SC-JSCCs
are z = 2122 = 4 X 134 = 536 and z = z122 = 4 X 100 = 400 when
w = 6 and w = §, respectively. Ls = 128 and L. = 130. Rtp = 0.985
for SC-JSCCs.

We denote the corresponding SC-JSCC as B$:y 10
When p; = 0.20, we consider Bofti 000 D (]E[) We also
set mg = mp = Mg = m3g = 1, and construct source

sub-protomatrices BY:?* and BY:?°, channel sub-protomatrices

B220 and B?°, SC-SVCC sub-protomatrices BY;2% and
BSV%S ,» and SC-SCCV sub-protomatrices Bgéggo and BY:20 -
and we obtain
020 _ (0010 o2 _ (LO11Y,
B —<1010),B50 —<0100>’
00000 30100
BX*=(00011|;B3*=(10010 |;
20000 01011
(34)
0000 0000
B2, =(0001|;B%2 =(0000 |;
0000 0201
020 (00000 wno20 (10000
Bacen, = (01000>’Bsccvo— (21000)'

We denote the corresponding SC-JSCC as B$:2 20
Table [V lists the source thresholds and channel thresh-

olds of the new SC-JSCCs and the JSC-BCs BOpt2 oo and
ng:i vaoe At p1 = 0.10 and p; = 0.20, respeetlvely We

can see that the SC-JSCCs have lower channel thresholds
and higher source thresholds than the JSC-BCs at both p;
values. By and BY3’ have close channel thresholds at
=6 and w = 8. When w = 6, their channel thresholds

lie within 0.45 dB and 0.91 dB, respectively, of the Shannon
limits. Fig. shows the SSER performance of B} and
B%2° at w = 6 and w = 8 and the SSER performance of
ot BSPY B} and B2 both have slightly

] and
Jnew_0.10 new _0. 20



TABLE VII
CHANNEL THRESHOLDS AND SOURCE THRESHOLDS OF B%:3¢ AT
p1 = 0.04 WITH DIFFERENT w VALUES. THE SHANNON LIMIT EQUALS

—7.00 dB.
w 1 6 g 10
(E-/No)ewn @B) | —4.729 | —6.442 | —6.476 | —6.479
Pth 0.394 0.394 0.394 0.394
TABLE VIII

CHANNEL THRESHOLDS AND SOURCE THRESHOLDS OF B%%‘i AT
p1 = 0.20 WITH DIFFERENT w VALUES. THE SHANNON LIMIT EQUALS

—0.65 dB.
w 4 6 8 10
(Es/No)tn (dB) | 0.999 0.259 | 0.209 0.200
Pth 0.317 | 0.318 | 0.318 0.318

better error performance with w = 6 than that with w = 8.
They have similar error performance as the JSC-BCs in the
low to medium E,/N, region, but outperform them in the
high E /Ny region.

Based on the discussion of results in Fig[9] to Fig[TT] we
can know that both w and the lifting factor z have an impact
on error performance. However, we just show results of two
combinations of w and z in Fig[|to Fig[TT] To further validate
the impact of w and z on error performance, we give the results
of more combinations of w and z here. We take B! and
BY2’ as examples.

Table and Table show that B%g‘;z and B3 20 have
much lower channel thresholds with w = 6, 8, and 10 than
that with w = 4, with the differences being at least 1.71 dB
and 0.74 dB, respectively. Moreover, the differences in the
channel thresholds of BOT'%‘; and B33 20 when w = 6, 8, and
10 are within 0.04 dB and 0.06 dB, respectlvely Fig. % and
Fig. |13[show the error performance for BO 04 , and B with
different w and z combinations, respectlvely. We can see that
both BOT']%42 , and BY:3 20 have much better error performance
with w = 6, 8, and 10 than that with w = 4. The error
performance of B%gﬁz and B%‘%Ol at w = 6 is better than that
at w = 8 and w = 10. This is because the error performance is
affected not only by w but also by the lifting factor. Although
the channel threshold at w = 6 is slightly worse than that at
w = 8§ and w = 10, the lifting factor value at w = 6 is larger
than that at w = 8 and w = 10. Therefore, considering the
impact of both w and z on error performance, the simulation
results are reasonable.

IV. CONCLUSIONS

In this paper, we first propose a joint source-channel block
code (JSC-BC), whose SVCC linking base matrix is a non-
zero matrix and SCCV linking base matrix consists of a
zero matrix and a lower or upper triangular base matrix with
“1”s on its diagonal. Next, we propose an efficient UP-EXIT
algorithm, where only untransmitted VNs and their connected
nodes are considered, to calculate the source threshold of a
JSC-BC. For both low-entropy and high-entropy sources, we
construct JSC-BCs having good source and channel thresh-
olds. SSER simulation results show that the new JSC-BCs
outperform the existing DP-LDPC codes. We also propose a

SSER

EN, (dB)

Fig. 12. SSER performance of BOT]%4 for different w and z combinations,
wh1chare(w-4z—4><200—800) (w =6,z =4 x 134 = 536),
(w =8,z =4x100 = 400), and (w = 10,z = 4x 80 = 320). Ls = 128,
L. =130, and Rpp = 0.985.

SSER

1 15 2 2.5
E/N, (dB)

Fig. 13. SSER performance of BOT']%O for different w and z combinations,
which are (w = 4,z = 4 x 200 = 800), (w = 6,z = 4 x 134 = 536),
(w =8,z =4x100 = 400), and (w = 10,z = 4x 80 = 320). Ls = 128,
L. =130, and RTp = 0.985.

new type of spatially-coupled joint source-channel code (SC-
JSCC). Moreover, with 200 iterations, the channel threshold of
a SC-JSCC can be as close as within 0.45 dB of the Shannon
limit. Theoretical analyses and simulation results further show
that the new SC-JSCCs can achieve better error performance
than SC-DP-LDPCs and JSC-BCs. Since our proposed JSCC
schemes can achieve good error performance for both low-
entropy and high-entropy sources, we will consider applying
them to multi-source transmission scenarios in the future.
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