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Abstract—Hyperparameter optimization plays a key role in
the machine learning domain. Its significance is especially pro-
nounced in reinforcement learning (RL), where agents continu-
ously interact with and adapt to their environments, requiring
dynamic adjustments in their learning trajectories. To cater
to this dynamicity, the Population-Based Training (PBT) was
introduced, leveraging the collective intelligence of a population
of agents learning simultaneously. However, PBT tends to favor
high-performing agents, potentially neglecting the explorative
potential of agents on the brink of significant advancements.
To mitigate the limitations of PBT, we present the Generalized
Population-Based Training (GPBT), a refined framework de-
signed for enhanced granularity and flexibility in hyperparameter
adaptation. Complementing GPBT, we further introduce Pairwise
Learning (PL). Instead of merely focusing on elite agents, PL em-
ploys a comprehensive pairwise strategy to identify performance
differentials and provide holistic guidance to underperforming
agents. By integrating the capabilities of GPBT and PL, our
approach significantly improves upon traditional PBT in terms
of adaptability and computational efficiency. Rigorous empirical
evaluations across a range of RL benchmarks confirm that our
approach consistently outperforms not only the conventional
PBT but also its Bayesian-optimized variant. Source codes are
available at https://github.com/EMI-Group/gpbt-pl.

Index Terms—Evolutionary Reinforcement Learning,
Population-Based Training, Hyperparameter Optimization.

I. INTRODUCTION

Deep neural networks (DNNs) have established themselves
as the de facto function approximators in the realm of re-
inforcement learning (RL). Their powerful representational
capacities have been instrumental in enabling RL to make
significant inroads into a wide array of challenges. This
includes solving deterministic systems like board games, as
evidenced by AlphaGo [1], to mastering the stochastic dynam-
ics of arcade games [2]. Furthermore, DNNs have been pivotal
in addressing more complex, real-world challenges, such as
robot control, where the interaction with the environment is
multifaceted and nuanced [3].

At the heart of these impressive RL accomplishments lies
the intricate task of hyperparameter tuning. Both the RL
algorithms, which dictate agent learning, and the DNN archi-
tectures, which define the model’s complexity and capacity, are
governed by a myriad of hyperparameters [4]. These hyper-
parameters, when optimally configured, have the potential to
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unlock the full capabilities of DNNs, as has been observed
across various deep learning applications [5]. However, a
unique challenge in RL is its non-stationary nature [6]. Unlike
traditional supervised learning, where data distribution remains
static, RL involves agents that learn from a dynamically
changing environment. This constant evolution, influenced
by the agent’s interactions and its learning trajectory, means
that a static set of hyperparameters may not remain optimal
throughout the training process.

Recognizing the need for a dynamic and automated ap-
proach to hyperparameter tuning, the machine learning com-
munity has turned to hyperparameter optimization (HPO).
Within the burgeoning field of automated machine learning
(AutoML) [7], HPO has become indispensable. The allure of
HPO lies in its promise to reduce the manual, often tedious,
trial-and-error based approach to model tuning. By automating
this process, HPO not only enhances the efficiency of learning
algorithms but also contributes to scientific rigor, ensuring
experiments are reproducible and unbiased [7]. Predominantly,
HPO techniques can be stratified into two camps: sequential
optimization methods, where each evaluation informs the next
(e.g., Bayesian optimization [8]), and parallel search strategies,
where multiple evaluations occur independently (e.g., random
search and grid search [9]).

Amidst the plethora of HPO techniques, the Population-
Based Training (PBT) [10] has emerged as a front-runner,
especially given its proven empirical successes across an array
of computational domains [11], [12]. What sets PBT apart
is its ability to optimize DNN weights and hyperparameters
in tandem, by extracting and aggregating insights from a
population of agents during a single training run. PBT’s asyn-
chronous nature means that agents can periodically refine their
hyperparameters by emulating better-performing counterparts,
thereby charting an effective hyperparameter trajectory. Yet,
PBT is not without its limitations. Its propensity to focus
primarily on top-performing agents can sometimes stymie
broader exploration. This bias towards winners can lead to
premature convergence, neglecting agents that might have
exhibited superior performance given more time or slightly
different conditions – the so-called late bloomers.

To address the inherent limitations of PBT, we introduce
the Generalized Population-Based Training (GPBT), a flex-
ible HPO framework that builds upon PBT’s asynchronous
parallelism. In GPBT’s HPO phase, agents are randomly
paired, offering the opportunity to adjust hyperparameters
through user-defined strategies. Coupled with GPBT, we have
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tailored the Pairwise Learning (PL) method, which leverages
a pseudo-gradient approach reminiscent of Stochastic Gra-
dient Descent with Momentum (SGDM) [13]. PL computes
a pseudo-gradient for underperforming agents based on the
performance difference with their paired counterparts. These
agents subsequently refine their behavior using this derived
gradient and their previous updates. By continually resampling
throughout training and harnessing the aggregate knowledge of
the population, agents iteratively refine their update trajectories
towards optimal directions. Crucially, our approach retains a
broad spectrum of agents, both high-performing and those
lagging, ensuring a diverse population. This diversity fosters
exploration, enabling agents to navigate beyond local optima,
striving for superior performance outcomes. In summary, our
main contributions are:

• We present GPBT, a versatile HPO framework that builds
upon the foundational principles of PBT. Distinctively,
GPBT is architected to be inherently adaptable, ac-
commodating a broad range of optimization strategies.
This adaptability ensures that GPBT remains pertinent
across diverse hyperparameter tuning contexts, offering
researchers and practitioners a flexible tool that can be
tailored to specific challenges and scenarios.

• We have conceptualized and developed PL as an opti-
mization method tailored for HPO. At its core, PL lever-
ages pseudo-gradients, which serve as heuristics to guide
the update trajectories of agents, particularly in complex
black-box HPO landscapes. This method ensures that
agents can make informed adjustments to their behaviors,
even when the optimization landscape is intricate and
lacks explicit gradients.

• We have empirically assessed the efficacy of the in-
tegrated GPBT-PL approach (GPBT with PL) in the
realm of HPO in RL. Through rigorous experiments
benchmarked against a comprehensive suite of OpenAI
Gym environments, we provide conclusive evidence of
GPBT-PL’s robust performance. Notably, our findings
underscore its superior performance relative to the tradi-
tional PBT approach and its Bayesian-optimized variant.
This superiority is maintained even when computational
resources are stringent, attesting to the efficiency and
effectiveness of our proposed methodology.

The paper is structured as follows: Section II reviews
relevant literature, Section III presents the research motivation,
Section IV describes our approach, Section V discusses exper-
imental results, and Section VI provides concluding remarks.

II. RELATED WORK

HPO is indispensable for optimizing machine learning
model performance. As models grow in complexity, the
demand for sophisticated HPO techniques intensifies. This
section provides an overview of the evolution of HPO, from
general-purpose methods to those specifically crafted for RL,
with a particular focus on population-based HPO methods.

A. General HPO Methods
At its core, HPO is designed to address black-box optimiza-

tion problems where the objective function is typically non-

differentiable. This necessitates iterative sampling and evalua-
tion of multiple hyperparameter configurations to identify the
most effective setup.

Typically, any black-box optimization method can be uti-
lized for HPO. The most fundamental HPO method is grid
search, and however this method suffers from the curse of
dimensionality. A better alternative method is random search,
which provides a valuable baseline as it is anticipated to con-
verge toward optimal performance if given enough resources.
Though straightforward, these two methods often lack compu-
tational efficiency, evaluating unpromising models extensively
[9]. When introducing guidance, population-based methods
such as evolutionary algorithms usually perform better than
random search by applying local perturbations (mutations)
and combinations of different members (crossover) to generate
a new generation of improved configurations. Additionally,
Bayesian optimization emerged as a pivotal method, leveraging
probabilistic models to predict promising hyperparameters
[14]. Though this method can efficiently explore the search
space by updating a surrogate probabilistic model of the
objective function and using an acquisition function to guide
the search toward promising regions, it is computationally
intensive, especially for high-dimensional parameter spaces
or expensive-to-evaluate objective functions. Finally, multi-
fidelity optimization entails a balance between optimization
efficacy and runtime efficiency by evaluating a configura-
tion on a small data subset or with limited resources. De-
spite these advancements, HPO still grapples with challenges
like extended optimization durations and striking the right
exploration-exploitation balance.

B. HPO in RL

In RL, hyperparameters play a pivotal role in shaping agent-
environment dynamics, thereby directly influencing learning
trajectories and decision outcomes. A unique challenge in RL
is the non-stationarity of the environment. As the agent itera-
tively updates its policy, its interactions with the environment
evolve, making the hyperparameter tuning process intricate. At
times, minor hyperparameter adjustments can yield profound
impacts on agent performance.

Several methods have been utilized, albeit without specific
customization for HPO in RL, such as the multi-fidelity
optimization methods (e.g., HyperBand [15] and ASHA [16]),
which incorporate dynamic resource allocation and early ter-
mination for unpromising configurations. Nonetheless, these
methods might prematurely discard promising configurations
and encounter challenges in striking a balance between per-
formance and computational budgets.

In contrast, several methods have been tailored for HPO
in RL. In [17], the learning rate α and temperature τ in
Sarsa(λ) have been optimized by genetic algorithms to balance
exploration and exploitation for food capture tasks, which
integrates learning and evolution to effectively enhance the
performance of RL algorithms and obtain sim-to-real robust
policies. Another method involves executing parallel RL in-
stances with distinct initial hyperparameters, augmented with
Gaussian noise [18]. Notably, an off-policy HPO method
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for policy gradient RL algorithms has emerged [19], which
estimates the performance of candidate configurations by an
off-policy method and updates the current policy greedily.

Recently, the population-based HPO methods have risen
to prominence, offering dynamic hyperparameter adjustments
throughout training, free from usage restrictions [10], [11],
[20].

C. Population-Based HPO Methods

In contrast to traditional HPO strategies that sequentially op-
timize individual hyperparameter sets, population-based meth-
ods optimize multiple configurations in parallel [21]. These
methods maintain a diverse set of hyperparameters and employ
evolutionary algorithms to navigate the hyperparameter space,
ensuring a harmonious blend of exploration and exploitation.

Key population-based methods include Bayesian Optimiza-
tion and HyperBand (BOHB) [22], Genetic HPO [23], and
PBT. For instance, BOHB marries Bayesian optimization’s
probabilistic function modeling with HyperBand’s resource-
efficient early termination. Genetic HPO employs evolution-
ary techniques like crossover and mutation to generate new
hyperparameter sets. However, these methods may encounter
challenges in scenarios that demand extensive evaluations or
have highly variable evaluation durations, such as in RL.

D. Population-Based Training

Population-based Training (PBT) [10] stands out as a rep-
resentative approach in the realm of population-based HPO
methods. Central to PBT is the notion of Lamarckian evo-
lution, wherein agents not only inherit but also evolve their
attributes. This ensures that hyperparameters are dynamically
attuned to the ongoing learning phase, thereby optimizing
learning outcomes.

In PBT, each agent, armed with specific weights and hyper-
parameters, periodically assesses its performance based on a
predefined step count, signifying its ready state. Once in this
state, all agents are ranked by performance. Agents who do
not measure up to their peers adopt attributes from superior
agents through a two-pronged strategy:

• exploit: The lagging agent inherits both weights and
hyperparameters from a superior agent.

• explore: Hyperparameters are subjected to random pertur-
bation, either amplified by a factor of 1.2, diminished by
0.8, or resampled according to their original distribution.

This strategy empowers each agent to traverse multiple hyper-
parameter landscapes during its training journey, an invaluable
trait considering the fluidity inherent to deep RL agent train-
ing.

A key strength of PBT lies in its amalgamation of both
sequential and parallel optimization techniques. Its asyn-
chronous architecture ensures continuous training for some
agents even as others update, resulting in superior performance
across varied applications [19], [24], [25]. This asynchronous
paradigm augments training efficiency, replacing stagnating
configurations with emerging ones and introducing slight
random perturbations, all while other configurations proceed

undisturbed. PBT’s proficiency in sculpting hyperparameter
schedules tailored for complex RL tasks has been well-
documented and validated across numerous benchmarks [11],
[12], [26].

Except for the PBT paradigm, several other population-
guided methodologies have been proposed for RL [27]–[31].
However, they have distinctive functional differences in the
population, which sample diverse experiences through the
evolution of populations to address the exploration challenges
of gradient-based RL algorithms.

III. MOTIVATION

PBT’s asynchronous parallel paradigm has indeed proven
efficient in a multitude of scenarios. Nonetheless, its pre-
dominant focus on elite agents inadvertently stymies broader
exploration capabilities due to its inherent predilection for
immediate gains. Specifically, the limitation manifests in two
primary ways:

• PBT’s direct replacement strategy might prematurely dis-
card promising regions of the search space. These areas,
albeit seemingly suboptimal in the short term, might
harbor superior solutions in a longer timeframe.

• The overemphasis on exploiting top-tier solutions raises
the specter of converging to local optima. While such
a strategy may deliver satisfactory solutions in the short
run, it contravenes the quintessential ethos of population-
based HPO, which is to strike a judicious balance be-
tween exploration and exploitation.

Maintaining diversity within the population is of paramount
importance, especially in the context of RL tasks. A diverse
population fosters the emergence of varied behaviors, culmi-
nating in more resilient and holistic performance solutions,
as underscored by the principles of novelty search techniques
[32], [33]. PBT’s structural design, which typically yields a
single solution per generation, accentuates the importance of
crafting diverse and efficient successors.

In light of these challenges, the avant-garde Population-
Based Bandits (PB2) technique leverages Bayesian optimiza-
tion to invigorate underperforming agents, outclassing PBT in
terms of efficiency, albeit at an elevated computational expense
[20]. However, Bayesian optimization, with its computational
intricacies, often imposes overheads that sometimes eclipse
the actual costs associated with hyperparameter evaluations
[34]. As a result, neither PBT nor PB2 truly achieve their
full efficiency potential. More recently, while advanced PBT
variants like FIRE PBT and BG-PBT [35], [36] have emerged,
they often grapple with challenges tied to their inherent greedy
behavior or the time-intensive process of generating new
hyperparameters.

To redress these shortcomings, we introduce the Generalized
Population-Based Training (GPBT) framework. While it builds
on PBT’s asynchronous underpinnings, GPBT distinguishes
itself by replacing PBT’s direct substitution method with a nu-
anced dual-agent learning mechanism. When viewed through
the lens of evolutionary computation (EC), GPBT aligns with
the steady-state EC paradigm, where each iteration introduces
a single new agent. This characteristic makes GPBT especially
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adept at navigating dynamic environments, echoing proficient
steady-state EC methodologies [37]. Interestingly, both PBT
and PB2 can be seamlessly encapsulated within the GPBT
framework, with the key differentiation being their respective
strategies for engendering new agents. Essentially, PBT can
be considered a variant within the GPBT framework. In this
context, PBT differentiates itself through its specific method
for hyperparameter update, which is conducted via random
perturbation.

To further enhance GPBT and expedite hyperparameter re-
finement, we propose the Pairwise Learning (PL) paradigm. In
this method, a lagging agent refines its parameters by leverag-
ing insights from a superior counterpart, thus illuminating po-
tentially overlooked regions of the search space. The diversity
introduced by myriad pairings throughout training ensures a
comprehensive exploration. Continual steering towards propi-
tious directions allows the solution sets to progressively gravi-
tate towards optimal configurations. Drawing inspiration from
the Stochastic Gradient Descent with Momentum (SGDM)
methodology [13], which is prevalent in deep learning, PL
employs a pseudo-gradient as an approximation to the elusive
genuine gradient of the hyperparameter objective function. To
ensure stable and coherent updates, PL incorporates historical
data of the lagging solution as a momentum component.

IV. PROPOSED APPROACH

We begin by delineating the problem statement for HPO and
discussing the nuances and constraints of PBT in Section IV-A.
We then introduce the GPBT framework and discuss its
efficacy in Section IV-B. Finally, we detail the implementation
of PL for hyperparameter updates in Section IV-C.

A. Problem Statement

HPO is tasked with identifying an optimal hyperparameter
vector x within the search domain D ∈ Rd, where d denotes
the number of hyperparameters. In RL, this is tantamount
to maximizing the cumulative reward across domain D. The
cumulative reward, represented as total discounted reward∑

t≥0 γ
trt with γ as the discount factor, is derived from

a trajectory τ = (s0, a0, r0, s1, ...) depicting the interplay
between an RL agent and its environment. Here, the agent’s
policy governs its actions a based on the current state s,
and the environment provides a corresponding reward r. The
policy, πθ, maps the environment’s state to the agent’s actions,
and is implemented using a neural network with weights θ.
Thus, the HPO challenge can be articulated as a bi-level
optimization problem:

max
x

f(x, θ∗) s.t. θ∗ ∈ argmax
θ

J(θ;x)

max
θ

J(θ;x) where J(θ;x) = Eτ∼πθ
[
∑
t≥0

γtrt]
, (1)

where the outer loop optimization problem is maxxf(x, θ
∗),

and the inner loop optimization problem is maxθJ(θ;x).
Specially, in population-based HPO, we consider n agents

(x1,x2, ...,xn), with each agent evolving its hyperparame-
ters over time (xt

1,x
t
2, ...,x

t
n)t=1,...,T , where t represents the

elapsed time steps, epochs, or iterations of an agent’s training.

B. Generalized Population-Based Training (GPBT)

Fig. 1 illustrates the GPBT framework. A population of
agents are initialized with random weights and hyperparame-
ters, and then trained and evaluated in parallel. Upon reaching
designated hyperparameter update intervals (i.e., perturbation
interval), ready agents undergo asynchronous random pairing
to form parent pairs. If a ready agent underperforms, it
adopts the weights of its superior counterpart and adjusts its
hyperparameters using specialized learning techniques (e.g.,
random perturbation or pairwise learning). After fulfilling the
stopping criteria, top-performing agents are identified.

From an evolutionary computation (EC) standpoint, GPBT
aligns with the steady-state EC methodology, which introduces
one new agent per iteration. Steady-state EC is recognized for
its aptitude in addressing non-stationary challenges character-
ized by gradual, low-frequency alterations [37], [38]. Such
dynamics closely mirror HPO scenarios, where consecutive
training sessions often involve subtle hyperparameter mod-
ifications. A salient feature of steady-state EC is its quick
adaptability, made possible as the newly introduced agent
immediately joins the mating pool. This swift integration
facilitates an early progression towards the optimal solution
during the optimization phase [37], [39]. Considering system
stability, the steady-state EC introduces minimal diversity to
the population after an environmental modification, like a hy-
perparameter revision. Consequently, GPBT not only functions
as an asynchronous HPO framework but also excels in stably
navigating changes in non-static scenarios.

In population-based strategies, a pivotal challenge arises
when deciding which agent should be replaced by new entrants
[40]. Traditional techniques in steady-state EC typically advo-
cate for replacing either the oldest agent or the least perform-
ing one. However, these strategies are not directly applicable
to the GPBT paradigm. A primary reason is the asynchronous
design: if the system engages in continual evaluations to
identify the least effective agent, the benefits of asynchrony
are undermined. Intriguingly, within GPBT, replacements are
exclusively between paired agents, often resulting in the substi-
tution of the ready (and comparatively older) underperforming
agent. This strategy presents a nuanced balance between age-
driven and performance-driven replacements. Such a strategy
not only maintains the asynchrony but also fosters diversity
within the population.

This emphasis on diversity is further underscored by var-
ious studies that delve into the evolutionary trajectory of
EC. They suggest an incremental improvement in population
performance over iterations [41]. At a high level, when two
high-performing agents are paired, the likelihood of producing
an equally or more competent offspring is elevated compared
to pairings between lower-performing agents. However, this
does not insinuate that elite pairings always produce top-
tier offspring, nor is there an assurance that all initial agents
will exhibit high performance. Consequently, the design of
offspring generation algorithms is critical, with an emphasis
on consistently producing high-quality agents. To address
these challenges, especially in the context of HPO in RL, we
introduce the Pairwise Learning (PL) method.
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Fig. 1. Framework of Generalized Population-Based Training (GPBT). A population of agents are initialized with random weights and hyperparameters
and then trained in parallel. Upon reaching designated hyperparameter update intervals, ready agents undergo asynchronous random pairing for updates. If
the ready agent underperforms, it adopts the weights of its superior counterpart and updates its hyperparameters using specialized learning techniques. After
fulfilling the stopping criteria, top-performing agents are identified.

C. Pairwise Learning (PL)

For the preservation of promising candidates and the formu-
lation of optimal hyperparameters, we introduce the Pairwise
Learning (PL) approach tailored for hyperparameter refine-
ment. In PL, beyond the hyperparameters x and weights θ,
agents possess a d-dimensional velocity vector v designated
for hyperparameter adjustments, with d denoting hyperparam-
eter count. This vector is initialized to zero. Each generation
witnesses the random pairing of two agents, followed by per-
formance comparisons. The superior performing agent, termed
the ’fast learner’, is directly incorporated into the population.
Conversely, the lesser-performing ‘slow learner’ adopts the
weights of its counterpart and amends its hyperparameters and
velocity through a learning mechanism derived from the fast
learner.

Consider xg
f , xg

s , vg
f , and vg

s as the hyperparameters and
velocities of the fast and slow learners at generation g respec-
tively. The slow learner’s updates are guided by:

xg+1
s = xg

s + vg+1
s , (2)

vg+1
s = r1v

g
s + r2(G

g
f (xf ;uf )−Gg

s(xs;us)), (3)

where r1 and r2 are uniformly distributed random vectors
within [0, 1]d. The terms Gg

f (xf ;uf ) and Gg
s(xs;us) sym-

bolize distributions of the fast and slow learners respec-
tively. The difference between these distributions reflects in
Gg

f (xf ;uf ) − Gg
s(xs;us). Therefore, both learners can be

conceptualized as samples from their respective distributions.
Distinguishing between learners with varying performances

is achieved through their distributions. Sorting based on per-
formance, top-tier agents epitomize fast learner distributions,
while their lower-tier counterparts represent slow learners.
This stratified approach enhances the learning efficiency of
slow learners. Continuous sampling ensures gradient correc-
tions between distributions, gravitating towards optimal gradi-
ents.

Inspired by Stochastic Gradient Descent with Momentum
(SGDM), a prevalent optimization strategy in deep learning,

PL operates as a pseudo-gradient-driven approach. SGDM, an
enhancement of conventional SGD [42], integrates momentum
to expedite optimization convergence. SGDM’s update equa-
tions for a maximization problem involving parameter θ are:

θt+1 = θt + vt+1, (4)

vt+1 = βvt + η × gradient, (5)

where β dictates momentum contribution and η modulates
the gradient’s learning step size. The term βvt acts as a
velocity component, aiding SGD in oscillation mitigation and
convergence acceleration by capturing parameter movement
trends across iterations.

Contrary to SGDM, which computes true gradients of a
loss function via a training data subset, PL estimates surrogate
gradients concerning hyperparameter values using merely two
agents. In essence, PL embodies an SGDM variant with a
batch size of one, optimized for PBT’s asynchronous nature.
Given that PL’s gradient estimates are based on dual samples,
the learning direction occasionally deviates from the optimal,
introducing noise. Introducing the momentum term r1v

g
s in

PL averages out this noise, offering a refined estimate closer
to the original function’s precise derivation. Consequently,
PL’s frequent hyperparameter updates yield rapid convergence.
Apart from its ease of implementation, convergence guaran-
tees, and scalability, PL also mirrors traits of the competitive
swarm optimizer [43], wherein losers are made to learn from
the winners via randomly paired competitions. In essence,
PL exemplifies hyperparameter update strategies, and further
optimization techniques from gradient-agnostic methods can
be woven into GPBT to enhance hyperparameter update
methodologies.

D. GPBT-PL

By marrying the flexibility and asynchronous features of
GPBT with the adaptive learning mechanisms of PL, we
provide the integrated approach – GPBT-PL. Algorithm 1
provides a detailed procedure for this integrated approach.
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Algorithm 1: Generalized Population-Based Training
with Pairwise Learning (GPBT-PL)

Input: Population size n, Hyperparameter ranges R, Perturbation
interval δ, Training cost T .

Output: The optimal agent.
1 t← 0;
2 P ← initialize population with random HParams and weights;
3 for agents ∈ P do
4 while t < T do
5 P ← parallel training of population P ;
6 if t mod δ == 0 then
7 a(θ,x)← get the ready agent;
8 P ← rank population P according to performance;
9 a′(θ′,x′)← select a better-performing agent;

10 a(θ) = a′(θ′);
11 a(x)← PairwiseLearning(a(x), a′(x′)) using

(2)&(3);

Commencing with the initialization of agents with random
hyperparameters and weights, the algorithm then delves into
the parallel training of the entire population. Periodic checks,
as determined by the perturbation interval δ, identify agents
ready for updates. These agents then leverage the PL mech-
anism to adapt their hyperparameters, ensuring a continuous
push toward enhanced performance.

Unlike PBT, which follows a predetermined update strategy,
GPBT offers a more adaptable platform for hyperparameter
refinement. This adaptability is further enhanced with the
integration of PL, ensuring that hyperparameters are fine-
tuned through a comparative process between two agents. This
promotes knowledge sharing and quick adaptation, capitalizing
on the strengths of both the fast learner and the slow learner
agents.

Another crucial aspect of GPBT-PL lies in its asynchronous
nature, where agents can undergo updates without waiting for
the entire population to be ready. This ensures that the system
remains dynamic and responsive to changes via continuously
evolving and adapting. Furthermore, the modularity of GPBT-
PL allows for extensibility. While the current implementation
is grounded on PL for hyperparameter updates, the framework
can easily accommodate other learning or optimization meth-
ods, making it a versatile tool in the domain of HPO.

V. EXPERIMENTS

In our experimental design, we categorize our focus into
two main areas: on-policy RL and off-policy RL. First, we
conduct experiments to assess the general performance of
the proposed GPBT-PL in several tasks in each area. Then,
acknowledging the sensitivities of PBT-based HPO algo-
rithms to perturbation intervals, hyperparameter boundaries,
and scalability with larger populations, we design experiments
emphasizing robustness and scalability. Specifically, for on-
policy RL, we assess the stability against perturbation interval
variations and population size changes; for off-policy RL, we
examine the HPO algorithms’ robustness to alterations in the
hyperparameter range.

TABLE I
PARAMETER SETTINGS

RL Algorithms Hyperparameter Value

PPO

Batch size [1000, 60000]
GAE λ [0.9, 1.0)
PPO Clip ϵ 0.99, [0.95, 1.0)
Learning Rate η [10−5, 10−3)
Discount γ 0.99, [0.95, 1.0)
SGD Minibatch Size 128, [16, 256]
SGD Iterations 10, [5, 15]
Policy Architecture {32, 32}
Filter MeanStdFilter
Population Size {4, 8, 16}
Perturbation Interval {1×104, 5×104}

IMPALA

Epsilon [0.01, 0.5)
Learning Rate η [10−5, 10−3), [10−5, 10−2)
Entropy Coefficient [0.001, 0.1)
Batch Size 500
Discount γ 0.99
SGD Minibatch Size 500
SGD Iterations 1
Policy Architecture {256, 256}
Population Size 4
Perturbation Interval 5×104

Common Hyperparameters

Number of Workers 5
Number of GPUs 0
Optimizer Adam
Nonlinearity Tanh

A. Experimental Settings

Our experiments predominantly target the RL domain, em-
phasizing its notorious susceptibility to hyperparameters [44].
We embarked on an extensive study across a plethora of tasks
from OpenAI Gym, version five [45]. Fig. 2 showcases our
chosen eight task scenarios. The experimentation bifurcates
into:

1) Optimizing four hyperparameters for the on-policy RL
algorithm, Proximal Policy Optimization (PPO) [46],
across the initial six continuous control challenges.

2) Refining three hyperparameters for the off-policy RL
algorithm, Importance Weighted Actor-Learner Archi-
tecture (IMPALA) [24], for the concluding two discrete
control tasks.

Each experimental run is iterated with seven distinct seeds. Ta-
bles present the apex mean rewards across all seeds, which are
defined as the average of the final 10 episodic rewards during
training. Correspondingly, figures illustrate both the mean and
standard deviation of these pinnacle rewards. Our objective
is to spotlight the zenith of mean rewards within tables, a
crucial metric in practical applications. All experiments were
facilitated by the Ray Tune library [47] and Ray RLlib [48].

1) Hyperparameter Settings: Table I catalogues the opti-
mized hyperparameters, their respective boundaries, and cer-
tain constant hyperparameters. For both experimental cate-
gories, we scrutinized population sizes n ∈ {4, 8} and des-
ignated five workers for every agent, ensuring the algorithm’s
local executability on contemporary computational platforms.
For the on-policy RL experiments, we delved into robustness
against perturbation interval adjustments (precisely, curtailing
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(a) BipedalWalker (b) Ant (c) HalfCheetah (d) InvertedDoublePendulum

(e) Swimmer (f) Walker2D (g) Breakout (h) SpaceInvaders

Fig. 2. Eight RL tasks selected from OpenAI Gym.

it from 5 × 104 to 1 × 104), and scalability concerning
augmented populations (n = 16) and increased number of
hyperparameters (from 4 to 7). In the realm of off-policy
RL, we assessed resilience against hyperparameter boundary
modifications, notably expanding the learning rate domain
from [10−5, 10−3] to [10−5, 10−2].

2) HPO Baselines: Random search (RS) serves as our
foundational benchmark, courtesy of its assumption-agnostic
approach, often culminating in asymptotically near-optimal
performance [9]. To augment the challenge, RS’s initializa-
tion process was refined by sampling hyperparameters from
partitioned grid intervals. PBT remains our principal com-
parative standard, maintaining configurations congruent with
GPBT-PL. Specifically, in both PBT and GPBT-PL, agents
positioned in the bottom quartile (representing slower learners)
are supplanted by their counterparts from the top quartile
(exemplifying rapid learners), with a resample probability
pegged at 0.25. Additionally, our outcomes were juxtaposed
with PB2 [20], an enhancement of PBT that substitutes the
random heuristic with Bayesian optimization.

B. On-Policy Reinforcement Learning

In experiments for HPO in on-policy RL, we aimed to opti-
mize four hyperparameters: batch size, GAE λ, PPO clip ϵ, and
learning rate η for the PPO algorithm. The chosen continuous
control tasks were BipedalWalker, Ant, HalfCheetah, Inverted-
DoublePendulum, Swimmer, and Walker2D. We employed
population sizes of 4 and 8 with a perturbation interval of
5×104. Experiments concluded when all algorithms achieved
stable convergence, ensuring a fair comparison, contrasting
with the approach in the PB2 paper where a fixed number of
timesteps defined the stopping criterion. TABLE II tabulates
the best mean rewards. Fig. 3 depicts their mean and standard

TABLE II
BEST MEAN REWARDS ACROSS 7 SEEDS. THE BEST-PERFORMING
ALGORITHMS ARE BOLDED. THE LAST COLUMN PRESENTS THE

PERCENTAGE OF PERFORMANCE DIFFERENCE BETWEEN GPBT AND PBT,
WHERE DIFFERENCES LESS THAN 1% ARE REPRESENTED WITH ≈.

Benchmarks n RS PB2 PBT GPBT-PL vs. PBT

BipedalWalker 4 292 303 282 293 +4%
Ant 4 4283 5000 5347 5497 +3%

HalfCheetah 4 4834 4938 4911 5262 +7%
InvertedDP 4 8531 9356 9354 9274 ≈
Swimmer 4 133 153 134 166 +24%
Walker2D 4 2267 1851 1800 2372 +32%

BipedalWalker 8 284 297 298 303 +2%
Ant 8 4508 5150 5705 6116 +7%

HalfCheetah 8 4842 5152 5292 5463 +3%
InvertedDP 8 9185 9340 9340 9356 ≈
Swimmer 8 155 135 157 168 +7%
Walker2D 8 2776 2528 2855 3047 +7%

deviation across all seeds, with population sizes annotated
within brackets, and Fig. 4 further shows the population
evolution process along the training timesteps and time (in
hours) for the top-performing seed.

Predominantly, GPBT-PL showcased superior performance
over PBT. In 75% of the scenarios, GPBT-PL surpassed
other algorithms in realizing the performance ceiling. For the
remainder, GPBT-PL’s performance closely mirrored the top-
performing algorithms.

For smaller populations (n = 4), GPBT-PL registered
marked enhancements of 24% and 32% over PBT for the
Swimmer and Walker2D tasks, respectively. The efficacy of
GPBT-PL was notably higher with smaller populations com-
pared to larger ones (n = 8). Conversely, PBT’s perfor-
mance lagged behind RS for BipedalWalker and Walker2D
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Fig. 3. Training curves for six OpenAI Gym benchmarks using populations of 4 and 8 agents with GPBT-PL, PBT, and PB2. Thick lines represent the
average of the best mean rewards over 7 seeds, with shaded regions denoting the standard deviation. Brackets specify the population size, and the perturbation
interval is set to 5× 104.

but improved upon increasing the population size. This trend
underscores PBT’s dependency on extensive computational
resources, a sentiment echoed in the original PBT publica-
tion [10]. PBT’s aggressive strategy, which results in the
early dismissal of promising candidates, may underpin its
performance limitations. Such premature decisions become
especially detrimental with smaller populations.

All four HPO strategies exhibited commendable perfor-
mance on the InvertedDoublePendulum task, potentially at-
tributable to the task’s inherent simplicity, as noted in the PB2
study [20]. While PB2’s performance was subpar to RS for
Walker2D (4) and Swimmer (8), it outshone the other three
methods on BipedalWalker (4) and InvertedDoublePendulum.
This observation suggests PB2’s aptitude for less complex
tasks. However, PB2’s reliance on Bayesian optimization for
hyperparameter generation is computationally intensive, par-
ticularly with increasing population sizes, as shown in (e)-(h)
of Fig. 4. Yet, PBT and GPBT-PL exhibited comparable time
efficiencies, with neither approach showing an increase in time
consumption as the population size expanded. Additionally,
PB2 grapples with the exploration-exploitation dilemma dur-
ing hyperparameter generation, amplifying the intricacies of

the tuning challenge.

In summary, GPBT-PL consistently delivered promising
outcomes across both small and large populations, record-
ing impressive rewards on challenging tasks like Ant and
Walker2D. Based on the visualization of population evolution,
the performance of GPBT-PL exhibits a gradual increase in
the initial stages, followed by a rapid ascent in the middle
and later stages. This is attributed to GPBT-PL’s ability to
preserve late bloomers, thereby maintaining superior global
search capability.

TABLE III
BEST MEAN REWARDS ACROSS 7 SEEDS. THE STANDOUT ALGORITHMS

ARE HIGHLIGHTED IN BOLD. THE FINAL COLUMN DETAILS THE
PERFORMANCE DIFFERENCE PERCENTAGE BETWEEN GPBT AND PBT.

Benchmarks n RS PB2 PBT GPBT-PL vs. PBT

Breakout 4 131 130 141 185 31%
SpaceInvaders 4 611 485 634 725 14%
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Fig. 4. Training curves for Ant and HalfCheetah using populations of 4 and 8 agents with GPBT-PL, PBT, and PB2. (a)-(d) take timesteps as the x-axis and
(c)-(h) take time (in hours) as the x-axis. Thick lines are the best-performing members of the population of each HPO method, with faint lines representing
each member. Brackets specify the population size, and the perturbation interval is set to 5× 104.

0.0 0.2 0.4 0.6 0.8 1.0
Timesteps 1e7

0

25

50

75

100

125

150

R
ew

ar
d

GPBT-PL
PBT
PB2

(a) Breakout

0.0 0.2 0.4 0.6 0.8 1.0
Timesteps 1e7

100

200

300

400

500

600

700

R
ew

ar
d

GPBT-PL
PBT
PB2

(b) Space Invaders

Fig. 5. Training curves for 4-agent populations using GPBT-PL, PBT, and PB2
on two OpenAI Gym benchmarks. Thick lines denote average best rewards
over 7 seeds, and shaded regions indicate standard deviation. The learning
rate is set between [10−5, 10−3].

C. Off-Policy Reinforcement Learning

In experiments for HPO in off-policy RL, we optimized
the hyperparameters for the IMPALA algorithm on two
games from the Arcade Learning Environment: Breakout and
SpaceInvaders [49]. We used the same three hyperparameters
as the original IMPALA paper (epsilon, learning rate η, and
entropy coefficient) and conducted our experiments with a
population size of 4. Training was performed over 10 million
timesteps, equivalent to 40 million frames, with a perturba-
tion interval of 5 × 104 timesteps. Results are presented in
TABLE III and visualized in Fig. 5.

GPBT-PL consistently outperformed PBT, with significant
improvements of 31% in Breakout and 14% in SpaceInvaders.
This lead is more evident when compared against PB2 and
RS. It is noteworthy that agents with more workers tend
to perform better during training [24]. Impressively, GPBT-

PL, with each agent trained using only 5 workers, matched
the performance of a hand-tuned IMPALA with 32 workers
in SpaceInvaders, as observed in RLlib1. In Breakout, while
not reaching this benchmark, GPBT-PL still matched the
performance of A3C with 16 workers, as referenced from Fig.
3 in [50]. This underscores GPBT-PL’s ability to achieve high-
level performance in RL, even with constrained computational
resources.

TABLE IV
BEST MEAN REWARDS ACROSS 7 SEEDS. THE BEST-PERFORMING
ALGORITHMS ARE BOLDED. THE LAST COLUMN PRESENTS THE

PERCENTAGE OF PERFORMANCE DIFFERENCE BETWEEN GPBT AND PBT,
WHERE DIFFERENCES LESS THAN 1% ARE REPRESENTED WITH ≈.

Benchmarks n RS PB2 PBT GPBT-PL vs. PBT

BipedalWalker 4 292 295 300 308 +2%
Ant 4 4283 3010 4051 5722 +41%

HalfCheetah 4 4834 5163 5161 6264 +21%
InvertedDP 4 8531 9343 9358 9355 ≈
Swimmer 4 133 140 157 158 ≈
Walker2D 4 2267 1829 2074 2200 +6%

BipedalWalker 8 284 294 303 297 -2%
Ant 8 4508 4876 5207 5724 +10%

HalfCheetah 8 4842 4570 4705 5853 +24%
InvertedDP 8 9185 9344 9357 9353 ≈
Swimmer 8 155 129 132 135 +2%
Walker2D 8 2776 1339 3017 3054 +1%

D. Robustness to Perturbation Interval

The perturbation interval plays a pivotal role in PBT-class
HPO algorithms. With a fixed training budget, a larger inter-

1RLlib IMPALA 32-workers experiments

https://github.com/ray-project/rl-experiments
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Fig. 6. Training curves for six OpenAI Gym benchmarks using populations of 4 and 8 agents with GPBT-PL, PBT, and PB2. Thick lines represent the
average of the best mean rewards over 7 seeds, with shaded regions denoting the standard deviation. Brackets specify the population size, and the perturbation
interval is set to 1× 104.

val allows agents more training before each hyperparameter
change, ensuring accurate performance evaluations. This, how-
ever, may result in fewer hyperparameter adjustments and re-
duced search space exploration. Conversely, a shorter interval
can lead to frequent yet potentially unstable hyperparameter
updates due to less precise agent evaluations. Given the task-
specific nature of an optimal interval, it is crucial that PBT
algorithms remain robust against its variations.

To assess this robustness, we reduced the perturbation
interval from 5 × 104 to 1 × 104 timesteps, testing on our
earlier tasks with populations of 4 and 8. The outcomes are
detailed in TABLE IV and Fig. 6, using RS rewards from
TABLE II as a baseline.

GPBT-PL consistently outperformed PBT and PB2. When
examining Fig. 3 versus Fig. 6, a shared trend emerged: train-
ing curves became erratic and reward variances widened with
a shorter interval. Though simpler tasks like BipedalWalker
and InvertedDoublePendulum remained relatively stable, more
complex tasks saw notable performance shifts, especially in
PBT and PB2.

Interestingly, GPBT-PL showcased heightened performance

upper bounds in several instances, hinting at its resilience to
interval changes. This could be due to its adaptive nature,
which corrects early performance misjudgments as evaluations
refine over time. In contrast, PBT’s propensity to discard
potential solutions prematurely might stunt its long-term per-
formance, and PB2, reliant on a Bayesian optimization model
built on suboptimal solutions, might fail to produce superior
hyperparameters.

E. Scalability to Larger Populations

With the availability of more computational resources, un-
derstanding the scalability of algorithms becomes vital. To
this end, we conducted tests on Ant and HalfCheetah using
a population size of 16 and a perturbation interval of 5× 104

timesteps.
Upon comparing Fig. 3 with Fig. 7, it becomes evident

that for Ant, merely increasing the population from 8 to 16
does not amplify PBT’s upper-performance limits. In contrast,
GPBT-PL showcases its ability to surpass local optima in later
stages, accessing regions of higher rewards. For both GPBT-
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Fig. 7. Training curves for 16-agent populations using GPBT-PL and PBT.
Thick lines represent average best rewards over 7 seeds, with shaded regions
indicating standard deviation.

PL and PBT, larger populations appear to enhance efficiency
in pinpointing favorable solutions.

In the HalfCheetah test, even though the average of the best
mean rewards remains relatively stable for both algorithms,
there is a marked uplift in the performance upper bounds.
In essence, while GPBT-PL and PBT exhibit variable scal-
ability across tasks, both consistently benefit from increased
efficiency with more expansive populations.

F. Scalability to Many Hyperparameters

As the number of hyperparameters increases, the complexity
of HPO problems escalates, typically resulting in a decrease
in the effectiveness of general HPO methods. Although ex-
isting PBT-like HPO algorithms have not demonstrated their
behavior when the number of hyperparameters exceeds four,
it remains crucial to explore their efficacy under such cir-
cumstances. Consequently, we conducted experiments on Ant
and HalfCheetah using population sizes of 4, 8, and 16,
with a perturbation interval of 5 × 104. Notably, the number
of optimized hyperparameters was increased from 4 to 7,
encompassing batch size, GAE λ, PPO clip ϵ, discount γ,
SGD minibatch size, and SGD iterations. The training curves
are illustrated in Fig. 8.

GPBT-PL consistently outperforms PBT on Ant and
HalfCheetah across different population sizes. However, upon
comparing Fig. 8 with Fig. 3 and Fig. 7, it is evident that
both GPBT-PL and PBT exhibit inferior performance with an
increased number of hyperparameters. Although augmenting
the population size proves beneficial, it also substantially
escalates the demand for computational resources, rendering
HPO algorithms less generalizable. Consequently, when se-
lecting hyperparameters for simultaneous optimization, it is
imperative to consult relevant literature and conduct prelim-
inary experiments to determine the types and search ranges
of hyperparameters. For instance, pertinent hyperparameters
should be optimized together, and those that vary according
to specific problems must be included in the optimization
process.

G. Robustness to Hyperparameter Ranges

PBT-like HPO algorithms often struggle when the hyperpa-
rameter range is either not optimally defined or unknown. This

TABLE V
BEST MEAN REWARDS FOR 7 SEEDS. TOP-PERFORMING ALGORITHMS ARE

HIGHLIGHTED. THE FINAL COLUMN SHOWS THE PERFORMANCE
DIFFERENCE PERCENTAGE BETWEEN GPBT AND PBT.

Benchmarks n RS PB2 PBT GPBT-PL vs. PBT

Breakout 4 131 110 83 151 82%
SpaceInvaders 4 611 339 551 685 24%

issue is exacerbated by their reliance on population size for ef-
fective hyperparameter space exploration. GPBT-PL addresses
this challenge by learning potential update directions within
the given range, thus negating the need for random sampling
or incremental adjustments to pinpoint optimal regions.

To assess this robustness, we performed experiments on
Breakout and SpaceInvaders, extending the learning rate range
to [10−5, 10−2]. This broader range can lead to inefficient
agent initialization, especially when an agent uses a learning
rate of 10−2, causing policy learning to become unstable and
divergent. Results in TABLE V and Fig. 9 show that while
both GPBT-PL and PBT’s performance declined compared to
results in TABLE III and Fig. 5, GPBT-PL consistently outper-
formed PBT. Specifically, GPBT-PL showcased an impressive
82% improvement in Breakout.

VI. CONCLUSION

In this work, we have endeavored to advance the state-of-
the-art in hyperparameter optimization by refining the princi-
ples of Population-Based Training (PBT). We began by intro-
ducing the Generalized Population-Based Training (GPBT), an
extension of PBT that offers increased versatility. By allowing
users to tailor hyperparameter learning methods during the
perturbation phase, GPBT paves the way for a more adaptable
optimization framework. Its asynchronous parallel structure is
designed to cater to diverse optimization challenges efficiently.

Recognizing the inherent limitations of PBT, particularly
its propensity for excessive greed and reliance on random
heuristics, we proposed the Pairwise Learning (PL) method.
By drawing on insights from the top-performing agents in
the population, PL provides nuanced guidance for under-
performing agents. This strategy not only facilitates quicker
convergence but also ensures a comprehensive exploration
of the hyperparameter space, thereby mitigating the risk of
local optima. The culmination of these efforts is the GPBT-PL
framework, an amalgamation of the strengths of both GPBT
and PL.

Through rigorous experimentation in the RL domain, we
demonstrated the superiority of GPBT-PL over traditional PBT
and its Bayesian-optimized counterpart. Even in resource-
constrained scenarios, GPBT-PL delivered consistently su-
perior results. Nevertheless, the performance superiority of
GPBT-PL is not readily apparent in simpler problems; rather,
its strengths are more pronounced in handling complex tasks.
As the number of hyperparameters increases along with their
expansive ranges, effectively navigating the search space be-
comes increasingly challenging, a common hurdle faced by
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Fig. 8. Training curves for Ant and HalfCheetah using populations of 4, 8, and 16 agents with GPBT and PBT. Thick lines represent the average of the best
mean rewards over 7 seeds, with shaded regions denoting the standard deviation. Brackets specify the population size, and the perturbation interval is set to
5× 104. The number of optimized hyperparameters is increased to 7.
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Fig. 9. Training curves for 4-agent populations using GPBT-PL, PBT, and
PB2 on two OpenAI Gym games. The bold lines represent the average of the
best rewards across 7 seeds, with shaded regions indicating standard deviation.
The learning rate spans [10−5, 10−2].

conventional HPO methods. Notably, when an underperform-
ing agent learns from a superior one, its hyperparameter
updates may deviate in the wrong direction, potentially exac-
erbating its performance, particularly in scenarios with a large
number of hyperparameters and broad ranges. Hence, there is
a pressing need to devise a strategy capable of discerning the
accurate update direction for hyperparameters. Additionally,
selecting hyperparameters from an extensive array of options
presents a combinatorial optimization challenge, introducing
novel hurdles for EC methods. Future investigations should
delve into EC-based HPO methods capable of effectively
navigating high-dimensional and combinatorial search spaces.
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