
1. Introduction
Leakage from water distribution systems results in several negative consequences, including revenue loss 
and environmental and health concerns. Thus, various localization technologies have been developed. The 
transient-based leak detection (TBLD) has been recently received much attention due to its low cost, less intru-
sive process, and successful experiences in laboratory and field practice (e.g., Brunone, 1999; Che et al., 2021; 
Colombo et al., 2009; Covas & Ramos, 2010; Kapelan et al., 2003; Meniconi et al., 2021). One may categorize 
the TBLD methods into time, and frequency domain approaches, given the model solvers they incorporate in the 
estimation process. The so-called reflectometry or transient reflection method (e.g., Brunone et al., 2008), the 
inverse transient analysis (e.g., Kapelan et al., 2003; Keramat et al., 2019; Liggett & Chen, 1994; Malekpour & 
She, 2021; Soares et al., 2011; Vítkovský et al., 2007), the transient damping method (e.g., Asada et al., 2020; 
Covas & Ramos, 2010; X.-J. Wang et al., 2002) are identified as significant contributions in the time domain. 
On the other hand, the frequency response approach uses the frequency domain solution of pipe flow transients 
and enables comparisons with measured frequencies and corresponding amplitudes (e.g., Ferrante et al., 2016; 
Lee et al., 2013, 2015, 2005; Mpesha, 2011; Pan et al., 2021). As the TBLD approach is settled, methodologies 
to enhance and improve it are growing (e.g., Duan, 2017, 2018; Ferrante et al., 2007, 2016), and at the same 
time, techniques to assess the methods and report on the best possible detectability performance are sought (e.g., 
Ferrante et al., 2014; Keramat et al., 2019; Vítkovský et al., 2003; Zhang et al., 2020).

Abstract The leak detection methods in the frequency domain have presently become widely established 
among transient-based techniques. This study quantifies the uncertainty of the frequency domain multiple 
leak detection subjected to uncertain Gaussian, independent, and identically distributed measurements. The 
lower limit of the variances and covariances of the estimated leak locations and sizes are derived via the 
Cramer-Rao Lower Bound theory, whose derivation consistency with the Taylor expansion is also revealed. A 
systematic methodology based on the Monte Carlo simulations and probing waves is carried out to examine and 
verify the proposed formulations and corresponding outcomes, leading to an in-depth analysis of interactions 
between probing waves and leaks. The results justify the formation of points of minimum error in the pipeline 
corresponding to each specific harmonic wave, which has direct application in detectability using signals of 
limited bandwidth in actual practice. The findings resolve the reason behind localization failure for some test 
cases and success for others despite the same noise levels, as illustrated via numerical and experimental test 
cases. A workflow for efficient leak detection and the approach to estimating the corresponding localization 
uncertainty is proposed. According to the findings of this study, one may recommend the predicted 
error-location results to accompany the wave-based leak detection outputs to render a measure of accuracy in 
the identification process.

Plain Language Summary This article suggests a statistical framework for transient-based leak 
detection (TBLD) uncertainty quantification in the frequency domain. The key novelties and contributions 
of this perusal are twofold. (a) A robust framework for quantifying the leak detection uncertainty owing to 
the randomness of measurements is developed. It answers several unresolved questions in spectral-based leak 
detection, for example, correlation and variance of estimated quantities, required signal bandwidth to arrive at 
a specific accuracy, localization dependency to the actual location of leaks, and their interactions with standing 
waves. (b) It is demonstrated that the proposed uncertainty estimation graphs can supplement the localization 
results, thereby offering a solid theoretical tool to quantify the level of accuracy one may achieve in the leak 
detection practice. This study is significant to the authors' view as it overviews all TBLD methods in the 
frequency domain and resolves several relevant questions.
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In the context of the transient pipe flows, the uncertainty quantification may be categorized in forward and inverse 
classes. The former seeks to estimate the uncertainty of the state variables subject to uncertain system parameters 
(including leaks), like the studies by Duan (2016), Ferrante et al. (2016), Sattar and El-Beltagy (2017), and X. 
Wang (2021). The inverse uncertainty quantification corresponds to the error bounds of the unknown parame-
ters (such as the leak sizes and locations) when some state variables are measured. Since the inverse analysis 
comprises a computational model solver and a set of collected data, the uncertainty of the estimated parameters 
is dictated by the incorporated model and measurements. The uncertainties of the TBLD methods can be catego-
rized into (a) the epistemic or modeling error, which deals with inaccuracies of the input parameters and govern-
ing equations and, (b) the aleatoric or statistical uncertainties on measured data such as environmental noise, 
instrument inaccuracies, turbulence, and air bubbles (X. Wang et al., 2020, Keramat et al., 2021). The latter may 
be assumed (or adjusted) to be i.i.d and Gaussian in the TBLD process. The present study estimates how much 
this measurement uncertainty can skew the leak detection results obtained from the frequency domain methods.

Considering the two classes of the TBLD, that is, time and frequency domain, the uncertainty evaluation of 
the leak parameters can also be divided into time and frequency domain methods. The estimation error in the 
time domain has been pioneered by Vítkovský et al. (2003), in which performance indicators to decide the opti-
mal measurement locations in pipe networks were defined. Recently, Zhang et al. (2019, 2020) investigated the 
parameter uncertainties associated with the pipe wall condition, and Keramat et al. (2019) quantified the lower 
bound error of the estimated leak sizes. These studies found the connection between the resolution, valve maneu-
ver, sensor placement, signal length, and the measurement noise level in a time domain framework. In compari-
son, the current study focuses on the frequency response formulations.

Essentially, the identification of defects based on transient data is a random process because of the wide range 
of uncertainties (measurements, wave speed, friction factor, mechanical properties of the pipeline and its struc-
tural supports, etc.) of the input data (Duan, 2016; Ferrante et al., 2016; Keramat & Zanganeh, 2019; Sattar & 
El-Beltagy, 2017; X. Wang, 2021; Zanganeh et al., 2020; Zhang et al., 2020). That means the result of the defect 
detection problem seeks to infer the parameters of a distribution (Casella & Berger, 2002). To date, the majority of 
defect detection studies have just focused on a single parameter of the distribution, that is, the mean. Nevertheless, 
the estimation variance contributes to an equivalent or sometimes more value (than the mean) in a stochastic context. 
The covariance matrix of the estimated quantities is among the significant paraments of a distribution that reports 
the error or variance of the leak unknowns and the correlation between them (off-diagonal elements of the covari-
ance matrix; e.g., Keramat et al., 2019; Nehorai & Hawkes, 2000). Thus, the derivation and the investigation of the 
covariance matrix of the leak data is the objective of this research. In this context, Alawadhi and Tartakovsky (2020) 
used the Bayesian modeling to for the localization and its uncertainty quantification, but their approach is in the time 
domain, considered the initial conditions uncertainties, is computationally expensive, and limited to a single leak.

This research evaluates the lower bound of the leak parameters covariance matrix, or equivalently, the mean 
square error of the estimated leak sizes and locations. This estimation is accomplished based on the Fisher infor-
mation matrix in a frequency domain framework, while Keramat et al. (2018) conducted it on a time-domain 
basis. The formulations are verified by the Monte Carlo method applied to the recent localization method devel-
oped by the authors (Keramat & Duan, 2021; Keramat et al., 2022). The analytical CRLB derivations allow for 
assessing localization techniques, and estimating the uncertainties of the leak sizes and locations as a supplemen-
tal report in the real practice of leak detection, as detailed via several case studies.

The rest of this research is organized as follows. First, the CRLB theory is applied to find the lower bound of the leak 
parameters covariance matrix. Then, the state formulation in a pipeline with multiple leaks is presented to enable 
computing the elements of the covariance matrix. The proposed formulations are then used in some numerical 
examples, and their results are comprehensively discussed. The computational investigations cover an in-depth anal-
ysis of the localization uncertainty, and an efficient leakage identification algorithm, followed by two experimental 
case studies. Concluding remarks on the CRLB application to the leakage identification uncertainty is finally drawn.

2. Problem Statement
In the frequency domain-based localization framework using some sets of collected transient signals, measure-
ment uncertainties spread to the identified parameters. Therein, the following questions are crucial but have not 
received enough attention.

 19447973, 2022, 12, D
ow

nloaded from
 https://agupubs.onlinelibrary.w

iley.com
/doi/10.1029/2022W

R
032512 by H

O
N

G
 K

O
N

G
 PO

L
Y

T
E

C
H

N
IC

 U
N

IV
E

R
SIT

Y
 H

U
 N

G
 H

O
M

, W
iley O

nline L
ibrary on [23/05/2025]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



Water Resources Research

DUAN AND KERAMAT

10.1029/2022WR032512

3 of 26

1.  How many resonant frequencies (what signal bandwidth) is necessary to extract from the experimental data 
to arrive at a specific accuracy in localization? The need to find the appropriate number of resonant frequen-
cies from the noisy data is grounded on two facts. First, in the transients frequency spectrum, the noise level 
increases at higher frequencies (e.g., X. Wang, Lin, et  al.,  2019; X. Wang, Palomar, et  al.,  2019) so that 
signals with higher bandwidths incorporate more noise in the localization process. That means exploiting 
high-bandwidth noisy signals in the leak location/size estimation cannot always be beneficial. Second, the 
wave-leak reflection theories (Louati et al., 2020) revealed that some waves are extremely sensitive to specific 
leak locations, thus significantly contributing to the localization of that leak. Based on the two facts, one can 
conclude that depending upon the leak location, a specific number of resonant frequencies are required and 
are enough to be incorporated in the localization process. More than that leads to skew the results because of 
the noise involvement from the later resonant frequencies.

2.  What are the uncertainties corresponding to the identified leak sizes and locations? That is to say, how can the 
covariance matrix of the unknown leak parameters be quantified? The uncertainties here refer to the variance 
(standard deviation) of the leak locations and sizes and their correlations, which are less discussed in the 
literature.

3.  Why can some leaks be conveniently localized and others not despite applying the same signal bandwidths? 
This question may be posed differently regarding the leak-wave interaction studied by Louati et al. (2020): 
why are some waves (frequencies) more vulnerable to noise and some less when used in detecting specific 
leaks?

The three questions are approached via quantifying the lower bound of the localization results, which implies 
the minimum of the covariance matrix (CRLB) for a given set of system parameters and transient signals. More 
precisely, the CRLB of 𝐴𝐴 𝐴𝐴𝐿𝐿 leaks having coordinates 𝐴𝐴 𝐴𝐴𝑛𝑛, 𝑛𝑛 = 1, . . . , 𝑁𝑁𝐿𝐿 , and characteristic sizes 𝐴𝐴 𝐴𝐴𝑛𝑛, 𝑛𝑛 = 1, . . . , 𝑁𝑁𝐿𝐿 , 
in which 𝐴𝐴 𝐴𝐴𝑈𝑈 < 𝐴𝐴1 < . . . < 𝐴𝐴𝑁𝑁𝐿𝐿

< 𝐴𝐴𝑚𝑚 , and 𝐴𝐴 𝐴𝐴𝑚𝑚 denoting the measurement station site in a reservoir-pipe-valve 
system, as shown in Figure 1, is considered. The developed formulations are exploited to answer the questions 
raised earlier.

3. The Lower Bound Uncertainty Quantification of Multiple Leaks
The estimation model of the leak parameters comprises observations or measurements and the computational 
solver. Corresponding to this estimation model, the CRLB offers a lower bound limit on the covariance matrix of 
the unknown parameters that no unbiased estimator can exceed. After presenting the CRLB, which depends on 
computational state estimation, the approach to compute the pressure head states is elaborated in this section. The 
measurements, which are the sole source of uncertainty, are considered independent and identically distributed 
(i.i.d.) and Gaussian. The adopted state estimation model, which is assumed free of modeling error, evaluates the 
amplitudes corresponding to each frequency in viscoelastic (Keramat & Haghighi, 2014; Keramat et al., 2014) 
and elastic pipelines based on the transfer matrix solution of the water hammer equations.

3.1. The Cramer-Rao Lower Bound Theory

Let the vector 𝐴𝐴 𝜽𝜽 denote the unknows of the leak identification process with the following entries

𝜽𝜽 = (𝐳𝐳𝐿𝐿;𝜶𝜶𝐿𝐿) =
(

𝑧𝑧1, 𝑧𝑧2, . . . , 𝑧𝑧𝑁𝑁 , 𝛼𝛼1, 𝛼𝛼2, . . . , 𝛼𝛼𝑁𝑁𝐿𝐿

)T (1)

and 𝐴𝐴 𝐴𝐴
2 be the noise variance. The lower bound uncertainty and correlation of the estimated parameters, that is, 

cov(�̂) can be found via (Casella, 2002)

Figure 1. The schematic of the pipeline in a typical reservoir-multiple-leak-pipeline-valve system considered for the 
proposed uncertainty analysis and leak identification.
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Σ�̂ = Σ
(

�̂
)

≥ �2

2

(

ℜ
(

��H

��
��
��

))−1

= cov
(

�̂
)

 (2)

where 𝐴𝐴 ℜ stands for the real part of a complex number (matrix), and variables with the circumflex represent an esti-
mate of the unknown parameters. It is worthy throughout this study to distinguish between the covariance matrix (or 
variances) and the lower bound of the covariance matrix (or variances). To this end, the “variance” and “covariance” 
are denoted by 𝐴𝐴 𝐴𝐴

2
,Σ and their lower bound are respectively indicated by “var” and “cov”. The inequality (Equa-

tion 2) is derived in the following based on the CRLB theory. In the leak detection problem, the leak properties are 
found by some measurement vectors 𝐴𝐴 𝐡𝐡

𝑀𝑀 whose elements are i.i.d and contaminated by white noise. The expected 
value (indicated by 𝐴𝐴 𝔼𝔼 ) of the uncertain measurements are quantified by the transient model, hence

𝔼𝔼
(

𝐡𝐡
𝑀𝑀
)

= 𝐡𝐡, (3)

and their covariance (denoted by 𝐴𝐴 Σ ) becomes

Σ�� = Σ
(

��)

= �
[

(

�� − �
) (

�� − �
)H
]

, (4)

which reduces to the noise variance 𝐴𝐴
(

𝜎𝜎
2
)

 times the identity matrix on account of the i.i.d. assumption on the 
elements of 𝐴𝐴 𝐡𝐡

𝑀𝑀

𝜎𝜎
2
(

𝐡𝐡
𝑀𝑀
)

= 𝜎𝜎
2

𝐡𝐡
𝑀𝑀
=

1

𝑁𝑁𝑠𝑠.𝐽𝐽
𝔼𝔼

[

(

𝐡𝐡
𝑀𝑀
− 𝐡𝐡

)H (

𝐡𝐡
𝑀𝑀
− 𝐡𝐡

)

]

= 𝜎𝜎
2
, Σ

(

𝐡𝐡
𝑀𝑀
)

= 𝜎𝜎
2
𝐈𝐈𝑁𝑁𝑠𝑠.𝐽𝐽 (5)

where 𝐴𝐴 𝐴𝐴𝑠𝑠, 𝐽𝐽  are the number of measurement stations and transient data points at each station, and 𝐴𝐴 𝐈𝐈𝑁𝑁𝑠𝑠.𝐽𝐽
 is the 

identity matrix of size 𝐴𝐴 (𝑁𝑁𝑠𝑠.𝐽𝐽 ) being the sample size. The log-likelihood of the identified leak characteristics then 
takes the following form (Wang & Ghidaoui, 2018)

ln 𝐿𝐿
(

𝜽𝜽; 𝐡𝐡
𝑀𝑀
)

= −
(𝑁𝑁𝑠𝑠.𝐽𝐽 )

2
ln(2𝜋𝜋) − (𝑁𝑁𝑠𝑠.𝐽𝐽 ) ln 𝜎𝜎 −

1

𝜎𝜎2

‖

‖

𝐡𝐡
𝑀𝑀
− 𝐡𝐡

‖

‖

2

, (6)

which enables to define of the Fisher information matrix 𝐴𝐴 𝐅𝐅𝜽𝜽 . The CRLB theory provides the lower bound for the 
covariance matrix of the estimated leak unknowns via

Σ�̂ = Σ
(

�̂
)

= �
[

(

�̂ − �
)(

�̂ − �
)T

]

≥ �−1
� (7)

in which the elements of the Fisher information matrix are given by:

𝐹𝐹𝑝𝑝𝑝𝑝𝑝 = 𝔼𝔼

[

𝜕𝜕 ln 𝐿𝐿
(

𝜽𝜽; 𝐡𝐡
𝑀𝑀
)

𝜕𝜕𝜕𝜕𝑝𝑝

𝜕𝜕 ln 𝐿𝐿
(

𝜽𝜽; 𝐡𝐡
𝑀𝑀
)

𝜕𝜕𝜕𝜕𝑝𝑝

]

= −𝔼𝔼

[

𝜕𝜕
2
ln 𝐿𝐿

(

𝜽𝜽; 𝐡𝐡
𝑀𝑀
)

𝜕𝜕𝜕𝜕𝑝𝑝𝜕𝜕𝜕𝜕𝑝𝑝

]

𝑝 𝑝𝑝𝑝 𝑝𝑝 = 1𝑝 2𝑝 . . . 𝑝 2𝑁𝑁𝐿𝐿 (8)

One can refer to Appendix A of Kay (1993) for the derivation of the second equality. The expanded representation 
of the resulting matrix in Equation 8 is:
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Appendix A illustrates details to compute the derivatives of the likelihood function, that is, the elements of the 
Fisher information matrix in Equation 9 which are evaluated based on the modeled transient pressures.

The simplifications in Appendix A allow for the following plain representation of the elements of the Fisher 
information matrix

�� =
2
�2
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in which 𝐴𝐴 ℜ stands for the real part of the evaluated number given the real nature of the leak size and location 
error. Considering Equations 1, 7, and 10 the lower bounds of the leak unknowns are achieved as presented in 
Equation 2. Appendix B offers another approach to derive inequality (Equation 2) based on the Taylor series.

The inequality (Equation 2) is general and applicable to any pipe system as long as a proper transient model for 
that system to compute the pressures is available. In the next section, the water hammer model for a reservoir-pipe-
valve system with multiple leaks is elaborated.

3.2. The State Estimation Model

This section presents the formulation to compute the pressure and head spectra along the pipeline for a 
reservoir-pipe-valve system, which enables computing the terms of the CRLB expressions.

Let 𝐴𝐴 𝐴𝐴𝑛𝑛, 𝑛𝑛 = 1, . . . , 𝑁𝑁𝐿𝐿 denote the characteristic size of each leak which is determined by steady-state leakage 
flow rate 𝐴𝐴 𝐴𝐴

0

𝐿𝐿𝐿𝐿
 , its pressure head 𝐴𝐴 𝐴𝐴

0

𝐿𝐿𝐿𝐿
 and elevation 𝐴𝐴 𝐴𝐴𝐿𝐿𝐿𝐿 . In view of the linearized (in terms of the leak sizes 

𝐴𝐴 𝐴𝐴𝑛𝑛, 𝑛𝑛 = 1, 2, . . . , 𝑁𝑁𝐿𝐿 ) form of the transient response, the elements of the pressure head (corresponding to each 
frequency) at the mth measurement station are computed as:

ℎ� =
(

���
21 +

∑��
�=1 ���

����
21

)

�� =
����

21 +
∑��

�=1 ���
����
21

����
11 +

∑��
�=1 ���

����
11

,

����
11 = cosh (���) ,

�����
11 = −� cosh (����) sinh (����) , ����

21 = −� sinh (���) ,

����
22 = cosh (���) , �����

21 = �2 sinh (����) sinh (����) ,

�����
22 = −� cosh (����) sinh (����) , �� = �� − �� ,

��� = �� − ��, ��� = �� − �� , �� = −
�0

��

2
(

�0
�� − ���

) ,

� = 1, 2, . . . , �, � = 1, 2, . . . , ��

 (11)

where, 𝐴𝐴 𝐴𝐴𝑚𝑚, 𝑚𝑚 = 1, 2, . . . , 𝑁𝑁𝑠𝑠 represent the location of the measurement station, 𝐴𝐴 𝐴𝐴𝑈𝑈 stands for the coordinate of the 
upstream node, and 𝐴𝐴 𝐴𝐴 and 𝐴𝐴 𝐴𝐴 are respectively the characteristic impedance and the propagation function as follows
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𝜗𝜗 =
𝜇𝜇 𝜇𝜇

2

i𝜔𝜔𝜔𝜔g
, 𝜇𝜇 =

i𝜔𝜔

𝜇𝜇

√

1 +
𝑓𝑓𝑓𝑓0

i𝜔𝜔𝜔𝜔𝜔𝜔
, i =

√

−1 (12)

in which the Darcy-Weisbach friction factor 𝐴𝐴 𝐴𝐴 , gravitational acceleration 𝐴𝐴 g , 
inner diameter of pipe 𝐴𝐴 𝐴𝐴 , cross-sectional area of flow 𝐴𝐴 𝐴𝐴 , steady-state flow 
rate 𝐴𝐴 𝐴𝐴0 , and wave speed 𝐴𝐴 𝐴𝐴 are independent input parameters, and 𝐴𝐴 𝐴𝐴 represents 
the frequencies. In the case of the viscoelastic pipe, the frequency-dependent 
wave speed as defined by Karimian et  al.  (2020) is used. Equation  11 is 
derived on account of the transfer matrix approach once used to compute the 
heads and flow rates at the measurement stations (Chaudhry, 2014).

4. Numerical Case Study, Verification, and Discussion
This section seeks to investigate the theoretical formulations derived earlier 
through numerical examples. Considering the main target of this paper to 
estimate the error bound of the leak detection and noting that such an error 
depends on the estimation model, this section is organized as follows. First, 
the specifications of the pipe system to analyze the uncertainty quantifi-
cation of leaks parameters are provided. Second, the Monte Carlo simula-
tions (Hastings,  1970)  of the leakage estimator proposed by Keramat and 

Duan (2021) and the maximum reflections theories developed by Louati et al. (2020) are employed to validate 
the formulae in inequality (Equation 2) for the covariance matrix of leaks.

4.1. Preliminaries

The typical reservoir-pipe-valve system with a few leaks, as depicted in Figure 1, with specifications in Table 1, is 
considered for the localization and error estimation. The location of the measurement station is set to 𝐴𝐴 𝐴𝐴𝐷𝐷 = 2, 000m 
(the downstream boundary) whose data are indicated by the superscript M in the derived formulations. The 
collected transient pressure data are assumed to follow the normal distribution. To this end, the noise-free data 
are first evaluated using the transient model and then both their real and imaginary parts are separately added to 
zero-mean Gaussian random vectors to produce the noisy measurements hypothetically.

4.2. The Standard Monte Carlo Sampling

The formula derived in inequality (Equation 2) and the resulting expression for 𝐴𝐴 𝐡𝐡 can be used to find the lower 
bound of the covariance matrix of the estimated parameters. For the case of a single leak with 𝐴𝐴 𝐴𝐴𝐿𝐿, 𝛼𝛼𝐿𝐿 parameters, 
Equation 10 reduces to

cov (�̂�, �̂�) = �2

⎡

⎢

⎢

⎢

⎣

‖

‖

‖

��
���

‖

‖

‖

2
ℜ

(

��H

���

��
���

)

ℜ
(

��H

���

��
���

)

‖

‖

‖

��
���

‖

‖

‖

2

⎤

⎥

⎥

⎥

⎦

−1

≤
⎡

⎢

⎢

⎣

�2 (�̂�) Σ (�̂�, �̂�)

Σ (�̂�, �̂�) �2 (�̂�)

⎤

⎥

⎥

⎦

 (13)

in which the diagonal elements are variances of the leak location and size estimate and the off-diagonal elements 
correspond to the covariances. A detailed definition of each entry of the Fisher Information matrix (at the 
left-hand side of the inequality) can be found in Appendix C.

The main focus of this section is to verify the derived relations for the uncertainty of estimated parameters, among 
which the lower bound of the standard deviation of the leak location estimates corresponds to the square root 
of the first entry of the matrix depicted on the left-hand side of the inequality (Equation 2). Being of particular 
importance in real practice, Figure 2 plots this quantity for various locations of the actual leak in black dashed 
line, in which (a) corresponds to the case that only five resonant frequencies are used in localization and (b) is 
obtained for 𝐴𝐴 𝐴𝐴max = 7𝐴𝐴𝑡𝑡𝑡 as the bandwidth of used frequencies.

Length 𝐴𝐴 𝐴𝐴 = 2, 000m 

Inner diameter of the pipe wall 𝐴𝐴 𝐴𝐴 = 0.5m 

Elastic modulus of the pipe wall 𝐴𝐴 𝐴𝐴 = 210GPa 

Thickness of the pipe wall 𝐴𝐴 𝐴𝐴 = 1 cm 

Bulk modulus of the fluid 𝐴𝐴 𝐴𝐴 = 2.1GPa 

Upstream reservoir head 𝐴𝐴 𝐴𝑅𝑅 = 25m 

Outflow rate from the reservoir 𝐴𝐴 𝐴𝐴
0
= 15.3 Ls

−1 

Leakage flow rate 𝐴𝐴 𝐴𝐴
0

𝐿𝐿
= 3Ls

−1 

Effective leak size 𝐴𝐴 𝐴𝐴𝑒𝑒 = 140mm
2  

Fluid's density 𝐴𝐴 𝐴𝐴𝑓𝑓 = 1, 000 kgm
−3 

Friction factor 𝐴𝐴 𝐴𝐴 = 0.02  

Wave speed 𝐴𝐴 𝐴𝐴𝐸𝐸 = 1, 200ms
−1  

Table 1 
The Pipe and Flow Specifications of the Numerical Case Study
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To examine Figure 2, the estimator recently proposed by Keramat and Duan (2021) is used to find the error of 
the identified leak locations once the leak is placed at different points along the pipeline. However, because 
of the sensitivity of the estimation results to the transient signal, which is noisy and uncertain, the feasible 
approach is to find different realizations of the transient data. Using the different sets of collected data, the leak 
location is separately estimated so as to infer the desired parameters of the distribution corresponding to the 
leak location. Established as the exhaustive Monette Carlo approach, the results of each individual localization 

𝐴𝐴 𝐴𝐴𝐴𝐿𝐿𝐿𝐿, 𝐿𝐿 = 1, 2, . . . , 𝑁𝑁𝑀𝑀𝑀𝑀 , in which 𝐴𝐴 𝐴𝐴𝑀𝑀𝑀𝑀 is the total number of the localizations, can then be used to arrive at the 
standard deviation of the leak location or 𝐴𝐴 std (�̂�𝑧𝐿𝐿) ,

std (�̂�𝑧𝐿𝐿) =

√

∑𝑁𝑁𝑀𝑀𝑀𝑀

𝑟𝑟=1
(�̂�𝑧𝐿𝐿𝑟𝑟 − 𝑧𝑧𝐿𝐿)

2

𝑁𝑁𝑀𝑀𝑀𝑀

 (14)

Note that the higher the 𝐴𝐴 𝐴𝐴𝑀𝑀𝑀𝑀 , the closer the results get to the standard deviation or to the lower bound defined in 
this research. In the numerical case of this study, 𝐴𝐴 𝐴𝐴𝑀𝑀𝑀𝑀 = 300 could provide satisfactory results. Now, the illus-
trated approach can be employed for different value of 𝐴𝐴 𝐴𝐴𝐿𝐿 to infer the significance of the actual location of the 
leak in the localization accuracy. The blue circles in Figure 2a indicate the 𝐴𝐴 std (�̂�𝑧𝐿𝐿) for 𝐴𝐴 𝐴𝐴𝐿𝐿 = {10 ∶ 10 ∶ 1, 800} , 
which as seen, that is of larger quantity at 300 m than 600 m, or 𝐴𝐴 std (𝑧𝑧𝐿𝐿 = 300m, �̂�𝑧𝐿𝐿) > std (𝑧𝑧𝐿𝐿 = 600m, �̂�𝑧𝐿𝐿) . 
This finding is consistent with the fact that various locations of the actual leaks are subject to identifications of 
a different order of accuracy.

As shown in Figure 2, the proposed formula and the Monte Carlo depicted respectively in dashed black line and the 
continuous blue favorably match each other. The comparison is satisfactory given the fact that first, theoretically, 

Figure 2. The standard deviation of the leak location estimates for various leak positions along the pipeline. The standard 
deviation results are obtained through exhaustive Monte Carlo trials (the continuous blue curve) and the proposed formula 
(the dashed black curve).
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the number of stimulations, 𝐴𝐴 𝐴𝐴𝑀𝑀𝑀𝑀 should approach infinity to get the correct value. Second, this is, in fact, a check 
for many points along the pipeline (each of which requires 300 simulations to find the indicated value, i.e., each 
blue circle is the result of Equation 14 for a specific 𝐴𝐴 𝐴𝐴𝐿𝐿 . Figure 3 displays the results of each of these localizations 
for various positions of the actual leak (the dashed red lines) (a) 𝐴𝐴 𝐴𝐴𝐿𝐿 = 400m , (b) 𝐴𝐴 𝐴𝐴𝐿𝐿 = 800m , (c) 𝐴𝐴 𝐴𝐴𝐿𝐿 = 1, 000m , 
(d) 𝐴𝐴 𝐴𝐴𝐿𝐿 = 1, 200m , (e) 𝐴𝐴 𝐴𝐴𝐿𝐿 = 1, 400m . The result in Figure 2 reveals that the incorporated estimator (Keramat & 
Duan, 2021) achieves the CRLB so that it can be called fully efficient in the sense that it makes full use of the 
transient data (Casella, 2002). It will be instructive to recall the difference between the estimator and the estima-
tion model. The estimator refers to a method employed to arrive at an estimate of the desired parameter. But the 
estimation model is associated with a particular set of information (data) and mathematical/computational model. 
Each estimation model has a unique CRLB. For one estimation model, several estimators may exist, among which 
the one whose variance achieves the CRLB (as shown in Figure 2) is called fully efficient.

It is worthwhile to note that the uncertainties depicted in Figure 2 are proportional to the noise standard deviation 
as seen in inequality (Equation 2). The reason for choosing a small standard deviation 𝐴𝐴 𝐴𝐴 which has led to small 
localization errors in Figure 2, is that the required number of Monte Carlo simulations will be huge for higher 
noise levels, thus complicating the verification. Nevertheless, the results in this figure indicate that the error at 
some locations is far more than some other locations, which suggests the necessity of providing these results 
along with the localization results to give the clients a level of reliability to the reports. A related strange issue in 

Figure 3. Manifestation of the leak detection results (the blue lines) for several Monte Carlo realizations 𝐴𝐴 (𝑁𝑁𝑀𝑀𝑀𝑀 = 300) 
at various locations of the actual leak (the dashed red lines); (a) 𝐴𝐴 𝐴𝐴𝐿𝐿 = 400m , (b) 𝐴𝐴 𝐴𝐴𝐿𝐿 = 800m , (c) 𝐴𝐴 𝐴𝐴𝐿𝐿 = 1, 000m , (d) 

𝐴𝐴 𝐴𝐴𝐿𝐿 = 1, 200m , (e) 𝐴𝐴 𝐴𝐴𝐿𝐿 = 1, 400m .
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these results is the significant drop of localization uncertainty around the upstream which will be explained later 
in terms of leak size uncertainty.

4.3. In-Depth Examination of the Identification Process and Uncertainty Quantification

The results obtained in Figure 2, especially the locations of tiny error, can be scrutinized via Equation 11 once it 
is written for a single leak if assuming a single measurement station at the valve 𝐴𝐴 𝐴𝐴𝑚𝑚 = 𝐿𝐿 :

ℎ� =
����

21 + ������
21

����
11 + ������

11

=
−� sinh(��) + ���2 sinh (� (� − ��)) sinh (���)
cosh(��) − �� � cosh (� (� − ��)) sinh (���)

=
�i sin(i��) − ���2 sin (i� (� − ��)) sin (i���)
cos(i��) + i �� � cos (i� (� − ��)) sin (i���)

, 
(15)

Noting that for a frictionless case, 𝐴𝐴 𝐴𝐴 =
i𝜔𝜔

𝑎𝑎
= i𝜅𝜅 , Equation 15 reduces to:

ℎ𝐷𝐷 =
−𝜗𝜗i sin(𝜅𝜅𝜅𝜅) − 𝛼𝛼𝜅𝜅𝜗𝜗

2
sin (𝜅𝜅 (𝜅𝜅 − 𝑧𝑧𝜅𝜅)) sin (𝜅𝜅𝑧𝑧𝜅𝜅)

cos(𝜅𝜅𝜅𝜅) − i 𝛼𝛼𝜅𝜅 𝜗𝜗 cos (𝜅𝜅 (𝜅𝜅 − 𝑧𝑧𝜅𝜅)) sin (𝜅𝜅𝑧𝑧𝜅𝜅)
 (16)

It is now instructive to revisit the leak detection procedure to decipher the reason behind the formation of the points 
of infinitesimal error in Figure 2. Basically, the localization of a single leak is based on fitting the leak parameters 
in Equation 16 (i.e., 𝐴𝐴 𝐴𝐴𝐿𝐿 and 𝐴𝐴 𝐴𝐴𝐿𝐿 ) such that the computed pressures based on this equation become as close as possi-
ble to the measured data. Consequently, in the case of a single leak, the pressure response corresponding to a few 
waves (i.e., the first few harmonics) will be enough to pinpoint the leak. Equation 16 implies that corresponding to 
each wave, there are points along the pipe at which their amplitude at the valve is maximum. These locations are 
in fact more sensitive to the pressure head formed at the valve node and therefore, the existence of a leak at these 
points can easily be identified by that specific wave. To further clarify the properties of these points, Equation 16 
is plotted for various locations of the leaks 𝐴𝐴 0 < 𝑧𝑧𝐿𝐿 < 𝐿𝐿 throughout the pipe for each harmonic (second to fifth 
harmonic) as seen in Figures 4a–4d. One can now recognize that  the  minimum-error locations in Figure 2a that is 

𝐴𝐴 𝐴𝐴
∗

𝐿𝐿
𝜖𝜖 {800, 1, 333, 1, 600} m , and those in Figure 2b which are 𝐴𝐴 𝐴𝐴

∗

𝐿𝐿
𝜖𝜖 {571, 800, 1, 143, 1, 333, 1, 600, 1, 714} m 

correspond to the extrema in Figures 4a–4d.

It is quite obvious that noise can hardly ruin the distinct amplitudes which correspond to the locations of minimum 
error. This is made observable in Figures 5a–5g which depicts an imposed uncertainty along with the pressure 
amplitude at the valve for the second harmonic 𝐴𝐴 𝐴𝐴 = 3𝐴𝐴𝑡𝑡𝑡 . Figure 5a is identical to Figure 4a and so is Figure 5b 
but with a refined vertical scale (notice the 𝐴𝐴 𝐴𝐴

∗

𝐿𝐿
= 1, 333m as derived and discussed earlier). More refined shapes 

corresponding to different zones of potential leak locations: (c) 𝐴𝐴 200m < 𝑧𝑧𝐿𝐿 < 250m , (d) 𝐴𝐴 400m < 𝑧𝑧𝐿𝐿 < 450m , 
(e) 𝐴𝐴 1, 100m < 𝑧𝑧𝐿𝐿 < 1, 150m , (f) 𝐴𝐴 1, 700m < 𝑧𝑧𝐿𝐿 < 1, 750m , are also plotted. In all the figures (c–f) the error bars 
(in red) indicate the same noise standard deviation 𝐴𝐴 (𝜎𝜎 = 1, 000m) , therefore the level of uncertainty that each 
of which brings about in the localization process can be appreciated. Figures 5d and 5f are subjected to higher 
uncertainty, and Figures 5c and 5e are prone to more accuracy as can also be verified through the CRLB curve 
explained earlier and also redrawn in Figure 5g. It is worthwhile to note that the representations in Figures 5a–5f 
are just for a single wave (the second harmonic) and hence cannot be considered as a solid basis for the accuracy 
of localization in general. Nevertheless, the curve in Figure 5g which combines the first and second resonant data 
provides the reliable tool to assess the best possible localization accuracy using the specified bandwidth.

As a further investigation for each specific wave, one can find the locus of minimum error by setting the denomi-
nator of Equation 16 to zero. The roots of the first term in the denominator provide the system resonant frequencies

cos(𝜅𝜅𝜅𝜅) = 0⇒𝜅𝜅𝜅𝜅 = (2𝑚𝑚 − 1)
𝜋𝜋

2
⇒𝜔𝜔𝑚𝑚 = (2𝑚𝑚 − 1)

𝜋𝜋𝜋𝜋

2𝜅𝜅
, 𝑚𝑚 𝑚𝑚ℤ

+ (17)

in which 𝐴𝐴 ℤ
+ represents the set of positive integer numbers. The roots of the second term indicate specific loca-

tions at which the produced amplitude of that wave at the valve is maximum:

sin (𝜅𝜅𝜅𝜅𝐿𝐿) = 0⇒𝜅𝜅𝜅𝜅𝐿𝐿 = 𝑛𝑛𝑛𝑛⇒𝜔𝜔𝑛𝑛 =
𝑛𝑛𝑛𝑛𝑛𝑛

𝜅𝜅𝐿𝐿
, 𝑛𝑛 𝑛𝑛ℤ

+ (18)
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The resonant waves given by Equation 17 and the frequencies corresponding to the locus of maximum amplitudes 
for each harmonic wave determined via Equation 18, can be equated to find the points of minimum error in the 
localization process, noting that 𝐴𝐴 0 < 𝑧𝑧

∗

𝐿𝐿
∕𝐿𝐿 < 1 :

𝜔𝜔𝑛𝑛 = 𝜔𝜔𝑛𝑛⇒

𝑧𝑧
∗

𝐿𝐿

𝐿𝐿
=

2𝑛𝑛

2𝑚𝑚 − 1
, 0 <

𝑧𝑧
∗

𝐿𝐿

𝐿𝐿
< 1⇒0 < 𝑛𝑛 < 𝑚𝑚 −

1

2
, 𝑚𝑚, 𝑛𝑛 𝑚𝑚ℤ

+ (19)

That means for the first wave, no such location of infinitesimal error exists or 𝐴𝐴 𝐴𝐴 = 1, 𝑛𝑛 = {} , 𝑧𝑧
∗

𝐿𝐿
= {} , and likewise, 

for 𝐴𝐴 𝐴𝐴 = 2, 𝑛𝑛 = {1} ,
𝑧𝑧
∗

𝐿𝐿

𝐿𝐿
=

{

2

3

}

 , for 𝐴𝐴 𝐴𝐴 = 3, 𝑛𝑛 = {1, 2} ,
𝑧𝑧
∗

𝐿𝐿

𝐿𝐿
=

{

2

5
,

4

5

}

 , for 𝐴𝐴 𝐴𝐴 = 4, 𝑛𝑛 = {1, 2, 3} ,
𝑧𝑧
∗

𝐿𝐿

𝐿𝐿
=

{

2

7
,
4

7
,
6

7

}

 , 
and so on. Figure 6 lists the locations for 𝐴𝐴 𝐴𝐴 = 2, . . . , 9 in the case of 𝐴𝐴 𝐴𝐴 = 2, 000m , as shown in the data tips 
in the figure. Figures 7a–7d depicts the CRLB results corresponding to different range of frequencies that is 

𝐴𝐴 𝐴𝐴 = {(2𝑚𝑚 − 1)𝐴𝐴𝑡𝑡𝑡 ∶ 𝑚𝑚 = 2, 3, 4, 5} , along with the 𝐴𝐴 𝐴𝐴
∗

𝐿𝐿
 quantities as data tips. There is again good agreement 

between the points of minimum error in Figure 7 and those predicted in Figure 6, noting that the space in Figure 7 
was 𝐴𝐴 𝐴𝐴𝐿𝐿 = 10 ∶ 10 ∶ 2, 000m .

5. Application to Leakage Identification
The quantified uncertainties corresponding to the estimated parameters can provide useful information for 
enhanced localization, as evidenced in various research areas. For example, in structural damage detection, G. 
Wang  (2018), and in structural health monitoring, Yue and Aliabadi  (2020) offered improved techniques by 
utilizing the evaluated uncertainties. In this section, the uncertainty formulations drawn in the previous section 

Figure 4. The amplitude of different waves; (a–d) respectively correspond to second, third, fourth and fifth harmonic wave at 
the valve versus all possible locations of the leak. The data tips indicate the locations of maximum amplitude corresponding 
to each specific wave.
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will be exploited for efficient leak detection. The efficiency refers to using an appropriate number of resonant 
frequencies and corresponding amplitudes, which is essential for leak identification exercises in actual practice.

5.1. Localization Error Variations With the Signal Bandwidth

The estimate of the minimum error depends on the actual leak location, the employed frequencies (𝐴𝐴 𝐴𝐴max,∆𝐴𝐴 ), 
and the noise variance (𝐴𝐴 𝐴𝐴

2 ). The computed errors in the case of a single leak are shown in Figure 8, which depicts 
the variation of the lower bound of the localization error (vertical axis) versus location and signal bandwidth (the 
maximum number of modes used in the identification, i.e., 𝐴𝐴 𝐴𝐴max = 𝜔𝜔max∕𝜔𝜔𝑡𝑡𝑡 ; Lee et al., 2015). In other words, 
it indicates how different leaks placed at 𝐴𝐴 𝐴𝐴𝐿𝐿 ∈ {50 ∶ 50 ∶ 1, 800} require a different number of resonant peaks 

Figure 5. (a) The computed 𝐴𝐴 𝐴𝐷𝐷 at the valve for the second harmonic versus all possible leak locations; (b) a refined (in 
vertical scale) representation of (a); (c–f) further resolution of (a) for specific zone along the pipe as indicated in the 
horizontal axis; (g) standard deviation of the localization estimates for various leak positions along the pipeline.
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to provide the same localization accuracy. The reason for the step-like variations is that even harmonics give no 
information, and hence, only the odd harmonics enhance the localization (when using the valve signal). It is also 
worth noting that for all leak locations, the use of more frequencies contributes to less uncertainty, or in other 
words, the displayed error curves are monotonically decreasing.

The preceding figure offers information about the estimation error for a given leak set after the leak identifica-
tion. To use this kind of results in the actual practice of leak detection, one may consider the identified location 
as the actual one and then estimate the error using the approach provided in this research, that is, inequality 
(Equation 2). With this, the error graphs offer meaningful information about the reliability and preciseness of 
the solu tion outcome (Diong et  al.,  2015), which will be discussed in the next section. The formulations in 
(Equation 2) are general and applicable to the multiple-leak case. In practice, one can report the identified leak 
results and the corresponding error (minimum possible standard deviation) to provide the clients with further 
insight into potential uncertainty arising from noise on collected data (Lambert, 2012). Note that the Bayesian 
modeling suggested by Alawadhi and Tartakovsky (2020) is another approach to provide the probability of the 
successful localization, and apply it in the localization process, but the proposed approach in this research is 
extremely simpler as it provides analytical formulations and does not require any sampling, integration or solving 
differential equations.

5.2. A Noise-Efficient Algorithm for Leak Detection

This section seeks to apply the foregoing research achievements to decide how many resonant frequencies are 
appropriate for the localization. In the case of noise-free signals, Gong et al. (2013) and later Du et al. (2020, 2021) 
found that the first three resonant frequencies are enough to pinpoint a leak. But, when noise is administrated as 
an influential aspect in the localization, as revealed by the CRLB theory, the leak's position will be a fundamen-
tal parameter determining the accuracy of the leak location identification. To this end, a single leak detection 
problem with a relatively high noise level is scrutinized when localization with different bandwidths (𝐴𝐴 𝐴𝐴max ) is 
considered.

The leak size and location are 𝐴𝐴 𝐴𝐴𝑒𝑒 = 140 mm
2 and 𝐴𝐴 𝐴𝐴𝐿𝐿 = 860m respectively. By a close look at Figure 6, the nearest 

minimum error points (𝐴𝐴 𝐴𝐴
∗

𝐿𝐿
 ) to this leak location (𝐴𝐴 𝐴𝐴𝐿𝐿 = 860m ) for 𝐴𝐴 3 ≤ 𝑚𝑚max ≤ 15 are 𝐴𝐴 {800.0, 888.9, 727.3, 923.1} m 

Figure 6. The locations of infinitesimal error corresponding to each wave 𝐴𝐴 𝐴𝐴 = 2, . . . , 9 (the horizontal axis) for 𝐴𝐴 𝐴𝐴 = 2, 000m .
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which respectively correspond to 𝐴𝐴
𝑧𝑧
∗

𝐿𝐿

𝐿𝐿
=

{

2

5
,
4

9
,

4

11
,

6

13

}

 , and 𝐴𝐴 𝐴𝐴max = 5, 9, 11, 13 . The differences of these points 

from the actual leak location are 𝐴𝐴 |𝑧𝑧
∗

𝐿𝐿
− 𝑧𝑧𝐿𝐿| = {60.0, 28.9, 132.7, 63.1} m , so that the nearest point is 𝐴𝐴

𝑧𝑧
∗

𝐿𝐿

𝐿𝐿
=

{

4

9

}

 , 
thus expecting that 𝐴𝐴 𝐴𝐴max = 9 is the best bandwidth to use for localization, as will be demonstrated in the following.

To see the effect of the noise structure in actual practice, we generate noisy transient data (SNR 20 dB) and 
use them for localization with several signal bandwidths as shown in Figure 9. As seen, in all cases, the signal 
of bandwidth 𝐴𝐴 𝐴𝐴max = 9 performs quite satisfactorily. But, more importantly, higher frequencies (𝐴𝐴 𝐴𝐴max > 9 ) start 
to produce unstable localizations depending on the noise level. The figure only shows a few results to better 
address the issue after running the localization process and investigating the pattern of all consequences several 
times.

One may presume that using more resonant frequencies always leads to enhance accuracy. However, two findings 
contradict this conjecture: (a) as discovered in this study, leaks placed at different locations require different 

Figure 7. The minimum standard deviations versus various leak positions along the pipeline for different range of used 
frequencies (a) 𝐴𝐴 𝐴𝐴max = 3𝐴𝐴𝑡𝑡𝑡 , (b) 𝐴𝐴 𝐴𝐴max = 5𝐴𝐴𝑡𝑡𝑡 , (c) 𝐴𝐴 𝐴𝐴max = 7𝐴𝐴𝑡𝑡𝑡 , (d) 𝐴𝐴 𝐴𝐴max = 9𝐴𝐴𝑡𝑡𝑡 . The data tips indicate where the error is 
extremely small.
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resonant peaks to arrive at the same accuracy. For example, some cases only need the first and third resonant 
amplitudes to pinpoint the leak location (i.e., those at or very close to 𝐴𝐴 𝐴𝐴

∗

𝐿𝐿
= 1, 333m ), and using more has no 

effects on the accuracy; (b) high resonant frequencies are less reliable since they are subject to more significant 
contamination with noise, which has a high-frequency structure. Accordingly, the best advice is to use the mini-
mum possible number of resonant peaks for the identification. In other words, the workflow depicted in Figure 10 
can be employed for leak detection, thus allowing for an efficient application of the collected transient data. The 
following points worth noting regarding this flowchart:

1.  The bandwidth of the collected signal denoted by 𝐴𝐴 𝐴𝐴BW is different than the bandwidth incorporated in the 
identification process. 𝐴𝐴 𝐴𝐴BW is decided by inspecting the signal only, as will be seen in the subsequent exper-
imental studies.

2.  The estimated errors in inequality (Equation 2) are minimum possible uncertainty which may be far from what 
we get by a single set of data in reality. In fact, by definition, it corresponds to the standard deviation of the 
localization distribution, which is found when many localizations are carried out. However, it is achievable 
in actual practice, that is, repeat the localization several times corresponding to several measured data sets. 
Alternatively, several measurements (with the same characteristics, that is, measurement location, structural 
and hydraulic state of the pipe system, etc.) may be averaged to find the mean signal to be exploited for leak 
detection. Under this circumstance, the estimated error, which is supposed to be relatively low, is a reliable 
approximate to those given by inequality (Equation 2).

3.  In this flowchart and all simulations carried out in this section, the frequency step is set to 𝐴𝐴 ∆𝜔𝜔 = 2𝜔𝜔th so that 
only resonant frequencies (odd harmonics) are used. The reason is that the pipe system is less sensitive to 
other frequencies, especially the even harmonics for which the corresponding amplitudes at the valve are nil. 
Consequently, more noise is absorbed using amplitudes different than resonant frequencies, while in return, 
no significant information is incorporated in the solution process.

6. Experimental Case Studies and Discussion
In this section, two experimental case studies are investigated with the aim of further clarifying the significance 
of the proposed formulations. The first experiment studies the single leak case in which the uncertainties are 
reported when different signal bandwidths are used for localization. The second experiment investigates the 
double leaks problem and the associated uncertainties when noisy measurements are used to pinpoint the leaks. 

Figure 8. The variation of the lower bound of localization error corresponding to each employed signal bandwidth versus 
different location candidates along the pipe (𝐴𝐴 𝐴𝐴max = 𝜔𝜔max∕𝜔𝜔𝑡𝑡𝑡 ).
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The two case studies reveal that the measurement errors lead to different levels of localization error depending 
upon the leak locations, and consequently, an appropriate number of resonant frequencies need to be incorporated 
to find leaks.

6.1. The Single Leak Case

An attractive leak detection experiment carried out in the Water Engineering Laboratory of the University 
of Perugia (Keramat & Duan,  2021; Keramat et  al.,  2019; X. Wang, Lin, et  al.,  2019; X. Wang, Palomar, 
et al., 2019) is inspected considering the theories developed in this research. To this end, the leak identifica-
tion and corresponding uncertainties for different signal bandwidths are compared to interpret the flowchart in 
Figure 10.

The localization and corresponding uncertainty quantification of a single leak with effective area 𝐴𝐴 68mm
2 

placed at 𝐴𝐴 𝐴𝐴𝐿𝐿 = 60.84m from the upstream tank in an HDPE pipeline with length 𝐴𝐴 𝐴𝐴 = 166.28m is of inter-
est. Other system specifications, including the calibrated creep coefficients, are given in Table 2. The viscoe-
lastic parameters (𝐴𝐴 𝐴𝐴𝑘𝑘, 𝐽𝐽𝑘𝑘, 𝑘𝑘 = 1, 2, 3 ) in the table enable calculating the frequency-dependent wave speed 
(Brunone et al., 2018), and the unsteady friction is neglected in the transient model as discussed by X. Wang, 
Lin, et  al.  (2019) and X. Wang, Palomar, et  al.  (2019). The collected transient data following the complete 
closure of the downstream valve in 𝐴𝐴 𝐴𝐴𝑐𝑐 = 0.073 s in the time and the frequency domain are respectively shown 
in Figures 11a and 11b. The process of obtaining the frequency spectra from the time histories is available in 

Figure 9. Localization results using different signal bandwidths indicated in the horizontal axis. Each graph provides several 
localizations using noisy measurement data set as a random realization of a transient event. The dashed red line corresponds 
to the actual leak location.
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many studies (e.g., Keramat et al., 2020). An inspection of the acquired frequency spectrum reveals that higher 
frequencies are much noisier than lower ones, and that 𝐴𝐴 𝐴𝐴𝐵𝐵𝐵𝐵 ≈ 19 because after that, the noise traces seem to 
be more significant than the signatures of the system. For this bandwidth, the minimum reliable wavelength 
is 𝐴𝐴 𝐴𝐴min = 2𝜋𝜋𝜋𝜋∕𝜔𝜔 = 2𝜋𝜋𝜋𝜋∕(19𝜔𝜔𝑡𝑡𝑡) = 31.54m . Accordingly, considering the Nyquist-Shannon sampling theory, 
half of this quantity (i.e., 𝐴𝐴

31.54

2
= 15.77m ) is the resolution limit, which means resolving beyond this limit is 

super-resolution as seen in the current case.

According to the proposed approach, only the resonant frequencies are utilized (Lee et al., 2013, 2007, 2005). 
The results of the localization for different signal bandwidths are reported in Figures  12a–12h, which 

Figure 10. The proposed flowchart for the efficient application of resonant frequencies in a noisy environment.

𝐴𝐴 𝐴𝐴 = 93.3mm 𝐴𝐴 𝐴𝐴0 = 0.68 × 10
−9

Pa
−1 𝐴𝐴 𝐴𝐴1 = 0.05 s 𝐴𝐴 𝐴𝐴1 = 1.061 × 10

−10
Pa

−1 

𝐴𝐴 𝐴𝐴2 = 0.5 s 𝐴𝐴 𝐴𝐴2 = 1.05 × 10
−10

Pa
−1 𝐴𝐴 𝐴𝐴3 = 1.5 s 𝐴𝐴 𝐴𝐴3 = 0.905 × 10

−10
Pa

−1 

𝐴𝐴 𝐴𝐴 = 7.5mm 𝐴𝐴 𝐴𝐴 = 0.43 𝐴𝐴 𝐴𝐴 = 1000 kg∕m3 𝐴𝐴 𝐴𝐴 = 2.1GPA 

𝐴𝐴 𝐴𝐴0 = 4.75 L∕s 𝐴𝐴 𝐴𝐴𝑇𝑇 = 18.28m 𝐴𝐴 𝐴𝐴 = 374.2m∕s 𝐴𝐴 𝐴𝐴0𝐿𝐿 = 1.28 L∕s 

Table 2 
Pipe and Flow Specifications of the Perugia Experiment (Keramat et al., 2019; X. Wang, Lin, et al., 2019; X. Wang, 
Palomar, et al., 2019)
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correspond to (a) 𝐴𝐴 𝐴𝐴max = 5, (b) 𝐴𝐴 𝐴𝐴max = 7, (c) 𝐴𝐴 𝐴𝐴max = 9, (d) 𝐴𝐴 𝐴𝐴max = 11, (e) 𝐴𝐴 𝐴𝐴max = 13, (f) 𝐴𝐴 𝐴𝐴max = 15, (g) 
𝐴𝐴 𝐴𝐴max = 17, and (h) 𝐴𝐴 𝐴𝐴max = 19 . In Figure 13a, the identified locations and the estimated uncertainties versus 

the used signal bandwidths are summarized, where the dashed line shows the actual location of the leak. 
Furthermore, the standard deviations in this figure are plotted again in Figure 13b to clarify their trend versus 
the incorporated signal bandwidth. The reason behind the increased localization uncertainty for high signal 
bandwidths is the raised noise level at higher frequencies, as can be observed in Figure 11. Figure 13b suggests 
that signals with 𝐴𝐴 𝐴𝐴max = 9, 11, 13, 15 are able to provide satisfactory results but employing higher frequencies 
such as 𝐴𝐴 𝐴𝐴max = 17, 19 incorporate noise in the localization process significantly, thus leading to potential 
localization inaccuracy. Nevertheless, the estimated errors in all identifications are minimal in view of the 
Nyquist-Shannon resolution theory. Note that this is a single realization of the transient event, so no general 
conclusion can be drawn on the statistical properties of the identification. However, one may speculate that 
the noise absorbed in the simulation resulting from using high frequencies deteriorates the information gained 
about the system.

Considering the leak location and the pipe length, 𝐴𝐴
𝑧𝑧𝐿𝐿

𝐿𝐿
=

60.84

166.28
≈

4

11
 , so that 𝐴𝐴 𝐴𝐴max = 11 is approximately the best 

choice for the bandwidth to be used in the localization scheme. This is also consistent with the results shown in 
Figures 12 and 13 in which for 𝐴𝐴 𝐴𝐴max = 11 reveal more accuracy. Although identifying each leak location requires 
a specific number of resonant frequencies, more frequencies will still solve the problem and pinpoint the leak. 
However, more frequencies than the required ones are prone to involving more noise in the simulation. That is 
why, as noted, for higher frequencies than 𝐴𝐴 𝐴𝐴max = 11 , the localization becomes unstable and continuously hops 
around the actual location, as seen in Figure 13a. The proposed error estimation approach aims to address the 
challenge of finding the required number of frequencies.

The estimated errors based on the proposed approach in inequality (Equation 2) is tiny in all cases for 𝐴𝐴 𝐴𝐴max ≥ 5 . 
The reason is explained in detail now. First, note that any location with infinitesimal error for a specific bandwidth 

will remain in other higher bandwidths. For example, for 𝐴𝐴 𝐴𝐴max = 7 , the union of these locations 𝐴𝐴

{

2

3

}

∪

{

2

5
,
4

5

}

 

(which are for 𝐴𝐴 𝐴𝐴max = 5 ) and 𝐴𝐴

{

2

7
,
4

7
,
6

7

}

 are of minimal error and hence high accuracy, as shown in Figures 6 

Figure 11. Measurements of pressure head at the downstream valve in the Perugia experiment; (a) time domain, and (b) 
frequency domain data.
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and 7 for a 2,000 m pipeline. Second, in this experiment, the actual leak location is also close to 𝐴𝐴 𝐴𝐴
∗

𝐿𝐿
=

2𝐿𝐿

5
 with 

difference 𝐴𝐴 |𝑧𝑧
∗

𝐿𝐿
− 𝑧𝑧𝐿𝐿| = |0.4 × 166.28 − 60.84| = 5.67m . That means this specific location is also close to that of 

minimum-error points corresponding to the bandwidth 𝐴𝐴 𝐴𝐴max = 5 . Accordingly, for all 𝐴𝐴 𝐴𝐴max ≥ 5 , the error will be 
slight, as observed in Figure 13b.

Figure 12. Localization results for the Perugia experiment corresponding to different signal bandwidths: (a) 𝐴𝐴 𝐴𝐴max = 5, (b) 
𝐴𝐴 𝐴𝐴max = 7, (c) 𝐴𝐴 𝐴𝐴max = 9, (d) 𝐴𝐴 𝐴𝐴max = 11, (e) 𝐴𝐴 𝐴𝐴max = 13, (f) 𝐴𝐴 𝐴𝐴max = 15, (g) 𝐴𝐴 𝐴𝐴max = 17, and (h) 𝐴𝐴 𝐴𝐴max = 19 .
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6.2. The Double Leak Case

The formulations of localization uncertainty in this research are robust to multiple leak problems; thus, a double 
leak experiment is assessed here to realize the usefulness of the theories in a more complex localization problem.

The experiment conducted at the hydraulic laboratory of the Shahid Chamran University of Ahvaz consists of 
a reservoir-pipe-valve system with two leaks of the effective area 𝐴𝐴 𝐴𝐴𝑒𝑒1 = 19.8mm

2
, 𝐴𝐴𝑒𝑒2 = 11.5mm

2 placed at 
𝐴𝐴 𝐴𝐴𝐿𝐿1 = 56.3m, 𝐴𝐴𝐿𝐿2 = 117.4 m from the upstream tank in an HDPE pipeline with the length 𝐴𝐴 𝐴𝐴 = 158m (Rezapour 

et al., 2021). Other specifications, including the calibrated viscoelastic parameters and wave speed, are shown in 
Table 3, and the experimental water hammer pressures in the time and the frequency domain following the full 
closure of the downstream valve are depicted in Figures 14a and 14b, respectively.

For this experiment, two studies are conducted to realize the research merits in the transient-based assessment and 
localization. First, the localization uncertainties for all possible double leaks cases in the pipeline are calculated, and 
second, the uncertainties corresponding to several signal bandwidths are computed, as explained in the following.

We consider all double leak scenarios throughout the domain and compute the localization uncertainties of each 
one based on 𝐴𝐴 𝐴𝐴max = 5 used as the signal bandwidth. The estimated lower bound standard deviations are plotted 
in Figures 15a and 15b for the first and second leak, respectively. These graphs give valuable insights into the 
level of localization error one may get given the estimated leak locations. For example, the result corresponding 
to the actual leak location (indicated by the red cross) implies that even if the estimated site falls precisely at the 
real leak location, the estimation is still subject to the calculated uncertainty.

As learned from the previous experiment, large noise levels at higher modes deteriorate the localization perfor-
mance. To further elaborate on this notion for double leaks, the noise levels on the measured frequency response 
function (𝐴𝐴 𝐡𝐡

M ) corresponding to different signal bandwidths (𝐴𝐴 𝐴𝐴max ) are plotted in Figure 16a. They are estimated 
using:

𝜎𝜎 (𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚) =

√

1

𝑁𝑁 − 1
(𝐡𝐡M − 𝐡𝐡)

H
(𝐡𝐡M − 𝐡𝐡) = 𝜎𝜎𝑛𝑛, (20)

Figure 13. (a) The summary of the localization results and corresponding errors using different signal bandwidths indicated 
in the horizontal axis in the Perugia test. The dashed red line corresponds to the actual leak location. (b) The estimated lower 
bound standard deviation (CRLB) for different signal bandwidths.

𝐴𝐴 𝐴𝐴 = 50.5mm 𝐴𝐴 𝐴𝐴0 = 0.88 × 10
−9

Pa
−1 𝐴𝐴 𝐴𝐴1 = 0.014 s 𝐴𝐴 𝐴𝐴1 = 0.477 × 10

−10
Pa

−1 

𝐴𝐴 𝐴𝐴2 = 0.13 s 𝐴𝐴 𝐴𝐴2 = 1.124 × 10
−10

Pa
−1 𝐴𝐴 𝐴𝐴3 = 1.38 s 𝐴𝐴 𝐴𝐴3 = 1.422 × 10

−10
Pa

−1 

𝐴𝐴 𝐴𝐴 = 6.5mm 𝐴𝐴 𝐴𝐴 = 0.43 𝐴𝐴 𝐴𝐴 = 1, 000 kg∕m3 𝐴𝐴 𝐴𝐴 = 2.1GPA 

𝐴𝐴 𝐴𝐴0 = 0.95 L∕s 𝐴𝐴 𝐴𝐴𝑇𝑇 = 41.7m 𝐴𝐴 𝐴𝐴 = 406m∕s 𝐴𝐴 𝐴𝐴 = 0.02 

Table 3 
The Details of the Double Leaks Case in the Shahid Chamran Experiment (Rezapour et al., 2021)
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where 𝐴𝐴 𝐡𝐡 represents the computed response function, and 𝐴𝐴 𝐴𝐴 indicates its length (sample size), as discussed in Equa-
tion 5. As realized in Figure 16a and also observed in Figure 14b, the noise level (𝐴𝐴 𝐴𝐴𝑛𝑛 ) rises with the bandwidth, thus 
calling for an appropriate number of resonant frequencies to be used for the localization. This is acquired via the 
uncertainties estimated using the proposed formulations, as depicted for various signals in Figure 16b. The opti-
mum bandwidth is suggested to be 𝐴𝐴 𝐴𝐴max = 9 , based on the estimated CRLBs, as shown in Figure 16b. To plot the 
results in Figure 16, first, localization is carried out based on a given quantity for 𝐴𝐴 𝐴𝐴max , then the noise level corre-
sponding to that signal bandwidth is evaluated using Equation 20, allowing for estimating the uncertainties drawn 
in inequality (Equation 2). Interested readers in details of the localization are referred to the Keramat et al. (2022). 
The application of 𝐴𝐴 𝐴𝐴max = 9 in the localization guarantees minimum noise involvement in the process.

Figure 14. Measurements of pressure head at the downstream valve in the Shahid Chamran experiment; (a) collected 
pressure data in the time domain, and (b) measured (continuous black) and simulated (dashed red) data in the frequency 
domain.

Figure 15. Localization uncertainties of the first (a) and second leak (b) for all possible leak locations along the pipeline. The bandwidth of the used signal is 
set to 𝐴𝐴 𝐴𝐴max∕𝐴𝐴𝑡𝑡𝑡 = 𝑚𝑚max = 5. 
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7. Conclusions
In this research, the lower bound of the covariance matrix of leak parameters was estimated based on the CRLB 
theory. This lower bound implied the minimum mean square error of the estimated leak sizes and locations. The 
findings were plotted mostly as error versus potential-leak space curves to draw complementary reports on the 
identification outcomes. Readily illustrated and verified, the error-space graphs present helpful supplements on 
detectability to be used in the actual practice of leak detection in a simple pipeline system. The key findings in 
this regard are listed as follows:

•  Corresponding to any specific bandwidth of the signal incorporated in the identification, there are some 
distinct points at the pipeline in which the estimated error is minimal. It is advised to locate them before the 
leak detection since the procedure to find them is straightforward.

•  Apart from the above-mentioned nodes, the error-space graphs provide quantitative estimates of localization 
uncertainty.

•  Based on the proposed error-location curves for a given signal and noise variance, one may design a strategy 
for the localization practice within the desired accuracy: if the maximum error estimate is lower than the 
desired one, then the facility and the corresponding methodology are acceptable otherwise further actions are 
recommended, for example, conducting more experiments to attain signals with higher bandwidth or lower 
noise level or using better instruments.

•  The proposed error estimate formulas allow reporting the estimation error corresponding to the localization 
results. With this, one can use the minimum number of resonant frequencies to reduce the noise impacts on 
the localization.

Appendix A: Evaluation of the Fisher Information Matrix Elements
Considering Equation 9, the second derivative of the likelihood function with respect to the leak locations is 
expanded as follows

�2 ln �
��2�

= − 1
�2

�2

��2�
‖

‖

�� − �‖
‖

2 = − 1
�2

�2

��2�

(

�� − �
)H (�� − �

)

= − 1
�2

(

−��H �2�
��2�

− �2�H

��2�
�� +

�2
(

�H�
)

��2�

)

= − 1
�2

(

−��H �2�
��2�

− �2�H

��2�
�� + �2�H

��2�
� + 2��

H

���
��
���

+ �H �2�
��2�

)

, (A1)

Figure 16. (a) Estimated noise standard deviations corresponding to various signals used in localization. (b) Evaluated lower bounds localizations of the first (blue) and 
second leak (orange) for various signal bandwidths.
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which after the application of the expectation and considering Equation 3 can be simplified to:

−𝔼𝔼
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2
ln 𝐿𝐿
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2
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=
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 (A2)

Once the derivative operator applies to two different leak locations, the matrix entries reduce to:
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(A3)

The correlation between leak location and leak size is quantified using:

−𝔼𝔼
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Likewise, the variance and covariance of leak sizes respectively require estimating
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and

−𝔼𝔼
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Note that in Equations  23,  24, and  26, since the real part of the resultant value is of interest, the property 
𝐴𝐴 ℜ

(

𝑍𝑍
𝐻𝐻

1
𝑍𝑍2

)

= ℜ
(

𝑍𝑍
𝐻𝐻

2
𝑍𝑍1

)

 , where 𝐴𝐴 𝐴𝐴1𝐴𝐴2 belong to sets of complex numbers, applies which eventually allows for 
the representation in inequality (Equation 2).

Appendix B: Another Derivation of the CRLB Through the Taylor Series
The second approach adopts the basic knowledge of mathematics; hence it may be considered intuitive proof for 
the former process. Consider the first-order Taylor approximation of the measurements 𝐴𝐴 𝐡𝐡

𝑀𝑀 about the true values 
𝐴𝐴 𝜽𝜽 = (𝐳𝐳𝐿𝐿;𝜶𝜶𝐿𝐿) defined in Equation 1, we have (e.g., Lambert, 2012):

𝐡𝐡
𝑀𝑀

= 𝐡𝐡(𝜽𝜽) +
𝜕𝜕𝐡𝐡

𝜕𝜕𝜽𝜽

(

�̂�𝜽 − 𝜽𝜽
)

+ 𝜺𝜺 or 𝐡𝐡
𝑀𝑀
− 𝐡𝐡(𝜽𝜽) =

𝜕𝜕𝐡𝐡

𝜕𝜕𝜽𝜽

(

�̂�𝜽 − 𝜽𝜽
)

+ 𝜺𝜺, (B1)

where 𝐴𝐴 𝜺𝜺 stands for the error vector of size 𝐴𝐴 (𝑁𝑁𝑠𝑠.𝐽𝐽 ) . If each side of the resultant expression in Equation 27 is multi-
plied by its conjugate transpose, then after the application of the expectation, we have:
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This formula is consistent with inequality (Equation 2).
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Appendix C: Analytical Expressions of Equation 13
For the case of a single leak with leak location 𝐴𝐴 𝐴𝐴𝐿𝐿 and size 𝐴𝐴 𝐴𝐴𝐿𝐿 , the derivative of the head amplitudes corresponding 
to each frequency can be analytically evaluated:

𝜕𝜕𝜕

𝜕𝜕𝜕𝜕𝐿𝐿
=

𝜕𝜕

𝜕𝜕𝜕𝜕𝐿𝐿

(

𝑚𝑚
𝑁𝑁𝐿𝐿𝑚𝑚

21
+ 𝛼𝛼𝐿𝐿𝑚𝑚

𝑆𝑆𝐿𝐿𝑚𝑚

21

𝑚𝑚
𝑁𝑁𝐿𝐿𝑁𝑁

11
+ 𝛼𝛼𝐿𝐿𝑚𝑚

𝑆𝑆𝐿𝐿𝑁𝑁

11

)

=

𝛼𝛼𝐿𝐿

𝜕𝜕𝑚𝑚
𝑆𝑆𝐿𝐿𝑚𝑚

21

𝜕𝜕𝜕𝜕𝐿𝐿

(

𝑚𝑚
𝑁𝑁𝐿𝐿𝑁𝑁

11
+ 𝛼𝛼𝐿𝐿𝑚𝑚

𝑆𝑆𝐿𝐿𝑁𝑁

11

)

− 𝛼𝛼𝐿𝐿

𝜕𝜕𝑚𝑚
𝑆𝑆𝐿𝐿𝑁𝑁

11

𝜕𝜕𝜕𝜕𝐿𝐿

(

𝑚𝑚
𝑁𝑁𝐿𝐿𝑚𝑚

21
+ 𝛼𝛼𝐿𝐿𝑚𝑚

𝑆𝑆𝐿𝐿𝑚𝑚

21

)

(

𝑚𝑚
𝑁𝑁𝐿𝐿𝑁𝑁

11
+ 𝛼𝛼𝐿𝐿𝑚𝑚

𝑆𝑆𝐿𝐿𝑁𝑁

11

)2

 (C1)

and

𝜕𝜕𝜕

𝜕𝜕𝜕𝜕𝐿𝐿
=

𝜕𝜕

𝜕𝜕𝜕𝜕𝐿𝐿

(

𝑚𝑚
𝑁𝑁𝐿𝐿𝑚𝑚

21
+ 𝜕𝜕𝐿𝐿𝑚𝑚

𝑆𝑆𝐿𝐿𝑚𝑚

21

𝑚𝑚
𝑁𝑁𝐿𝐿𝑁𝑁

11
+ 𝜕𝜕𝐿𝐿𝑚𝑚

𝑆𝑆𝐿𝐿𝑁𝑁

11

)

=

𝑚𝑚
𝑆𝑆𝐿𝐿𝑚𝑚

21

(

𝑚𝑚
𝑁𝑁𝐿𝐿𝑁𝑁

11
+ 𝜕𝜕𝐿𝐿𝑚𝑚

𝑆𝑆𝐿𝐿𝑁𝑁

11

)

− 𝑚𝑚
𝑆𝑆𝐿𝐿𝑁𝑁

11

(

𝑚𝑚
𝑁𝑁𝐿𝐿𝑚𝑚

21
+ 𝜕𝜕𝐿𝐿𝑚𝑚

𝑆𝑆𝐿𝐿𝑚𝑚

21

)

(

𝑚𝑚
𝑁𝑁𝐿𝐿𝑁𝑁

11
+ 𝜕𝜕𝐿𝐿𝑚𝑚

𝑆𝑆𝐿𝐿𝑁𝑁

11

)2

 (C2)

in which the relations of each statement in these equations can be found in Equation 11, and the required deriva-
tives are determined as follows:

𝜕𝜕𝜕𝜕
𝑆𝑆𝑆𝑆𝜕𝜕

21

𝜕𝜕𝜕𝜕𝑆𝑆
= 𝜗𝜗

2
𝜇𝜇 sinh (𝜇𝜇 (𝜕𝜕𝜕𝜕 − 2𝜕𝜕𝑆𝑆)) (C3)

and

𝜕𝜕𝜕𝜕
𝑆𝑆𝑆𝑆𝑆𝑆

11

𝜕𝜕𝜕𝜕𝑆𝑆
= −𝜗𝜗𝜗𝜗 cosh (𝜗𝜗 (𝑆𝑆 − 2𝜕𝜕𝑆𝑆)) (C4)

Nomenclature
𝐴𝐴 𝐛𝐛  Right-hand side vector being a function of measurements
𝐴𝐴 𝐅𝐅𝜽𝜽  The Fisher information matrix
𝐴𝐴 𝐡𝐡  Computed pressure head
𝐴𝐴 𝐡𝐡

𝑀𝑀  measured pressure head
𝐴𝐴 𝐆𝐆  Coefficient matrix being a function of leak locations
𝐴𝐴 𝐧𝐧  Noise vector
𝐴𝐴 �̂�𝐳  Estimated leak locations
𝐴𝐴 �̂�𝜶  Estimated leak sizes
𝐴𝐴 𝜽𝜽 = (𝐳𝐳𝐿𝐿;𝜶𝜶𝐿𝐿)  Parameters of the leak detection problem
𝐴𝐴 𝐴𝐴  Pressure wave speed
𝐴𝐴 𝐴  Pressure head amplitude
𝐴𝐴 𝐴𝐴   Number of entries of the measurement vector
𝐴𝐴 𝐴𝐴  Elements of the transfer matrix
𝐴𝐴 𝐴𝐴  Density
𝐴𝐴 𝐴𝐴  Laplace variable
𝐴𝐴 𝐴𝐴  Axial coordinate of pipe
𝐴𝐴 𝐴𝐴  Cross-sectional flow rate
𝐴𝐴 g  Gravitational acceleration
𝐴𝐴 𝐴𝐴  Inner diameter of the pipe
𝐴𝐴 𝐴𝐴  Pipe wall thickness
𝐴𝐴 𝐴𝐴  Time
𝐴𝐴 𝐴𝐴  Friction factor
𝐴𝐴 𝐴𝐴𝐿𝐿  Characteristic leak size
𝐴𝐴 𝐴𝐴𝐿𝐿  Leak location coordinate
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𝐴𝐴 𝐴𝐴  Elastic modulus of the pipe wall
𝐴𝐴 𝐴𝐴  Frequency index
𝐴𝐴 m  Measurement-station node
𝐴𝐴 k  Data index
𝐴𝐴 D  Downstream node
𝐴𝐴 NL  No leak
𝐴𝐴 SL  Single leak
𝐴𝐴 H  Conjugate transpose
𝐴𝐴 U  Upstream node

CRLB =  Cramer Rao Lower Bound
MLE =  Maximum Likelihood Estimation
RMSE =  Root Mean Square Error
SNR =  Signal to Noise Ratio
VE =  Viscoelasticity
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