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Abstract
Background Pulmonary embolism (PE) is life-threatening and requires timely and accurate diagnosis, yet current 
imaging methods, like computed tomography pulmonary angiography, present limitations, particularly for patients 
with contraindications to iodinated contrast agents. We aimed to develop a quantitative texture analysis pipeline 
using machine learning (ML) based on non-contrast thoracic computed tomography (CT) scans to discover intensity 
and textural features correlated with regional lung perfusion (Q) physiology and pathology and synthesize voxel-wise 
Q surrogates to assist in PE diagnosis.

Methods We retrospectively collected 99mTc-labeled macroaggregated albumin Q-SPECT/CT scans from patients 
suspected of PE, including an internal dataset of 76 patients (64 for training, 12 for testing) and an external testing 
dataset of 49 patients. Quantitative CT features were extracted from segmented lung subregions and underwent a 
two-stage feature selection pipeline. The prior-knowledge-driven preselection stage screened for robust and non-
redundant perfusion-correlated features, while the data-driven selection stage further filtered features by fitting ML 
models for classification. The final classification model, trained with the highest-performing PE-associated feature 
combination, was evaluated in the testing cohorts based on the Area Under the Curve (AUC) for subregion-level 
predictability. The voxel-wise Q surrogate was then synthesized using the final selected feature maps (FMs) and model 
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Introduction
Pulmonary embolism (PE) is recognized as the third lead-
ing cause of cardiovascular death, following acute myo-
cardial infarction and stroke [1]. In PE, the obstruction 
of the pulmonary artery is typically caused by the accu-
mulation of blood clots (thrombi), air bubbles, fat tissue, 
or amniotic fluid. This often occurs in individuals with 
pre-existing conditions such as heart disease, cancer, 
severe fractures, or during pregnancy [2, 3]. PE is asso-
ciated with significant mortality, particularly in high-risk 
patients presenting with shock or cardiac arrest, where 
the 30-day mortality rate can reach 52–65% [4]. It is esti-
mated that PE affects 300,000 to 600,000 people annually 
in the United States, resulting in at least 100,000 fatalities 
[5, 6]. Given the complex etiology and rapid progression 
of PE, timely and accurate diagnosis, as well as prompt 
treatment, are crucial for clinicians to improve patient 
outcomes.

Diagnosing PE cannot rely solely on clinical evalua-
tion, as the supporting symptoms, signs, and labora-
tory data are often deceptively nonspecific [7]. Although 
computed tomography pulmonary angiography (CTPA) 
is the gold standard for diagnosing PE, its use of iodin-
ated contrast agents (ICAs) poses risks for patients with 
contraindications such as ICA allergies or renal failure, 
limiting its universality. Studies have shown that repeated 
use of ICAs increases the risk of acute adverse reactions 
[8]. According to the 2019 guidelines for the diagnosis 
and management of pulmonary embolism, developed 
in collaboration with the European Respiratory Society, 
ventilation/perfusion single-photon emission computed 
tomography (V/Q-SPECT) is one of the most widely used 
imaging techniques in PE diagnosis, with a sensitivity 
and specificity of 97% and 91%, respectively [9, 10]. How-
ever, V/Q-SPECT is invasive, expensive, and less widely 
available than other imaging modalities like CT, often 
leading to longer waiting times for testing, especially in 

resource-limited hospitals or regions without nuclear 
medicine (NM) facilities [11].

In addition to mainstream pulmonary function exami-
nations based on contrast agents, several studies have 
attempted to obtain perfusion information indirectly 
from more commonly available clinical thoracic scans, 
with computed tomography perfusion imaging (CTPI) 
gaining the most attention. A category of CTPI tech-
niques employs deformable image registration (DIR) to 
physically model surrogates of pulmonary blood supply 
and circulation from non-contrast respiratory-related 
CT scans (i.e., four-dimensional CT, 4DCT), for restor-
ing static perfusion distribution at the voxel level [12]. 
These methods typically have a strict and interpretable 
modeling process, but the prediction is severely affected 
by image quality (e.g. CT noise and motion artifacts) 
and DIR results. These limitations can lead to significant 
variability in perfusion assessments, potentially compro-
mising diagnostic accuracy. Additionally, some deep-
learning (DL) approaches have been proposed to directly 
synthesize pulmonary perfusion images from a single CT 
image via deep neural networks [13–15]. The application 
of end-to-end DL techniques, although innovative and 
efficient, faces challenges associated with their complex 
decision-making processes, and lack of consideration 
of clinically relevant pathological mechanisms. Over-
all, although still in the early stages of development, the 
emergence of CTPI has the potential to reduce the mis-
use of contrast agents and improve clinical technicians’ 
efficiency.

To tackle these challenges, this study extends CTPI 
explorations by harnessing the capabilities of quanti-
tative texture analysis. Texture analysis is capable of 
extracting high-dimensional features from routine non-
contrast CT imaging that are typically not discernible 
by the human eyes. These features can then be quantita-
tively transformed into imaging biomarkers with explicit 

score maps (MSMs) to investigate spatial distributions. The Spearman correlation coefficient (SCC) and Dice similarity 
coefficient (DSC) were used to assess the spatial consistency between FMs or MSMs and Q-SPECT scans.

Results The optimal model performance achieved an AUC of 0.863 during internal testing and 0.828 on the 
external testing cohort. The model identified a combination containing 14 intensity and textural features that were 
non-redundant, robust, and capable of distinguishing between high- and low-functional lung regions. Spatial 
consistency assessment in the internal testing cohort showed moderate-to-high agreement between MSMs and 
reference Q-SPECT scans, with median SCC of 0.66, median DSCs of 0.86 and 0.64 for high- and low-functional regions, 
respectively.

Conclusions This study validated the feasibility of using quantitative texture analysis and a data-driven ML pipeline 
to generate voxel-wise lung perfusion surrogates, providing a radiation-free, widely accessible alternative to functional 
lung imaging in managing pulmonary vascular diseases.

Clinical trial number Not applicable.

Keywords Non-contrast computed tomography, Perfusion, Lung functional imaging, Pulmonary embolism, 
Radiomics
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mathematical definitions [16, 17]. By focusing on fea-
ture extraction and interpretability, our approach miti-
gates the “black box” issues seen in DL methods, while 
also addressing image quality limitations through robust 
feature selection and model optimization. We aimed to 
conduct the quantitative texture analysis and data-driven 
machine learning (ML) pipeline on non-contrast thoracic 
CT scans to discover both intensity and textural features 
that are correlated to the underlying regional lung perfu-
sion physiology and pathology. Furthermore, by studying 
the spatial distribution of the perfusion-correlated fea-
tures and fitted-model outputs, we will develop a reliable 
and interpretable method for predicting voxel-wise lung 
perfusion surrogates. The proposed method represents a 
novel perspective on CTPI, offering potentially improved 
diagnostic reference on PE and other perfusion-related 
lung diseases.

Materials and methods
Workflow overview
Figure 1 depicts the overall workflow of this study. In the 
feature selection stage, lung regions in CT images from 
all patients were segmented into multiple subregions. 
Based on a subject-specific threshold, each CT lung 
subregion was binarily labeled as either high- or low-
functioning according to its spatial-averaged Q-SPECT 
signal. Within each high or low functional subregion, 
features were extracted for intensity and texture infor-
mation and underwent a two-stage feature selection 
pipeline. The prior-knowledge-driven preselection stage 
initially screened for robust and non-redundant perfu-
sion-correlated features, while the data-driven selection 

stage further filtered features by fitting ML models for 
a classification task. The final classification model was 
trained with the highest-performing PE-associated fea-
ture combination and evaluated for the subregion-level 
predictability. Feature maps (FMs) and model score 
maps (MSMs) of the final selected features were gener-
ated to study their spatial distributions and as potential 
surrogate perfusion maps. The voxel-wise Spearman 
correlation coefficient (SCC) and Dice similarity coef-
ficient (DSC) for functional lung volumes were used to 
assess the spatial consistency between FMs or MSMs and 
Q-SPECT scans. The key stages in this workflow are fur-
ther specified below.

Patient data and preprocessing
The internal discovery dataset was retrospectively col-
lected from a database previously utilized in our research 
[14], with approval from the Institutional Review 
Board (IRB) of the affiliated institution. The raw data-
base includes 173 patients who underwent pulmonary 
99mTc-labeled macroaggregated albumin (99mTc-MAA) 
Q-SPECT/CT scanning at Queen Mary Hospital, from 
2019 to 2023 for suspected lung diseases. Patient char-
acteristics are summarized in Appendix A. Subject 
exclusion criteria for this study consisted of other lung 
conditions, such as pulmonary hypertension, lung cancer, 
or congestive heart failure, as well as incomplete pulmo-
nary imaging. Additionally, an external testing dataset 
of Q-SPECT/CT scans collected from 2020 to 2023 at 
Peking University Third Hospital was included (Fig.  2) 
and was approved by the Medical Science Research Eth-
ics Committee of the affiliated institution.

Fig. 1 The overall workflow of the study
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Patients’ Q-SPECT/CT images for the internal dis-
covery cohort were acquired using a GE Discovery 670 
SPECT/CT scanner at a frame rate of 30 s/frame, total-
ing 60 frames. Prior to imaging, each patient was injected 
with 3 mCi of 99mTc-MAA in a supine position to prevent 
sedimentation of macroaggregates into the lung bases. 
The CT scans were acquired at 120 kVp and 80 to 120 
mAs, and reconstructed into a 512 × 512 matrix with a 
resolution of 0.97 × 0.97 × 1.25 mm3. Q-SPECT scans were 
acquired in a standard 128 × 128 matrix with a voxel size 
of 4.42 × 4.42 × 4.42 mm3. On the other hand, Q-SPECT/
CT images for the external testing cohort were collected 
using the Symbia Intevo SPECT/CT scanner by Siemens 
Healthineers. The CT scans were acquired at 130 kVp and 
70 to 200 mAs, and reconstructed into a 512 × 512 matrix 
with a resolution of 0.97 × 0.97 × 5.00  mm³. Q-SPECT 
scans were acquired in a standard 128 × 128 matrix with 
a voxel size of 4.80 × 4.80 × 4.80  mm³. Q-SPECT images 
were rigidly registered with CT images to align their spa-
tial positions.

All images, including CT scans and SPECT-based per-
fusion scans, were resampled to an isotropic resolution 
of 1.0 × 1.0 × 1.0 mm³ using linear interpolation to ensure 

geometric consistency across modalities and subjects. To 
isolate the lung regions for focused analysis and reduce 
noise from surrounding tissues, lung masks were gener-
ated from the CT images for each patient using an open-
source U-net-based model [18]. Each generated lung 
mask was manually checked, and the trachea regions 
were excluded from the mask. To reduce subsequent 
computational costs, all images were cropped to include 
only the lung regions. To suppress non-lung regions and 
anatomical structures irrelevant to PE while enhanc-
ing contrast, only lung voxels within the intensity range 
of -1000 Hounsfield unit (HU) to 200 HU were utilized 
from the CT images.

Subregion generation and functional label identification
For each patient, the lung mask was segmented into 
roughly equal-sized subregions using the masked simple 
linear iterative clustering (maskSLIC) algorithm [19], 
with each subregion set to a volume of 21 × 21 × 21 mm³. 
These subregions were highly compact, balancing both 
intensity homogeneity and geometric proximity. Sub-
sequently, based on the subject-specific signal thresh-
old calculated in corresponding SPECT images, these 

Fig. 2 The flowchart of Q-SPECT/CT scans included in the study. It shows the number of participants of interest in the pipeline development, the num-
ber of participants excluded from the study due to other types of lung diseases or incomplete lung imaging, and the number of participants used for 
external testing. Among them, the training cohort was divided into five groups. In each fold, the classifier was trained in four groups and validated in the 
remaining group
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subregions were categorized into high-functional sub-
regions and low-functional subregions. Specifically, the 
signal threshold, employed in previous NM-based and 
CT-based lung function studies, was defined as deviating 
by 15% from a normal lung function distribution, with 
careful mitigation of hotspots’ impact [20, 21].

Subregion-wise feature extraction
The gray-level intensity of CT images was discretized 
into 64 bins ranging from − 1000 to 200 HU for fea-
ture calculation. A total of 1116 features were extracted 
from each subregion using a radiomics software pack-
age (PyRadiomics; Harvard Medical School, Boston, 
Massachusetts, USA), which transforms images into 
quantitative data and is compliant with the Imaging 
Biomarker Standardization Initiative (IBSI) [22]. There 
were six types of features: first-order features, grey level 
co-occurrence matrix (GLCM) features, grey level size 
zone matrix (GLSZM) features, grey level run length 
matrix (GLRLM) features, grey level dependence matrix 
(GLDM) features, and neighboring gray-tone difference 
matrix (NGTDM) features. The latter five types are col-
lectively referred to as textural features. In addition to 
the original images, features were also calculated from 
images processed through Laplacian of Gaussian (LoG) 
filtering and wavelet filtering. All features were extracted 
repeatedly from LoG-filtered images with sigma values 
of 0.5 mm, 1 mm, and 2 mm, and from wavelet-filtered 
images at eight different frequencies. Appendix B pres-
ents the radiomics features used in this study.

Prior knowledge-driven feature preselection
Feature robustness analysis
We conducted a perturbation analysis to evaluate the 
robustness of the extracted radiomics features. To sim-
ulate patient movement during imaging, variations in 
noise levels across different imaging devices, and uncer-
tainties in region-of-interest (ROI) contouring, we ran-
domly applied four fundamental image perturbation 
techniques: rotation (R), translation (T), noise addi-
tion (N), and contour randomization (C) [23]. The spe-
cific parameters used for each perturbation method are 
detailed in Appendix C. For each subregion, 10 images 
were independently generated with random perturba-
tions, and radiomics features were re-extracted from 
them. Intraclass correlation coefficient (ICC) [24] was 
calculated for each feature to quantify its robustness 
against perturbations. The ICC threshold of 0.75 for 
identifying features with relatively high robustness was 
commonly used in previous radiomics literature [23]. 
Features that met or exceeded the threshold were consid-
ered reliable and retained for further analysis.

Feature redundancy analysis
To analyze feature redundancy within the dataset, we 
utilized the Density-Based Spatial Clustering of Applica-
tions with Noise (DBSCAN) algorithm [25]. The Pear-
son correlation coefficient (PCC) was employed as the 
metric to measure pairwise distances between features. 
A threshold of 0.95 for the PCC was set to identify and 
group highly correlated features into distinct redundant 
clusters. The threshold was chosen based on a published 
study [26]. In that paper, a PCC threshold of 0.9 was set 
to identify redundant feature clusters from 79 radiomic 
features. As for this study, we slightly increase the PCC 
threshold to 0.95, to retain more diverse features from 
different categories in a larger initial feature pool and to 
balance the number of features.

Perfusion-correlated feature screening
In this step, the features that best represented the func-
tion differences were filtered out. For all feature clusters, 
a non-parametric two-sided Mann-Whitney U test was 
conducted on the feature values extracted from high-
function subregions and low-function subregions to cal-
culate the effect size (ES), which measures the degree of 
rank differences between the two groups [27]. For each 
redundant cluster, we retained the feature with the high-
est absolute ES value, provided that the absolute ES 
value was greater than 0.33, to ensure the capability to 
distinguish between high-functional and low-functional 
regions of the lung. The ES threshold of 0.33 was set 
based on the statistical interpretations of the nonpara-
metric test-derived effect size (rank-biserial correlation). 
A rank-biserial correlation ES > 0.33 indicates that the 
feature might have a medium-to-large ability to differen-
tiate perfusion regions in lung CT. The filtered features 
served as the candidate feature set for subsequent data-
driven feature selection.

Data-driven feature selection and modeling
We randomly selected an equal number of participants 
from the eligible PE participants to match the normal 
participants, together forming an internal testing cohort, 
while the remaining patients constituted the training 
cohort. Z-score normalization was applied to ensure that 
feature values were within a comparable range, prevent-
ing any particular feature from dominating the modeling 
process. Specifically, the feature values in the candidate 
feature set were scaled to have a mean of 0 and a standard 
deviation of 1. As shown in Fig.  2, the training cohort 
was divided into five groups, and a five-fold cross-valida-
tion with the CatBoost classifier was employed to avoid 
overfitting [28]. In each fold, one group was selected for 
validation, while the remaining four groups were used 
for classifier training. Feature selection in each fold was 
performed using the recursive feature elimination (RFE) 
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algorithm based on importance, eliminating the features 
with the lowest importance ranking until the number of 
remaining features reached the predetermined count. As 
a result, five fold-specific feature combinations with per-
fusion-correlated predictive capabilities were obtained. 
These five feature combinations were combined to create 
an integrated feature set, where each feature was ranked 
based on its frequency of occurrence during cross-valida-
tion. We retained the features that appeared more than 
three times as the final selected feature combination for 
training a final model, which was applied to the testing 
cohorts for evaluating subregion-level predictability. 
The predictabilities of the fold-wise models and the final 
model were evaluated by the receiver operating charac-
teristic (ROC) curves, with the fold-averaged AUC for 
the internal validation cohort. 1000 bootstrap resamples 
were performed on all cohorts to calculate the 95% con-
fidence intervals (CI) to assess the stability of the model 
performance. Additionally, the final model with the final 
feature combination was then applied to the external 
testing cohort to assess the accuracy and generalizabil-
ity of the model. As performance comparisons, once the 
final feature combination was selected, logistic regres-
sion (LR) and support vector machine (SVM) were also 
employed to fit the training cohort and validate AUCs 
with the internal testing cohort.

Spatial distribution study
For the features within the final combination, we calcu-
lated their FMs for visualizing the spatial distribution of 
features on the CT image. In order to enhance compu-
tational efficiency and obtain relatively smooth FMs that 
retain the trend of the spatial distribution of features and 
eliminate artifacts, we employed a coarse-to-fine approx-
imation method that transitioned from subregion-wise 
feature measurement to voxel-wise dense FM, instead of 
using the sliding-window filtering method [26]. For each 
patient, we first constructed a weighted matrix for each 
voxel with respect to all subregions based on Shepard’s 
class of moving least squares approximation [29, 30]. 
Using the constructed weighted matrix, the feature val-
ues measured from each subregion can be transferred to 
each lung voxel that forms the FM.

We quantitatively evaluated the spatial similari-
ties between FMs and reference Q-SPECT scan images 
using the SCC, as well as the Dice Similarity Coefficient 
for low functional region (DSCLO) and high functional 
region (DSCHI). The same approach as used for subregion 
functional label identification in Sect.  2.3 was applied 
to define subject-specific signal thresholds for dividing 
high- and low-functional regions from FMs and cor-
responding reference Q-SPECT images. Similarly, we 
generated MSMs based on the model’s predicted prob-
abilities for subregions and assessed the spatial consis-
tency with the reference Q-SPECT scans.

Results
Study population and feature preselection
Of the 173 participants from QMH enrolled in the 
study, 97 were excluded due to other types of lung dis-
eases (n = 95) or incomplete pulmonary imaging (n = 2). 
To ensure the homogeneity of the disease discovery and 
to simulate a realistic population, 49 patients diagnosed 
with PE and normal conditions out of 135 participants 
from the Institution B cohort were involved. The selected 
participants of interest (n = 76) had a mean age of 67 ± 17 
years, with a female proportion of 61.4%. Patient demo-
graphic data are presented in Table  1, which indicates 
that there was no statistically significant difference 
between the patients from the two centers (p > 0.05).

In the process of prior knowledge-driven preselec-
tion, Fig. 3 illustrates the results of the feature robustness 
analysis. By setting the threshold of ICC value to 0.75, a 
total of 587 robust features were filtered out from all of 
the considered features. As shown in Appendix D, fea-
ture redundancy analysis on the robust features identified 
329 independent non-redundant clusters. After remov-
ing features with ES values lower than 0.33, the candidate 
feature set included a total of 151 features, each selected 
as the highest ES value feature from each redundant clus-
ter, for data-driven feature selection.

Subregion-level classification performance
Figure 4 depicts the change in the AUC of the CatBoost 
classifier with the number of selected features. The 
optimal model performance was determined when the 

Table 1 Study Population
Characteristics QMH PUTH

Training Cohort
(n = 62)

Testing Cohort
(n = 14)

P Value All Participants (n = 76) External Validation Cohort
(n = 49)

P Value

Age (y) 67 ± 17 66 ± 18 0.91 67 ± 17 61 ± 18 0.15
Gender 0.92 0.3
Male
(Value, %)

23 37.1 6 42.9 46 38.7 11 22

Female
(Value, %)

39 62.9 8 57.1 29 61.4 39 78

Note: Unless otherwise stated, the data are presented as mean ± standard deviation
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number of selected features reached 16, achieving the 
highest predictability during the cross-validation. At this 
point, the AUC for the training cohort was 0.928 (95% CI: 
0.922, 0.935), and the fold-averaged AUC for the internal 
validation cohort was 0.823 (95% CI: 0.814, 0.831). The 
evaluation of the classifier on predictability assessment, 
including AUC, accuracy, sensitivity, specificity, precision 
and F1-score, in the internal discovery and external test-
ing dataset are summarized in Table  2. Figure  5A pres-
ents the ROC curves for the evaluation of subregion-level 
predictability in the training, internal validation, and 
internal testing cohorts. Fourteen features, which were 
selected more than three times in the five-fold cross-
validation, were retained as the final feature combination, 
including features (1) original First-order 10Percentile, 
(2) original First-order Skewness, (3) log-sigma-2-0-mm 
NGTDM Busyness, (4) log-sigma-1-0-mm First-order 
Skewness, (5) log-sigma-2-0-mm First-order 90Percen-
tile, (6) wavelet-LLH First-order Median, (7) wavelet-LLH 
First-order Mean, (8) wavelet-HLH First-order 90Percen-
tile, (9) log-sigma-2-0-mm First-order 10Percentile, (10) 
wavelet-LHL First-order Minimum, (11) wavelet-LHH 
GLCM Imc1, (12) wavelet-LLH First-order 10Percentile, 
(13) wavelet-LLH First-order Minimum, (14) wavelet-
HLH First-order RootMeanSquared.

As shown in Fig. 5B, we compared the performance of 
different classifiers with the final feature combination. 
The CatBoost model achieved an AUC of 0.863 (95% CI: 
0.849, 0.877) during internal testing. Using the identical 
set of features, the LR and SVM classifier yielded AUCs 
of 0.797 (95% CI: 0.779, 0.814) and 0.847 (95% CI: 0.832, 
0.861), respectively, indicating that the CatBoost classi-
fier model outperformed the other classifiers in predict-
ability. Additionally, the final CatBoost model also had a 
generalizable subregion-level predictability on the exter-
nal testing cohort with an AUC of 0.828 (95% CI: 0.820, 
0.838). Figure  6 displays the SHAP beeswarm summary 
plot with features and their contributions color-coded, 
where each dot corresponds to a subregion as a sample. 
Features in the final combination are ranked in descend-
ing order based on their contribution to the model’s 
predictability, specifically by the mean absolute SHAP 
value. High feature values aligned with high contribu-
tion levels indicate a positive contribution to the model’s 
predictability.

Voxel-wise perfusion surrogate analysis
Figure 7 visualizes the FMs and MSMs of a representative 
patient with PE, using the Q-SPECT scan as a reference. 
Major defects of perfusion can be identified with the 

Fig. 3 Histogram of the distribution of the intraclass correlation coefficient (ICC) values for all considered features. The vertical axis represents the per-
centage of features within the corresponding ICC value range out of the total number of features. The red line indicates the threshold of 0.75, above which 
robust features are retained
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Q-SPECT scan in the left lower and right middle lobes 
of the lungs. Notably, the relationship between these FMs 
and the perfusion defects aligns with their previously cal-
culated ES. Several positively correlated FMs (with posi-
tive ES) show low signal regions that broadly correspond 
to the perfusion defects. Conversely, negatively corre-
lated FMs (with negative ES) display high signal regions 

in areas of reduced perfusion. The MSM demonstrates 
a positive correlation with perfusion distribution and 
exhibits greater visual similarity to the Q-SPECT scan 
than any single FM.

Figure  8; Table  3 summarize the quantitative evalua-
tion results on spatial consistency among internal and 
external testing cohorts. In box plots, the central points 

Table 2 Subregion-level agreement in predictability metrics across the training, internal validation, and internal testing cohorts
Training Internal Testing External

TestingCatBoost LR SVM
AUC 0.93

(0.92, 0.93)
0.86
(0.86, 0.87)

0.80
(0.80, 0.81)

0.85
(0.85, 0.86)

0.82
(0.81, 0.83)

Accuracy
(%)

85
(84, 86)

78
(78, 79)

71
(71, 72)

75
(75, 76)

75
(74, 76)

Sensitivity
(%)

92
(92, 93)

67
(65, 69)

70
(68, 72)

77
(76, 78)

71
(70, 72)

Specificity
(%)

85
(84, 86)

84
(84, 85)

77
(76, 77)

82
(82, 83)

82
(81, 83)

Precision 0.84
(0.83, 0.85)

0.86
(0.85, 0.87)

0.84
(0.84, 0.85)

0.87
(0.85, 0.89)

0.94
(0.92, 0.96)

F1-score 0.88
(0.87, 0.89)

0.82
(0.82, 0.83)

0.74
(0.73, 0.75)

0.78
(0.76, 0.80)

0.83
(0.83, 0.84)

Note: All Data in parentheses are 95% confidence intervals

Abbreviation: LR, Logistic Regression; SVM, Support Vector Machine; AUC, Area under the curve

Fig. 4 The change in area under the receiver operating characteristic (ROC) curve (AUC) of the CatBoost model in training and internal validation cohorts 
from the internal discovery dataset with the number of selected features. The optimal model performance was achieved when 16 features were selected, 
resulting in the highest predictability (the fold-averaged AUC) in the internal validation cohort
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represent the mean, reflecting the central tendency of the 
dataset. The central horizontal line denotes the median. 
The top and bottom edges of the box indicate the first 
quartile (Q1) and the third quartile (Q3), respectively, 
illustrating the interquartile range (IQR). The whis-
kers extend to the smallest and largest values within 1.5 
times the IQR from Q1 and Q3, respectively, with values 
beyond this range, marked by blue points, are considered 
outliers. Evaluations in the internal testing cohort are 
shown MSMs reached the median SCC of 0.66 and the 
median DSC of 0.64 and 0.86 for high and low functional 
regions, respectively. For the external testing cohort, 
MSMs achieved the median SCC of 0.60 as well as the 
median DSC of 0.49 and 0.85 for high and low functional 
regions, respectively. At the same time, we conducted 
subgroup analyses to evaluate the model performance 
across different clinical risk profiles in Appendix E.

Discussion
In this study, a cohort of 125 research participants under-
went robustness analysis, redundancy analysis, and sub-
region-level perfusion-correlated feature screening on a 
set containing 1116 features. Subsequently, a data-driven 
feature selection and modeling pipeline was established. 
The model we developed identified 14 density-based and 
texture-based features, all of which were non-redundant, 
robust and capable of distinguishing between high and 
low functional regions of the lung (ES > 0.33). The opti-
mal model, which performed best during the cross-val-
idation, was applied to the internal and external testing 
cohorts, yielding an AUC of 0.86 and 0.82, respectively, 
initially indicating effective predictability and cross-insti-
tutional generalizability.

The optimal model developed using the CatBoost 
algorithm retained 14 key features reflecting spatial 

heterogeneity of lung perfusion in PE cases. Most fea-
tures were first-order features, including 10Percentile, 
90Percentile, Minimum, Median, and Mean, which quan-
titatively assess image intensity values. Skewness and 
Root mean squared measure the asymmetry and variabil-
ity of intensity distribution, respectively, indicating the 
density distribution and internal heterogeneity of defect 
subregions. The remaining features included two high-
dimensional textural features: NGTDM Busyness, indi-
cating the degree of gray-level variation between image 
voxels and their neighborhoods, suggesting higher irreg-
ularity in local textures, potentially containing edges; and 
GLCM-Imc1, indicating gray-level correlation within the 
image. The latter was extracted using a wavelet-LHH fil-
ter, applying high-pass filters in the y and z dimensions 
to enhance spatial heterogeneity and detect solid compo-
nents of defect subregions.

Within the selected feature combination, the median 
SCC of the FMs for 7 features indicated moderate-to-
high spatial similarity with reference Q-SPECT images 
and the MSMs showed significant spatial consistency 
with reference Q-SPECT images. Both visual compari-
sons and quantitative evaluations in the spatial distri-
bution study of the selected features’ FMs and MSMs 
suggest that while individual FMs capture various aspects 
of perfusion distribution, the fitted MSM has the poten-
tial to provide more comprehensive and accurate rep-
resentations of lung perfusion. The improved spatial 
correlation between the MSM and Q-SPECT scans 
underscores the value of the proposed ML approach in 
integrating multiple intensity and texture features to pre-
dict pulmonary function.

In terms of methodology, this study proposes a new 
perspective on CTPI for assisting PE diagnosis, dis-
tinguishing itself from DIR-based and purely deep 

Fig. 5 Receiver operating characteristic (ROC) curves show the result of subregion-level evaluation on agreement in the training, internal cross-validation 
and internal testing cohorts (A) and for multiple classifiers in the internal testing cohort (B). The shaded areas represent the 95% confidence intervals (CI) 
for the ROC curves, indicating the range within which the model’s true performance is expected to fall with 95% confidence
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learning-based methods, which are susceptible to image 
quality issues or lack interpretability [31, 32].In our 
framework, alongside intensity and texture features 
from raw images, we utilized high-dimensional fea-
tures extracted from LoG- and wavelet-filtered images. 
Although high-dimensional features are more susceptible 
to motion artifacts [33, 34], our study conducted per-
turbation analysis to screen for robust features. Further-
more, acknowledges the nonlinear relationship between 
texture features and local lung function, while LR has a 
relatively simple parametric structure and provides a lin-
ear model to predict outcomes [35], CatBoost and SVM 
are more efficient and robust in addressing nonlinear 
problems. Prior studies have shown CatBoost’s superior 
effectiveness in handling nonlinear data relationships 
compared to other ML techniques [36]. From a clinical 

standpoint, providing an alternative method of assessing 
lung perfusion through routine CT scanning may reduce 
the need for more invasive or radiation-intensive proce-
dures. Our method generates voxel-level perfusion maps 
that help localize perfusion defects precisely, thereby 
enhancing the diagnosis and management of PE and 
other lung diseases associated with pulmonary perfusion. 
To minimize any bias that the algorithm might intro-
duce, we applied a five-fold cross-validation for the train-
ing dataset from the prior experience [37]. In addition 
to this, feature robustness analysis selected features that 
appeared more than three times during cross-validation, 
avoiding reliance on a single feature selection method. 
When dealing with a relatively small sample size, we 
adjusted the model parameters based on prior experience 
to ensure that the AUC difference between the training 

Fig. 6 SHAP (SHapley Additive exPlanations) summary plot for the final CatBoost classifier
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and testing datasets remained below 0.1, which helps to 
prevent overfitting.

Despite the promising results, our study has several 
limitations and points for improvement that are worth 
considering. The dataset’s relatively homogeneous char-
acteristics may limit the model’s generalizability to more 
varied populations. The relatively small sample size, 
while mitigated by cross-validation and external testing, 

suggests that evaluation on larger, diverse (i.e., across dif-
ferent scanning devices and protocols) cohorts would be 
beneficial. Variations in CT scanning equipment, scan-
ning protocols, and operator skill during image acquisi-
tion can lead to differences in image quality, resolution, 
and segmentation accuracy, which in turn may impact 
the study results. The age distribution of the participants 
in this study is limited, with an average of 65 ± 18 years, as 

Fig. 7 Reference Q-SPECT scan, feature maps of the 14 selected features from the final feature combination and model score map (MSM) of a representa-
tive subject with pulmonary embolism disease
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age-related physiological changes and the higher preva-
lence of lung disease in the elderly may affect the model’s 
performance. Different racial and ethnic groups may vary 
in lung structure, function, and disease susceptibility, 
which could influence the generalizability of the model. 

The participants in this study lacked sufficient racial and 
ethnic diversity, and future studies should consider a 
wider range of groups to ensure the applicability of the 
model. In addition to the demographic limitations, geo-
graphic diversity was not adequately addressed in this 

Fig. 8 Box plots of Spearman Correlation Coefficient and Dice Similarity Coefficient for internal and external testing cohorts
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study. Environmental factors such as air pollution, alti-
tude, and other location-specific elements can affect lung 
health to varying degrees. Conducting evaluations across 
a wider range of geographic locations would enhance the 
model’s robustness. Overall, future research should focus 
on these aspects of diversity to ensure the model’s effec-
tiveness and generalizability across diverse populations.

Additionally, when we attempted to replace the vol-
ume parameter settings for subregions generation with 
26 × 26 × 26  mm³ (originally 21 × 21 × 21  mm³), the pre-
dictability on the internal testing cohort decreased to 
0.79. The impact of the parameters on model perfor-
mance indicates a need for further optimization of these 
settings. Future research directions also involve exploring 
the applicability of the method to pulmonary vascular 
diseases that affect perfusion other than PE discussed in 
this study.

Regarding the practical challenges of applying our clas-
sifier tool in clinical practice, we recognize that for any 
machine learning tool to be effectively implemented, it 
must be compatible with existing hospital information 
systems. This often requires relying on robust and secure 
APIs to interact with the clinical environment, ensuring 
seamless data transmission and system integration [38]. 
It also emphasizes the importance of designing user-
friendly interfaces and providing comprehensive training 
to clinical staff, including mastering the technical opera-
tion of the tool and interpreting the model’s outputs in a 
clinical setting to ensure the tool’s effective use. Finally, 
the model needs to be validated on new datasets and 
continuously updated. External validation on data from 
diverse patient populations or institutions can further 
enhance the model’s generalizability.

Furthermore, investigating the potential of the pro-
posed method for longitudinal monitoring of changes in 
perfusion over multiple CT scans could provide valuable 
information for characterizing disease progression and 
response to therapy.

Conclusions
In conclusion, our study validated the feasibility of using 
quantitative texture analysis and a data-driven ML pipe-
line to generate voxel-wise lung perfusion surrogates 
across different institutions. We selected potential per-
fusion-correlated features to integrate into the model 
and found that the spatial distribution of the features 
and model output visualizations showed moderate to 
strong consistency with pulmonary functional imag-
ing (i.e., perfusion SPECT imaging). Future collabora-
tion within multidisciplinary teams could facilitate the 
non-invasive screening of PE and other perfusion-related 
lung diseases. Integrating our classifier into routine 
clinical practice could accelerate and optimize clinical 
decision-making.
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