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H I G H L I G H T S

• Energy, economic and carbon impacts of ‘Eastern Data, Western Computing’ are assessed.
• The national initiative shows significant energy-saving potential.
• ‘Moving bits’ is more energy efficient but doesn’t always benefit decarbonization.
• The carbon emission benefits in different routes are significantly different.
• No economic benefit is observed when considering constructing duplicate data centers.
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A B S T R A C T

As the world transitions towards a low-carbon economy, the data center industry is under increasing pressure to 
reduce its energy consumption and greenhouse gas emissions. To address this challenge, the Chinese government 
has launched an ambitious initiative, called ‘Eastern Data, Western Computing’, which aims to migrate 
computing workloads from electricity-deficient Eastern regions to renewable-rich Western regions. We therefore 
conduct a comprehensive assessment of its energy, economic and carbon impacts by analysing three major 
migration routes. We found that ‘moving bits’ is much more energy efficient than ‘moving watts’, but not 
necessarily beneficial for decarbonization. The national initiative shows significant energy-saving potential, 
332–942 GWh (4.8–12.5 %) annually, attributed to reduced cooling energy and eliminated power-transmission 
loss. However, no economic benefit is observed if considering the high capital costs for constructing duplicated 
data centers in Western regions. The carbon emission benefits in different routes are significantly different. 
Shanghai-Sichuan route could reduce carbon emissions by up to 2803 KtCO2e (79.6 %) annually, whereas 
Beijing-Inner Mongolia route exhibits a notable increase (1164 KtCO2e (24.9 %)) in carbon emissions. Our 
findings has broader applicability beyond China, extending to other regions worldwide, and can inform the 
development of effective strategies for decarbonizing global data center industry.

1. Introduction

The rapid growth of the digital economy has led to an unprecedented 
surge in demand for computing capacity and data centers worldwide 
[1], resulting in significant energy consumption and greenhouse gas 
emissions [2]. As data centers become increasingly critical to the global 
economy, their environmental impact has become a pressing concern 

[3]. In 2021, data centers in China alone consumed over 200 TWh, ac
counting for approximately 2.7 % of total electricity consumption [4]. 
However, this trend is not unique to China; data centers in other coun
tries, such as the United States and Europe, also face similar challenges 
in terms of energy consumption and carbon emissions [5].

The concentration of data centers in economically developed yet 
electricity-deficient regions, such as the Eastern regions in China, has led 

☆ This article is part of a Special issue entitled: ‘MITAB2024 (R.R)’ published in Applied Energy.
* Corresponding author at: Department of Building Environment and Energy Engineering, China

E-mail address: beswwang@polyu.edu.hk (S. Wang). 

Contents lists available at ScienceDirect

Applied Energy

journal homepage: www.elsevier.com/locate/apenergy

https://doi.org/10.1016/j.apenergy.2025.126020
Received 30 March 2025; Accepted 28 April 2025  

Applied Energy 392 (2025) 126020 

Available online 6 May 2025 
0306-2619/© 2025 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY-NC license ( http://creativecommons.org/licenses/by- 
nc/4.0/ ). 

mailto:beswwang@polyu.edu.hk
www.sciencedirect.com/science/journal/03062619
https://www.elsevier.com/locate/apenergy
https://doi.org/10.1016/j.apenergy.2025.126020
https://doi.org/10.1016/j.apenergy.2025.126020
http://creativecommons.org/licenses/by-nc/4.0/
http://creativecommons.org/licenses/by-nc/4.0/


to power shortages [6] and increased reliance on long-distance power 
transmission [7]. However, power transmission lines are inevitably 
accompanied by power loss, averaging 5–6 % [8]. To address these 
challenges, the concept of “moving bits rather than moving watts” has 
emerged as a potential solution. By migrating computing workloads 
from data centers in electricity-deficient regions to data centers in 
renewable-rich regions, this approach can eliminate power losses 
incurred by long-distance transmission, reduce cooling energy use, and 
promote a more sustainable and efficient use of energy resources.

China’s national initiative, “Eastern Data, Western Computing” 
(EDWC) [9], is a pioneering example of this approach, launched in 2021, 
EDWC aims to migrate computing workloads from data centers in the 
East (electricity-deficient) to data centers in the West (renewable-rich) 
within China. Then, the abundant electricity in the Western regions can 
be utilized locally by the data centers, thereby eliminating the power 
losses incurred by long-distance transmission. Furthermore, the Western 
regions of China have favourable climates that could significantly 
reduce cooling energy use by more effective utilization of free cooling 
[10]. This could substantially reduce Power Usage Effectiveness (PUE) 
of data centers. Moreover, from the perspective of cost, the construction 
of fiber-optic networks is much cheaper, at $70-150 K per mile [11,12], 
compared to the construction of power transmission infrastructure, 
typically averaging $1.5–$2.0 million per mile [13,14].

Fiber-optic communication technology plays a key role in data 
transmission [15], which enables effective communication among 
geographically distributed data centers. Over the past four decades, 
significant progress has been made in this field [16,17], including the 
development of wavelength-division multiplexing [18] and space- 
division multiplexing [19]. Despite these advancements, network 
delay remains a challenge in long-distance data transmission [20,21]. In 
EDWC initiative, workloads that can tolerate delay, such as storage and 
backup, will be migrated. Whereas workloads requiring timely re
sponses, such as web search and videoconferencing, will continue to be 
processed at local data centers in the East. It is noteworthy that data 
centers typically have a significant proportion of delay-tolerant work
loads, more than 50 % of total workloads [22]. This provides substantial 
temporal and spatial flexibility for geographically distributed data 
centers [23]. Existing studies have shown an increasing interest in the 
flexible scheduling of workloads in geo-distributed data centers, with a 
focus on optimizing energy use and cost [24,25] and maximizing 
renewable utilization [21]. A study shows that up to 40 % of the oper
ational cost can be reduced through load distribution and scheduling in 
geographically distributed data centers [26]. By migrating data center 
workloads from the fossil-fuel-heavy regions to the renewable-heavy 
regions, up to 239 KtCO2e can be reduced per year [27].

Despite the growing interest in computing workload migration, there 
is a knowledge gap in understanding the energy-saving potentials, 
economic benefits, and carbon emission reductions of such initiatives. 
Existing studies have primarily focused on the technical aspects of 
computing workload migration, with limited attention to the economic 
and environmental implications. Furthermore, the applicability of 
computing workload migration to other countries and regions remains 
unclear. This paper addresses this knowledge gap by presenting a 
comprehensive and quantitative assessment of the energy-saving po
tentials, economic benefits, and carbon emission reductions of EDWC. 
Our analysis focuses on three major routes, considering two scenarios for 
data transmission: on existing backbone networks and newly built 
dedicated fiber-optic lines. We develop a typical cooling system model 
and evaluate the power required for data transmission and power 
transmission losses for each route. By analysing three complex trade-offs 
on energy, economics, and carbon emissions for the implementation of 
the iniative, we provide a holistic understanding of the benefits and 
challenges of computing workload migration, and shed light on the 
potential for EDWC to serve as a model for similar initiatives in other 
countries and regions.

This study presents the first comprehensive and quantitative 

assessment of the energy-saving potentials, economic benefits, and 
carbon emission reductions of the national initiative EDWC, providing a 
valuable benchmark for similar initiatives in other countries. Our find
ings demonstrate the potential for computing workload migration to 
contribute significantly to global decarbonization efforts, particularly in 
regions with abundant renewable energy resources. These results serve 
as a crucial foundation for policy-makers, industry stakeholders, and 
researchers to make informed decisions and establish effective strategies 
to mitigate the challenges associated with computing workload migra
tion and promoting a low-carbon data center industry. Moreover, these 
results have broader applicability beyond China, extending to other 
regions worldwide, and can inform the development of effective stra
tegies for decarbonizing the global data centers.

2. Results

2.1. Energy performance of cooling systems and data-transmission energy

We collect the spatial distribution of the energy consumption of data 
centers across China in 2020 (Fig. 1A) [28]. Beijing-Tianjin-Hebei re
gion, Yangtze River Delta Region, and Pearl River Delta Region show the 
highest energy consumption (see Table S1). These regions are also the 
destinations of power delivery in the ‘West-East Power Transmission 
(WEPT)’ project. Three existing major long-distance power transmission 
lines, Inner Mongolia to Beijing, Sichuan Province to Shanghai and 
Guizhou Province to Guangzhou Province are shown in Fig. 1B (bold 
blue lines). In this study, the three existing power transmission lines are 
considered as the baseline scenarios - power transmission scenarios. 
“Eastern Data, Western Computing (EDWC)” aims to migrate computing 
workloads from data centers in the East to data centers in the West for 
storage and processing, as shown in Fig. 1B (bold orange lines). It can 
eliminate the energy loss of long-distance power transmission and use 
cold weather in the Western regions for more energy-efficient cooling.

(A) Spatial distribution of the energy consumption of data centers 
across China [28].

(B) Cooling system COP in different locations.
(C) Cooling system COP as a function of wet-bulb temperature.
(D) Historical development of energy intensity of data transmission 

between 2004 and 2021.
In (D), y-axis is electricity intensity (kWh/GB). x-axis is the year of 

each estimate. Data points: (1) [29]; (2) [30]; (3) [31]; (4) [32]; (5) 
[33]; (6) [34]; (7) [35]; (8) [36]. (9) [37]; (10) [38]; (11) [39] (12) [40]; 
(13) [41]; (14) [42].

A basic cooling system model (Fig. S1) is developed based on 
fundamental principles and mathematical formulas combined with the 
test data of cooling equipment performance. Using the weather data in 
typical years, we simulated the cooling system under the three operation 
modes corresponding to outdoor conditions, and compared their co
efficients of performance (COPs). The mode that satisfies the cooling 
load and consumes the lowest cooling energy is selected for each out
door condition.

The cooling system COP in the wet-bulb temperatures range between 
− 40 ◦C and 40 ◦C is shown in Fig. 1C. In both partial-free-cooling and 
mechanical-cooling modes (with chillers in operation), the cooling 
system COP is around 3–5, whereas in free-cooling mode the COP is 
around 11 (without chillers in operation). According to the annual wet- 
bulb temperature distribution of different cities and the cooling system 
COP as a function of wet-bulb temperature, the annual average COP of 
cooling systems in each city can be obtained. Fig. 1B shows the annual 
average COP of cooling systems in six major cities involved in three 
routes. The annual average COP of cooling systems is improved from 
8.17 to 9.06 for Beijing – Inner Mongolia route, and from 5.75 to 7.08 for 
Guangzhou – Guizhou route, respectively. Whereas, it is reduced from 
7.05 to 6.75 for Shanghai – Sichuan route.

Two scenarios for data transmission are considered in this study. One 
is data transmission on existing backbone networks, the other is on 
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dedicated fiber-optic lines newly built. A commonly used metric, elec
tricity intensity, representing the energy efficiency of Internet data 
transmission is adopted in this study. It is defined as the “electrical en
ergy consumed per amount of data transmitted”, and is measured as 
kilowatt hour per gigabyte of data transferred (kWh/GB) [43]. The 
historical evolution of the energy intensity (EI) of data transmission on 
the backbone networks from 2004 to 2021 is summarized in Fig. 1D. 
There is a consistent downward trend in data-transmission EI over this 
period. In 2021, data-transmission EI on the backbone networks is 
estimated as 0.001 kWh/GB at an average distance of 700 km [42]. We 
also calculate the data-transmission EI on newly-built dedicated fiber- 
optic lines for three routes based on the power model developed by 
Heddeghem et al. [44,45], given by Eq. 12–17. Furthermore, we 
consider the improvement in energy efficiency of equipment due to 
technological updates according to Moore’s law. The data-transmission 
EI on newly built dedicated fiber-optic lines is estimated as 0.00003 
kWh/GB in 2021.

2.2. Impacts on energy, economy and carbon emissions

2.2.1. Data transmission on the existing backbone networks
All migration routes show significant energy-saving potential, indicating 

that ‘moving bits’ is much more energy efficient than ‘moving watts’ 
(Fig. 2A). Both Beijing-Inner Mongolia and Guangzhou-Guizhou routes 
show substantial energy savings, i.e., 695 GWh (9.8 %) and 942 GWh 
(12.5 %) annually respectively. For these two routes, the energy benefits 
can be primarily attributed to the cooling energy saving and eliminated 
power transmission loss. Both routes transfer a portion of the cooling 
load of data centers to regions where cooling systems are more energy 

efficient.
Unlike the above two routes, the Shanghai-Sichuan route shows a 

notable increase in cooling energy consumption. This is due to the fact 
that this route transfers a portion of the cooling load of data centers to 
the region where cooling systems are less energy efficient. However, this 
route still shows high energy saving, i.e., 320 GWh (4.8 %) annually, 
primarily due to the elimination of long-distance power transmission 
loss. Similarly, the energy consumption associated with ‘moving bits’ is 
considerably lower than the eliminated power loss. Moreover, all these 
three routes show that more computing workload migration results in 
more overall energy saving (Fig. 2B).

However, no economic benefit is observed for all migration routes if 
considering the high capital costs for constructing duplicated data centers in 
the Western regions (Fig. 3C). The energy cost savings associated with 
reduced cooling energy and eliminated power transmission loss are 
quite low, compared with the capital cost of constructing new data 
centers. Furthermore, we assess the impact of government subsidies on 
overall economic benefits, and the results are shown in Fig. 3D. The 
government subsidies refer to incentives offered by certain regions to 
encourage companies to build and operate data centers in their regions. 
These subsidies are mainly discounted electricity rates for data center 
operations. Some regions offer significantly reduced electricity costs, 
with discounts of up to 50 % or more (see Table S2). Currently, the local 
governments of Ulanqab in Inner Mongolia Province, Ya’an in Sichuan 
Province, and Guiyang in Guizhou Province provide substantial sub
sidies on their electricity bills for data centers to encourage the devel
opment of data centers in the Western regions. Nevertheless, the three 
routes still do not yield economic benefits although a certain amount of 
capital costs are offset by government subsidies.

Fig. 1. Data center energy consumption, major migration routes, performance of cooling systems, and data-transmission energy intensity,
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Fig. 2. Energy and economic benefits when data transmission on the existing backbone networks.

Fig. 3. Carbon emission reductions when data transmission on the existing backbone networks.
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The high capital costs of constructing new dedicated data centers 
reduce its economic feasibility. However, several potential cost-offset 
strategies can be explored to enhance economic viability. One prom
ising approach is modular data center design, which can substantially 
reduce capital costs. Additionally, colocation models, shared infra
structure, leasing or renting data center space, and phased construction 
are also viable solutions that can help mitigate upfront costs. By 
adopting one or more of these strategies, the initiative can potentially 
reduce its capital expenditures, improve its return on investment, and 
ultimately enhance its economic feasibility.

(A) Overall energy savings and the detailed breakdown with 50 % 
workload migration.

(B) Overall energy performance with 10 %–50 % workload 
migration.

(C) Total cost savings and detailed breakdown with 50 % workload 
migration.

(D) Total cost savings considering government subsidies with 50 % 
workload migration.

The benefits of carbon emission reduction in different routes are signifi
cantly different (Fig. 3A). Both Shanghai-Sichuan and Guangzhou- 
Guizhou routes show a reduction in total carbon emissions, i.e., 2803 
KtCO2e (79.6 %) and 356 KtCO2e (10.7 %) respectively. However, the 
Beijing-Inner Mongolia route shows an increase in total carbon emis
sions, i.e., 1164 KtCO2e (24.9 %). Although there are different causes for 
the carbon emissions changes in the three routes, there are still some 
similar observations. The eliminated transmission power loss contrib
utes to total carbon reduction for all three routes but it is not the major 
reason. In addition, the energy consumption of data transmission is 
extremely low, thereby having a negligible influence on the overall 
magnitude of total carbon emissions for all three routes.

For the route unfavourable to carbon reduction (Beijing-Inner 
Mongolia), the increase in CO2 emissions is primarily attributed to the 
difference in the CO2 emission associated with electricity consumption 
at the departure city (Beijing) and destination city (Inner Mongolia). As 
reported by a published comprehensive study of regional CO2 emissions 
in China, summarized in Table S3, the CO2e factor in Inner Mongolia 
(917 g/kWh, where thermal power dominates local power generation 
nowadays) is much higher than that in Beijing (661 g/kWh). There is an 
increase in carbon emission by 1612 KtCO2e as the Beijing-Inner 
Mongolia route transfers a total electricity consumption of 7064.71 
GWh computing workloads from Beijing to Inner Mongolia (the total 
electricity consumption of these computing workloads in Inner 
Mongolia is 6856.52 GWh, due to the cooling energy savings). In addi
tion, the increase in carbon emission incurred by ‘moving bits’ is 
extremely low, only 6 KtCO2e. In contrast, there is a reduction in carbon 
emissions of 454 KtCO2e due to eliminated power transmission loss.

For the route favourable to carbon reduction (Shanghai-Sichuan), 
the reduction in CO2 emissions is also primarily attributed to the dif
ference in the CO2 emission associated with electricity consumption at 
the departure city (Shanghai) and destination city (Sichuan). The CO2e 
factor in Sichuan Province (112 g/kWh, a large proportion of hydro
power [46])) is much lower than that in Shanghai (532 g/kWh). There is 
a reduction in carbon emission by 2769 KtCO2e as the Shanghai-Sichuan 
route transfers a total electricity consumption of 6610.15 GWh 
computing workloads from Shanghai to Sichuan (the total electricity 
consumption of these computing workloads in Sichuan is 6698.85 GWh, 
due to an increase in cooling energy). Furthermore, there is a reduction 
in carbon emissions of 42 KtCO2e due to eliminated power transmission 
loss.

For another route favourable to carbon reduction (Guangzhou- 
Guizhou), the reason is significantly different from the above two routes. 
In this route, the CO2e factors at the departure city (Guangzhou) and 
destination city (Guizhou) are similar. The reduction in CO2 emissions in 
this route is primarily attributed to energy-saving benefits, i.e., elimi
nated power transmission loss and reduced cooling energy. There is a 
reduction in CO2 emissions of 240 KtCO2e and 122 KtCO2e for 

eliminated power transmission loss and the reduced cooling energy, 
respectively. In addition, both Guangzhou-Guizhou and Shanghai- 
Sichuan routes show that more computing workload migration results 
in more carbon emission reductions (Fig. 3B), whereas Beijing-Inner 
Mongolia shows the opposite results.

It can be concluded that migrating computing workloads to regions 
with high renewable energy penetration holds great promise for 
reducing carbon emissions from data centers. Policymakers can leverage 
this insight to develop targeted strategies that encourage the develop
ment of data centers in regions with abundant renewable energy re
sources. For instance, governments can offer incentives, such as tax 
breaks or subsidies, to data center operators that locate their facilities in 
areas with high renewable energy penetration. Additionally, policy
makers can expedite the transition towards low-carbon power genera
tion in fossil-fuel-heavy regions by increasing investments in renewable 
energy infrastructure, such as wind farms and solar panels. By imple
menting these policies, governments can help reduce the carbon foot
print of the digital economy and contribute to a more sustainable future 
for the data center industry.

(A) Total carbon emission reductions and detailed breakdown with 
50 % workload migration.

(B) Total carbon emission reductions with 10 %–50 % workload 
migration.

2.2.2. Data transmission on newly built dedicated fiber-optic lines
Currently, the bandwidth on existing backbone networks connecting 

the Eastern and Western regions is insufficient for the implementation of 
EDWC. A low network latency and higher network capacity are required 
for the timely transmission of batch computing workloads without data 
loss. Therefore, establishing new dedicated fiber-optic communication 
lines with higher bandwidth is needed for the implementation of EDWC.

Furthermore, it is worth discussing the feasibility of implementing 
dedicated fiber-optic communication lines for the EDWC initiative. The 
implementation of dedicated fiber-optic communication lines requires 
careful consideration of several factors, including significant in
vestments in infrastructure development and the development of new 
protocols and standards for data transmission. Despite these challenges, 
the implementation of these technologies is still feasible and necessary 
for the success of the initiative. Firstly, recent advancements in fiber- 
optic technology have made it more efficient and cost-effective to 
deploy high-capacity networks, reducing the barriers to implementa
tion. Secondly, while there is certain initial investment, the long-term 
benefits of increased data transmission speed and reliability can 
outweigh the costs. Additionally, the scalability of fiber-optic networks 
allows for future upgrades and expansions, ensuring that the infra
structure can adapt to growing data demands and technological ad
vancements, making it a sustainable long-term solution for the EDWC 
initiative.

Fig. 4A-4D shows the overall energy savings, economic benefits, and 
carbon emission reductions of the national project EDWC in the scenario 
of ‘data transmission on newly built dedicated lines’. The energy con
sumption of data transmission on newly built dedicated lines is lower 
than that on the existing backbone networks, and can even be ignored 
(Fig. 4A). The amortized capital cost of constructing fiber-optic lines is 
relatively low, compared with that of newly built data centers. All three 
representative routes show higher energy-saving potential, compared with 
data transmission on the existing backbone networks, ranging from 344 GWh 
to 955 GWh. Similarly, all routes are not economically beneficial if 
involving high capital costs for constructing new data centers for two 
scenarios, without considering government subsidies (Fig. 4B) and 
considering government subsidies (Fig. 4C). Regarding the benefit of 
carbon emission reduction (Fig. 4D), both Shanghai-Sichuan and 
Guangzhou-Guizhou routes show a notable reduction in carbon emis
sions, i.e., 2810 KtCO2e and 362 KtCO2e respectively. While the Beijing- 
Inner Mongolia route shows an increase in carbon emissions, i.e., 1158 
KtCO2e. The results are also similar to the scenario ‘data transmission on 
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existing backbone networks’.
(A) Overall energy savings and the detailed breakdown with 50 % 

workload migration.
(B) Total cost savings and detailed breakdown with 50 % workload 

migration.
(C) Total carbon emission reductions and detailed breakdown with 

50 % workload migration.
(D) Total cost savings considering government subsidies with 50 % 

workload migration.

2.3. Future perspectives on carbon emission reduction and abatement cost

Figs. 5A-5C show the total carbon emission reductions considering 
future potential changes and uncertainties, an increase or a decrease in 
the difference in CO2e factor of power consumption between the two 
locations involved in a route.

Currently, the Beijing-Inner Mongolia route exhibits a notable in
crease in total carbon emissions. However, once the CO2e factor differ
ence between Inner Mongolia and Beijing is reduced to 85 gCO2/kWh 
(the current difference is 255 gCO2/kWh), the route could yield carbon 
emission reductions (Fig. 5A). For the Shanghai-Sichuan route, the 

current difference in the CO2e factors is − 420 gCO2/kWh (Fig. 5B). If we 
consider the potential decrease in the difference in CO2e factor in 
Shanghai (532 g/kWh) and Sichuan (112 g/kWh), the carbon emission 
reductions of this route will decrease. For the Guangzhou-Guizhou 
route, the current difference in the CO2e factors is − 9 gCO2/kWh, and 
the total carbon emission of this route is reduced (Fig. 5C). However, the 
CO2e difference may increase or decrease in the future, primarily due to 
the penetration of renewable energy in these two regions involved.

In addition, it is worth noting that the Shanghai-Sichuan route shows 
more carbon emission reductions when more workloads are transferred 
(Fig. 5B). Whereas, the other two routes show significantly different 
trends when CO2e factor differences are on either side of a critical value. 
For example, in the Beijing-Inner Mongolia route, when more workloads 
are transferred, carbon emission reductions increase when the CO2e 
difference is greater than 85 gCO2/kWh, and decrease when the CO2e 
difference is less than 85 gCO2/kWh (Fig. 5A). Similarly, the critical 
value for the Guangzhou-Guizhou route is 56 gCO2/kWh (the current 
difference is − 9 gCO2/kWh) (Fig. 5C).

Fig. 6A-6B shows the net carbon abatement costs considering future 
potential changes and uncertainties in the CO2e factors in the two lo
cations involved in each route. Currently, the net carbon abatement 

Fig. 4. Energy, economic and carbon benefits when data transmission on dedicated lines.
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costs for Shanghai-Sichuan and Guangzhou-Guizhou are 174 $/tCO2e 
and 1431 $/tCO2e, respectively. In the Shanghai-Sichuan route, the net 
carbon abatement cost will increase if the CO2e factor difference de
creases in the future. For the Guangzhou-Guizhou route, the net carbon 
abatement cost will decrease if the CO2e factor difference increases.

(A) Net carbon abatement cost for Shanghai-Sichuan route.
(B) Net carbon abatement cost for Guangzhou-Guizhou route.

3. Discussion and policy implications

The above sections provide a comprehensive analysis of the energy, 
economic, and carbon impacts of EDWC, summarizing key conclusions 
that have far-reaching implications. Notably, these findings are not only 
relevant to this national project but also applicable to global cases, as the 
demand for cloud services continues to grow worldwide. From the 

Fig. 5. Quantitative carbon emission reductions considering potential increases or decreases in the difference in CO2e factor between the two locations involved in a 
route. (A) Beijing-Inner Mongolia route (B) Shanghai-Sichuan route (C) Guangzhou-Guizhou route.

Fig. 6. Net carbon abatement cost considering future potential changes in CO2e factor difference of power consumption.
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perspective of energy savings, ‘moving bits’ is much more energy effi
cient than ‘moving watts’, which is suitable for all cases globally. From 
an economic perspective, while the initial investment in constructing 
data centers may be high, the long-term returns and benefits are sub
stantial. The development of AI technology, in particular, is likely to 
drive local economic growth and yield multifaceted benefits. Further
more, from a decarbonization standpoint, migrating computing work
loads to regions with high renewable energy penetration holds great 
promise for reducing carbon emissions from data centers. There are some 
other challenges and concerns faced for the successful implementation of the 
EDWC project, such as data confidentiality and security, efficient workload 
scheduling and timely transmission of workloads. A combination of policy 
formulation, technological investment, and strategic planning is essen
tial for addressing these challenges to ensure the successful imple
mentation of the EDWC project.

Firstly, ensuring the confidentiality of sensitive data is a major 
challenge when transferring batch computing workloads across 
geographically distributed data centers. Addressing data confidentiality 
necessitates the formulation of stringent data encryption policies. This 
involves mandating the use of cutting-edge encryption technologies for 
both data at rest and in transit, such as homomorphic encryption [47]. In 
addition, aggregation protocols, advanced encryption technology and 
financial incentives could potentially address confidentiality-related 
concerns [27].

Secondly, the challenge of efficient workload scheduling in geo- 
distributed data centers calls for the development and implementation 
of dynamic scheduling algorithms. These algorithms must be capable of 
adapting to changing network conditions and workload demands, 
optimizing for both cost and latency. Policies prioritizing resource 
allocation based on the criticality and latency-sensitivity of workloads 
are needed to ensure that high-priority tasks are completed first. Addi
tionally, a framework for conducting cost-benefit analysis is needed to 
make informed decisions when balancing the trade-offs between cost, 
performance, and latency.

Thirdly, current technologies are still far from reaching the level of 
timely transmission of batch computing workloads without data loss. To 
fulfill the need for timely transmission of batch computing workloads 
without data loss, significant investment in high-speed network infra
structure is required. Exploring data transfer optimization techniques, 
such as data compression and deduplication, can minimize the volume 
of data needing transmission.

Furthermore, the inconvenience and higher cost of employing IT ex
perts locally is another practical issue of concern. Establishing training 
and development programs to upskill local IT staff will reduce reliance 
on external experts. Investing in remote collaboration and support tools 
would enable remote experts in the East to effectively assist local teams.

4. Conclusions

This paper presents a comprehensive assessment of the impact of 
China’s national initiative ‘Eastern Data, Western Computing’ on en
ergy, economic, and carbon emission aspects. By analysing the three 
major migration routes, we found that ‘moving bits’ is much more energy 
efficient than ‘moving watts’, but not necessarily beneficial in decarbon
ization. The results provide valuable insights into the potential envi
ronmental and economic implications of this national initiative.

All migration routes show significant energy-saving potential, ranging 
from 332 GWh to 942 GWh per year. The energy consumption associated 
with data transmission in both scenarios is significantly lower than the 
energy savings due to the reduction of cooling energy and the elimina
tion of power transmission losses. Particularly, when dedicated data 
transmission lines are built, the energy consumption of data trans
mission can be even ignored.

The benefits of carbon emission reduction in different routes are signifi
cantly different. Both Shanghai-Sichuan and Guangzhou-Guizhou routes 
show a sharp decline in total carbon emissions, up to 2803 KtCO2e and 

356 KtCO2e respectively. However, the Beijing-Inner Mongolia route 
shows a significant increase in total carbon emissions, 1164 KtCO2e. 
Furthermore, we find that, if the CO2e factor difference between Inner 
Mongolia and Beijing is reduced to 85 gCO2/kWh, this route could also 
achieve carbon emission reduction. In addition, the net carbon abate
ment costs for Shanghai-Sichuan and Guangzhou-Guizhou routes are 
174 $/tCO2e and 1431 $/tCO2e respectively, when considering extra 
capital cost for building duplicated data centers in Western regions.

The routes migrating computing workloads to renewable-heavy re
gions have great potential to reduce carbon emissions, whereas the 
routes migrating workloads to fossil-fuel-heavy regions show negative 
impacts. One recommendation for the governments in making policies is 
to expedite the transition towards low-carbon power generation in these 
fossil-fuel-heavy regions. Another alternative is to establish new 
migration routes in which computing workloads are transferred to re
gions with low carbon emission factors, such as Yunnan province.

Currently, no economic benefit is observed if considering the high capital 
costs for constructing duplicated data centers in the Western regions unless 
new data centers need to be built anyway. However, other potential eco
nomic benefits are visible in the near future. For example, the devel
opment of the data industry could attract other industries and businesses 
to these regions, thereby boosting overall economic development. 
Additionally, zero-carbon data centers [27] adopting containers and co- 
locating at renewable generation sites directly could be a promising 
alternative for building new data centers. They are more cost-effective 
and highly customizable compared to traditional data centers.

Our findings imply that the major plans of the national initiative 
‘EDWC’ offer significant opportunities for reducing carbon emissions in 
the data center industry, whereas the others do not. These results serve 
as a crucial foundation for policy-makers, industry stakeholders, and 
researchers to make informed decisions and establish effective strategies 
for the successful implementation of the EDWC projects. Moreover, our 
research has broader applicability beyond China, extending to other 
regions worldwide. As the need for cloud services continues to expand 
globally, there is substantial potential for reducing carbon emissions 
through ‘moving bits’. The quantitative results offer a promising direc
tion for the global decarbonization of the data center industry.

5. Methods

5.1. Modeling approach

5.1.1. Cooling system model
In this study, a cooling system commonly deployed in practice is 

selected to simulate the coefficient of performance (COP) of the cooling 
system under varying climatic conditions. The cooling system consists of 
chillers, heat exchangers, cooling towers, chilled water pumps, cooling 
water pumps and computer room air handlers, shown in Fig. S1. The 
cooling load of the cooling system unit is assumed to be 4000 kW. The 
specification of the cooling system is shown in Table S4.

Chiller modeling and the assumption for heat exchangers.
Braun’s method is used to model the power consumption of chillers 

[48], shown in Eqs. 1–3. Two variables are used, i.e., the load and the 
temperature difference between the leaving condenser and chilled water 
flows. Eq. 1 is the correlation of the chiller power and variables. In 
addition, the testing data of the chiller used in this study is from a major 
manufacturer (Trane). 

Pch

Pdes
= a0 + a1X+ a2X2 + a3Y + a4Y2 + a5XY (1) 

X =
Q̇e
˙Qdes

(2) 

Y =
(Tcwr − Tchws)

ΔTdes
(3) 
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where, X is the ratio of the chiller load to the design load. Y is the leaving 
water temperature difference divided by a design value. Pch is the chiller 
power consumption and Pdes is the power consumption at the design 
condition. The empirical coefficients in Eq. 1 (a0, a1, a2, a3, a4 and a5) are 
determined using linear least-squares curve fitting based on the chiller 
performance data from the manufacturer. Detailed empirical co
efficients and parameters of the chiller model can be found in Table S5. 
In addition, a 1.5 ◦C temperature approach for heat exchangers is 
assumed [49,50].

5.1.1.1. Cooling tower modeling. In the cooling system, heat rejection 
equipment includes open cooling towers and dry coolers [51]. The 
cooling water loop will switch to dry coolers when the ambient wet-bulb 
temperature is lower than − 5 ◦C according to engineering practice, to 
avoid freeze problems.

Open cooling towers involve sensible and latent heat transfer. In this 
study, the ε-NTU method is used to model open cooling towers [52]. For 
a counterflow cooling tower, it is described as Eq. 4–6. 

εa =
1 − exp( − NTU(1 − m*) )

1 − m*exp( − NTU(1 − m*) )
(4) 

where, 

NTU =
hDAvVcell

ma
(5) 

m* =
maCs

mw,iCpw
(6) 

The saturation-specific heat, Cs, is defined as the average slope of the 
saturation enthalpy with respect to the temperature curve. It can be 
determined with the water inlet and outlet conditions and psychometric 
data using Eq. 7. 

Cs =
hs,w,i − hs,w,o

Tw,i − Tw,o
(7) 

The wet-bulb temperature is used as a primary input of the open 
cooling tower model because the enthalpy can be approximated as a 
formula related to wet-bulb temperature [53], at a given atmospheric 
pressure. For dry coolers, the ε-NTU method is also used to obtain the 
performance of the dry cooler at different conditions. Dry-bulb tem
perature is one of the main input parameters for the dry cooler model. 
Detailed mathematical references of these two models can be found in 
TRNSYS 18 component mathematical manual [52].

According to the desired cooling capacity for cooling towers and 
outdoor conditions, the airflow rate can be determined. The fan power is 
in cubic growth of the rotational speed ideally, (k = 3) as shown in Eq. 8 
[54]. In this study, k is selected as 1.5 based on practical in-situ oper
ation data. Cooling towers cannot achieve the ideal performance (k = 3) 
in practical operations [54]. 

Wct

Wct,design
=

(
Qct

Qct,design

)k

(8) 

where, Wct is the energy consumption of cooling towers. Wct,design is the 
energy consumption of cooling towers at the design condition. Qct is the 
air flow rate, and Qct,design is the air flow rate at the design condition.

In the free cooling mode, the speed of the cooling tower fans is 
controlled to make the outlet water temperature of the heat exchangers 
reach the desired chilled water supply temperatures. In both partial free 
cooling and mechanical cooling modes, the chilled water supply tem
perature is controlled by the chiller itself, and the speed of cooling tower 
fans is modulated to maintain the cooling tower water outlet tempera
ture at a setpoint given by Eq. 9. Where, Tct,out is the outlet cooling water 
temperature, Twet is the wet bulb temperature, and Tmin,cd is the mini
mum condenser water entering the temperature setpoint. 

Tct,out = max
(
Twet +5◦C,Tmin,cd

)
(9) 

5.1.1.2. Pump modeling. The cooling water pumps are usually constant- 
speed pumps and they are assumed to work at rated power. The chilled 
water pumps are variable-speed pumps. The energy consumption of 
chilled water pumps depends on the pressure drop, the water flow rate 
and pump efficiency, as shown in Eq. 10. Where, Wcwp is the energy 
consumption of pumps, Δpcwp is the pressure head of pumps, mw is the 
water flow rate, and ηcwp is the efficiency of pumps [10]. The pressure 
head of pumps (equal to the pressure drop of the chilled water loop) is 
set to be linear to the water flow rate in operation [54]. 

Wcwp =
Δpcwp × mw

ηcwp
(10) 

5.1.1.3. Computer room air handlers. The difference between supply 
and return air temperatures of the computer rooms is assumed a con
stant of 10 K [55].

5.1.1.4. Energy efficiency of cooling systems. The coefficient of cooling 
system performance (COP) is used to analyze the energy performance 
and efficiency of data center cooling systems, given by Eq. 11. 

COP =
Lcooling

Wsystem
(11) 

where Lcooling is the cooling load and Wsystem is the total energy con
sumption of the cooling system.

5.1.2. Data transmission model

5.1.2.1. Data transmission on the existing backbone networks. The his
torical trends of the energy intensity (EI) of data transmission on the 
existing backbone networks from 2006 to 2021 are shown in Fig. 1D and 
Table S6. In 2021, data-transmission EI on the backbone network is 
estimated as 0.001 kWh/GB at an average distance of 700 km [42]. The 
power consumption of the backbone network is the sum of the energy 
consumption of network equipment (i.e., routers, amplifiers, etc.) [56]. 
Notably, it is assumed that the data-transmission EIs are proportional to 
the distance between the two regions involved.

5.1.2.2. Data transmission on newly built dedicated fiber-optic lines. In the 
scenario ‘dedicated data-transmission lines’, we use the power con
sumption model developed by Heddeghem et al. [44,45], given by Eqs. 
12–13. 

PBACKBONE = PIP +PWDM (12) 

PWDM = POXC +PTXP +POLA (13) 

The power consumption of each network equipment is further given 
as Eq. 14–17 [44,45]. 

PIP = ηeo •
ηpr

2
• ηop • T • (H+1) •

(
Pip

Cip
• 2

)

(14) 

POXC = ηeo • ηpr • ηop • T • H •

(
Poxc

Coxc
• 2

)

(15) 

PTXP = ηeo • ηpr • ηop • T • H •

(
Ptxp

Ctxp
• 2

)

(16) 

POLA =
ηeo

2
•

ηpr

2
• ηop • T • H •

(
Pola

Cola
•

link length
80 km

)

(17) 

where Px is the power consumption of network equipment x, Internet 
protocol (IP), Wavelength division multiplexing (WDM), Optical cross- 
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connects (OXC), Transponder (TXP) and Optical cross-connects (OLA) 
(W); ηeo is the external overhead factor; ηpr is the protection factor; ηop is 
the overprovisioning factor; T is the total traffic in the network (Gbps); H 
is the average hop count in the respective network layer; Px

Cx 
expresses the 

average power per capacity (in W/Gbps) for a given equipment x. Note 
that telecommunication equipment becomes more power efficient each 
year largely driven by Moore’s law. In this study, we assume there is an 
11 % per year reduction in energy-per-bit [44,57]. The analytical pa
rameters (Table S7) are all based on the latest-generation equipment in 
this study.

5.2. Analysis on energy, economy and carbon emissions

5.2.1. Energy-saving potential
The potential energy benefits can be achieved by i. the reduction in 

cooling energy due to the different climate conditions in two regions 
involved in each route and ii. the eliminated power transmission loss 
involved in long-distance power transmission.

5.2.1.1. Difference in cooling energy consumption of data centers in the 
East and West. It is assumed that the electricity used by data centers in 
the East is transmitted from Western regions. The power transmission 
losses of these power transmission lines are summarized in Table S8. A 
10 MW typical data center is used as the fundamental unit for analysis 
[27], which has a total peak power of 21 MW and consumes approxi
mately 114 GWh of electricity annually [27]. The detailed specifications 
and characteristics of the typical data center are given in Table S9. The 
energy consumption breakdown in a typical data center is summarized 
in Table S10. In addition, it is assumed that the energy consumption of 
IT equipment is proportional to computing workloads [58]. The cooling 
energy of processing the same computing workloads in the West is 
calculated by Eq. 18. The energy consumption of the same computing 
workloads in the East and West is given by Eq. 19–20. 

Elecoolwest =
Elecooleast × COPWest

COPEast
(18) 

TotEleEest = EleIT + Elecooleast +Eleothers (19) 

TotEleWest = EleIT + Elecoolwest +Eleothers (20) 

5.2.1.2. Energy Consumption of Data Transmission vs Power Transmission 
Loss. The amount of data in China’s data centers is estimated by 
[59,60], shown in Table S11. It is assumed that data volume is propor
tional to the computing workloads from the perspective of overall trends 
and general patterns. The energy consumption of data transmission is 
calculated by Eq. 21. 

EleDatatrans = EIDatatrans ×VDatatrans (21) 

Three existing typical lines in the WEPT project are selected as 
baseline scenarios. The energy loss of power transmission is calculated 
by Eq. 22. 

ElePloss = λPtrans ×ElePtrans (22) 

5.2.2. Carbon emission reduction
The carbon emission reductions are achieved by i. the difference in 

carbon emissions of power consumption between Eastern regions and 
Western regions. ii. the difference in carbon emissions of data trans
mission and power transmission losses.

Cross-regional electricity trade entails the transfer of carbon emis
sions, thereby resulting in unequal CO2 emission factors associated with 
power generation and power consumption in specific provinces and 
cities. The carbon emission factors associated with power generation 
and power consumption of different provinces and cities are summa
rized in Table S3. In addition, carbon emissions factors associated with 

raw material and production of data transmission and power trans
mission are summarized in Table S12. The equations for calculating total 
carbon emission reductions are presented in Eqs. 23–27. 

ΔCETotal = ΔCEElecons +ΔCEOther (23) 

ΔCEElecons = fWestcons ×TotEleWest − fEastcons ×TotEleEast (24) 

ΔCEOther = CEDatatrans − CEPloss (25) 

CEDatatrans = βDatatrans ×VDatatrans + fAvecons ×EleDatatrans (26) 

CEPloss = βPtrans × ElePloss + fWestgene × ElePloss (27) 

5.2.3. Economic analysis
In the economic analysis, we consider several key factors. i, capital 

investment required for building duplicated data centers in the Western 
regions (and building dedicated fiber-optic lines). ii, the difference in 
electricity prices between Eastern regions and Western regions. Iii, the 
difference in the energy costs of data transmission and eliminated power 
transmission loss.

In the data-transmission scenario, the amortized cost of traditional 
data centers is $1.56/W per year (at an interest rate of 8 % and depre
ciating data centers over 12 years) [61]. Therefore, a 10 MW traditional 
data center has an amortized facility cost of $15.6 million. The amor
tized capital cost for newly built fiber-optic lines is estimated according 
to the literature [62,63], shown in Table S13. The electricity cost in 
different regions involved in this study is summarized in Table S2. The 
economic analysis is calculated by Eqs. 28–32. Nomenclature for Eqs. 
18–32 is shown in Table S14. 

ΔCostTotal = ΔCostDC +ΔCostEle +ΔCostOther +(ΔCostDL) (28) 

ΔCostEle = EpriceWest ×TotEleWest − EpriceEast ×TotEleEast (29) 

ΔCostOther = CostDatatrans − CostPloss (30) 

CostDatatrans = AveEprice× EleDatatrans (31) 

CostPloss = AveEprice×ElePloss (32) 
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