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Abstract. In this study, we describe a bundle approach used to solve the nonsmooth equilibrium 
problems was described. Firstly, a general algorithm was considered, and the algorithm's 
validity was demonstrated by showing how it can provide a sequence that converges to an 
approximate solution for the equilibrium problem. Moreover, in this strategy, using the 
inaccurate value of the objective function and the approximate gradient of the adjacent points, 
a proximal bundle algorithm is created to solve equilibrium problems, and the inaccurate value 
makes the subproblem easy to solve and maintains convergence. So, we find a simpler way to 
solve the equilibrium problem. 

1. Introduction 
In this work, the equilibrium problem (see [8]) will be the main problem to be investigated, and it is 
abbreviated to ሺ𝐸𝑃ሻ:  

Find z∗ ∈ S, satisfying φሺz∗, tሻ ൒ 0, for every t ∈ S, 
where 𝑆 ∈ ℝ௡ is bounded and closed, ℝ௡ is nonempty and convex; and continuous differentiable 
function 𝜑: 𝑆 ൈ 𝑆 → ℝ such that 𝜑ሺ𝑧, 𝑧ሻ ൌ 0, where 𝜑ሺ𝑧,⋅ሻ is convex for every z ∈ S. 

It is general, and this problem has some special cases including variational inequality problems (in 
[9]), complementarity problems, and fixed-point problems. One of the merits of equilibrium problems 
is more convenient to connect these specific issues. Furthermore, with appropriate modifications, many 
methods can be extended to the general equilibrium problem which is devoted to solving one of these 
problems. 

Suppose that the set of ሺ𝐸𝑃ሻ solutions exist in the following paper. We derive the methods of the 
solution of ሺ𝐸𝑃ሻ based on fixed-point ideas of ሺ𝐸𝑃ሻ. From 𝜑ሺ𝑧, 𝑧ሻ ൌ 0 for each 𝑧 ∈ 𝑆, it can be 
discovered distinctly that 𝑧∗ ∈ 𝑆 will solve problem ሺ𝐸𝑃ሻ only when the problem min 𝜑ሺ𝑧∗, 𝑧ሻ is 
solved by 𝑧∗. 

Then, 𝑧଴ ∈ 𝑆 is given, the sequence {𝑧௝ሽ is produced by the corresponding method, for each 𝑗 ∈
𝑁, 
 z୨ାଵ ൌ arg min

୸∈ୗ
 φ൫z୨, z൯.  ሺ1ሻ 

While the auxiliary problem principle is more convenient for us to solve variational inequality 
problems, the following fixed-point property serves as the foundation for the auxiliary problem 
principle: 𝑧∗ ∈ 𝑆 solves problem ሺ𝐸𝑃ሻ only if 𝑧∗ solves the following problem  

https://creativecommons.org/licenses/by/4.0/
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 min
୷∈ୗ

 ሼϵφሺz∗, tሻ ൅ ωሺtሻ െ ωሺz∗ሻ െ ⟨∇ωሺz∗ሻ, t⟩ሽ, ሺ2ሻ 

with a smooth and strongly convex function 𝜔: 𝑆 → ℝ and 𝜖 ൐ 0. Then this matching fixed-point 
loop as follows: Given 𝑧௝ ∈ 𝑆, have 𝑧௝ାଵ ∈ 𝑆 which solves 
൫P୨൯ min

୷∈ୗ
 ൛ϵφሺz୨, tሻ ൅ ωሺtሻ െ ωሺz୨ሻ െ ⟨∇ωሺz୨ሻ, t⟩ൟ. 

Since 𝜔 is strongly convex, there is only one solution to this problem. Provided certain conditions 
are met, this algorithm converges, there is φ strongly monotone on 𝑆 ൈ 𝑆, and γ>0, which makes 
 φሺz, tሻ ൅ φሺt, zሻ ൑ െγ ∥ t െ z ∥ଶ, ∀z, y ∈ S, ሺ3ሻ 
and that 𝜑 fulfils the following inequation: because 𝑐, 𝑑 ൐  0, this means that 
 ∀z, t, q ∈ S        φሺz, tሻ ൅ φሺt, qሻ ൒ φሺz, qሻ െ c∥t െ z∥ଶ െ d∥∥q െ t∥∥ଶ. ሺ4ሻ 

When  
 φሺz, tሻ ൌ ⟨Φሺzሻ, t െ z⟩ ൅ θሺtሻ െ θሺzሻ, ∀z, t ∈ S ሺ5ሻ 
with a continuous convex function 𝜃: 𝑆 → ℝ and mapping Φ: 𝑆 → ℝ௡ , where problem ሺ𝐸𝑃ሻ is 
simplified to ሺ𝐺𝑉𝐼𝑃ሻ on behalf of the generalized variational inequality problem:  

∃𝑧∗ ∈ 𝑆, for each 𝑡 ∈ 𝑆, satisfying ⟨𝛷ሺ𝑧∗ሻ, 𝑡 െ 𝑧∗⟩ ൅ 𝜃ሺ𝑡ሻ െ 𝜃ሺ𝑧∗ሻ ൒ 0. 
Next, the auxiliary equilibrium problem method (for short: ሺAEPሻ) is: Haven 𝑧௝ ∈ 𝑆 seek 𝑧௝ାଵ ∈

𝑆, which can solve the formulation 

 min
୲∈ୗ

  ϵൣφሺtሻ ൅ ൻΦ൫z୨൯, t െ z୨ൿ൧ ൅ ωሺtሻ െ ω൫z୨൯ െ ൻ∇ω൫z୨൯, t െ z୨ൿ. ሺ6ሻ 

When Φ is Lipschitz continuous and strongly monotone, we can observe that (3) and (4) are 
satisfied respectively.  

But these assumptions are overly strong in that instance. The sequence {𝑧௝} is produced by the 
ሺAEPሻ method, and when Φ is co-coercive on 𝑆, {𝑧௝} approaches to a solution of ሺGVIPሻ in this 
sense that  
 ∃γ ൐ 0      ∀z, t ∈ S         ⟨Φሺtሻ െ Φሺzሻ, t െ z⟩ ൒ γ∥Φሺtሻ െ Φሺzሻ∥ଶ. ሺ7ሻ 

Co-coercive property (see [10]) of Φ on 𝑆  in general does not suggest that on 𝑆 ൈ 𝑆, the 
function 𝜑 is strongly monotone. So, we try to find the algorithm’s convergence under assumptions 
less strict than (3) and (4) and prove the solution of ሺ𝐸𝑃ሻ. Moreover, we shall introduce some 
information about approximate function results and sub-gradients (see [2]). 

It is expensive to get the exact solution and sub-gradient. Then, we propose the inexact oracle for 
approximating function values and sub-gradients The method is implied by inexact oracle (in [6]), 
which is provided as the subsequent type: at each given point 𝑡௝ ∈ 𝑆 and there exists 𝜀 ൒ 0, such that: 

φ෥୨ሺt୨ሻ ≔ φ୨൫t୨൯ െ ε, 
where 𝜑௝ሺ⋅ሻ  denotes 𝜑ሺ𝑧௝,⋅ሻ.  In addition, 𝜑  is non-smooth and convex, using a calculated 
sub-gradient 𝑔ሺ𝑧̃ሻ of 𝜑 at a point 𝑧̃ close to 𝑧 can be described as ∂𝜑ሺ𝑧ሻ ൌ ሼ𝑔 ∈ 𝑅௡|𝑔்ሺ𝑡 െ 𝑧ሻ ൑
𝜑ሺ𝑡ሻ െ 𝜑ሺ𝑧ሻሽ, we assume the subdifferential of 𝜑 can be described as: 

φሺzሻ ൅ gሺz෤ሻ୘ሺq െ zሻ ൌ φሺz෤ሻ ൅ gሺz෤ሻ୘ሺq െ z෤ሻ ൅ α଴ሺz, z෤ሻ
൑ φሺqሻ ൅ α଴ሺz, zሻ       for all q ∈ ℝ୬,

 

with 0 ൑ 𝛼଴ሺ𝑧, 𝑧̃ሻ: ൌ 𝜑ሺ𝑧ሻ െ 𝜑ሺ𝑧̃ሻ െ 𝑔ሺ𝑧̃ሻ்ሺ𝑧 െ 𝑧̃ሻ. Thus, 𝑔ሺ𝑧̃ሻ ∈ ∂ఈబሺ௭,௭෤ሻ𝜑ሺ𝑧ሻ. 
Then, we hope to solve the approximate solution problem ൫𝑃෨௝൯ instead of ൫𝑃௝൯ 

൫P෩୨൯ min
୲∈ୗ

 ൛ϵφ෥ሺz୨, tሻ ൅ ωሺtሻ െ ωሺz୨ሻ െ ⟨∇ωሺz୨ሻ, t⟩ൟ, 

at the same time, the aforementioned ሺAEPሻ gets: Given 𝑧୩ ∈ 𝑆, seek 𝑧୩ାଵ ∈ 𝑆 to be the solution of 
the following foundation: 

min
୲∈ୗ

  ϵൣφ෥ሺtሻ ൅ ൻΦ൫z୨൯, t െ z୨ൿ൧ ൅ ωሺtሻ െ ω൫z୨൯ െ ൻ∇ω൫z୨൯, t െ z୨ൿ. 
In the next section, to solve problem ሺ𝐸𝑃ሻ, a general algorithm was provided along with a 

convergence study of the general approach. 
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2. Convergence analysis of the general algorithm 
This section will address the general algorithm's implementation(see, for instance [4]). If function 
𝜑෤൫𝑧௝,⋅൯ is nonlinear and convex, some ways can be challenging to solve the subproblems ൫𝑃෨௝൯. In this 
situation, we plan to use 𝜑ത௝ to approximate 𝜑෤൫𝑧௝,⋅൯, where 𝜑ത௝ is piecewise linear approximate. In 
this way, the solution 𝑡௝  of the subproblem ൫𝑃෨௝൯  with 𝜑෤൫𝑧௝,⋅൯  substituted by 𝜑ത௝  fulfills the 
following inequation: 
 φ෥൫z୨, t୨൯ ൑ τφഥ୨൫t୨൯ሺ0 ൏ μ ൏ 1ሻ. (8) 

Let's s introduce the general algorithm, which can lay a good foundation for the next algorithm, and 
start with some preparation conditions that we might use. 

 
The General Algorithm 

Step 0. Given 𝑧଴ ∈ 𝑆 and τ ∈ ሺ0,1ሻ. Put 𝑗 ൌ 0. 
Step 1. Look for 𝜑̄௝

௜ , a τ−approximation of 𝜑௝ at the point 𝑧௝, and 𝑧௝ାଵ indicate the sole 
solution of problem 

ሺ𝑃ത௝ሻ              min
௧∈ௌ

 ൛𝜖𝜑̄ሺ𝑧௝, 𝑡ሻ ൅ 𝜔ሺ𝑡ሻ െ 𝜔ሺ𝑧௝ሻ െ ⟨∇𝜔ሺ𝑧௝ሻ, 𝑡⟩ൟ, 

Step 2. Increased 𝑖 by 1 and back to Step 1. 

 
The general algorithm can be shown to converge in two steps. Initially, we investigate the 

algorithm's convergence in the case where ሼ𝑧௝ሽ is limited and ∥ 𝑧௝ାଵ െ 𝑧௝ ∥→ 0. Next, necessary 
theorems are provided to ensure that the mentioned two attributes are content (see, for instance [1]). 

Theorem 1 Suppose 𝜖௝ ൒ 𝜖 ൐ 0  for each 𝑗 ∈ ℕ.  When produced sequence ሼ𝑧௝ሽ  is limited 
satisfying ∥ 𝑧௝ାଵ െ 𝑧௝ ∥→ 0, 𝑗 ∈ ℕ, accordingly each limit point of ሼ𝑧௝ሽ௝∈ℕ can be a solution of 𝐸𝑃. 

Theorem 2 Suppose that there occur 𝛾, 𝑐, 𝑑 ൐ 0 and ℎ: S ൈ 𝑆 → ℝ is a nonnegative function 
satisfying for every 𝑧, 𝑡, 𝑞 ∈ 𝑆, 

ሺaሻ  φሺz, tሻ ൒ 0 ⇒ φሺt, zሻ ൑ െγhሺz, tሻ;
ሺbሻ  φሺz, qሻ െ φሺt, qሻ െ φሺz, tሻ ൑ chሺz, tሻ ൅ d ∥ q െ t ∥ଶ.

 

If ሼ𝜖௝ሽ௝∈ℕ is not increasing, 𝑙𝜖௝ ൏
ఉఓ

ଶௗ
 for every 𝑗, and when 

௖

ఊ
൑ 𝜇 ൑ 1, the general algorithm 

make a bounded sequence ሼ𝑧௝ሽ௝∈ℕ and 𝑙𝑖𝑚
௝→ାஶ

  ∥ 𝑧௝ାଵ െ 𝑧௝ ∥ൌ 0. 

Theorem 3 Suppose 𝜖௝ ൒ 𝜖 ൐ 0 for every 𝑗 ∈ ℕ and if whole presumptions of Theorem 2 are 
met, there exists the sequence ሼ𝑧௝ሽ௝∈ℕ which is produced by the algorithm will converge to 𝐸𝑃 
solution. 

It is worth noting that ሺ𝑏ሻ, which appears in Theorem 2, can be substituted by another one. Once 
the series ∑  ାஶ

௝ୀ଴ 𝜖௝
ଶ is approached, there is ሺ𝑏′ሻ 𝜑ሺ𝑧, 𝑞ሻ െ 𝜑ሺ𝑡, 𝑞ሻ െ 𝜑ሺ𝑧, 𝑡ሻ ൑ 𝑐ℎሺ𝑧, 𝑡ሻ ൅ 𝑑 ∥ 𝑞 െ 𝑡 ∥, 

so we can get more conditions to suffice convergence. To acquire the convergence, we require ሺ𝑎ሻ 
and ሺ𝑏ሻ or ሺ𝑎ሻ and ሺ𝑏′ሻ. ሺ𝑎ሻ is a monotonicity property, it indicates that 𝜑 is pseudomonotone 
when ℎ ൌ 0, and when ℎሺ𝑧, 𝑡ሻ ൌ∥ 𝑧 െ 𝑡 ∥ଶ there 𝜑 is strongly pseudomonotone with modulus 𝛾. 
The relation among them is built by the function ℎ based on how the problem is structured. As an 
illustration, when 𝜑ሺ𝑧, 𝑡ሻ ൌ 𝜃ሺ𝑧ሻ െ 𝜃ሺ𝑡ሻ with 𝜃: 𝑆 → ℝ a continuous convex function. So, if ሺ𝐸𝑃ሻ 
is a restricted convex problem, it is sufficient to look for ℎሺ𝑧, 𝑡ሻ ൌ 0 for any 𝑧, 𝑡 ∈ 𝑆 to determine 
whether ሺ𝑎ሻ, ሺ𝑏ሻ and ሺ𝑏′ሻ are met. 

In the following part, we will consider a proximal bundle method (see, for instance [3]) to address 
problem ሺ𝐸𝑃ሻ , in which we approximate the convex function 𝜑ሺ𝑧௝,⋅ሻ  and then show that it 
approaches a result of problem ሺ𝐸𝑃ሻ. 
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3. A proximal bundle algorithm 
In this part, our goal is to obtain an algorithm for implementing the proximal bundle method by using 
the approximated function and subgradient (see [5]). Now, we need to state how to build a 
τ−approximation 𝜑ത௝ so that problem ሺ𝑃ത௝ሻ is simpler. 

When the convex function 𝜑ത௝ is piecewise linear, it is wise to build 𝜑ത௝ by creating a series of 
models 

φ̄୨
୧, i ൌ 1,2, … 

until 𝜑̄௝
௜  is a τ−approximation of 𝜑෤௝

௜  at the point 𝑥௝ for some 𝑖௝ ൒ 1. We put 𝑧௝ାଵ ൌ 𝑡௝
௜ೕ, 𝜑ത௝ ൌ

𝜑ത௝
௜ೕ for 𝑖 ൌ 1, 2, … and indicate the sole result of the ൫𝑃෨௝

௜൯ by 𝑡௝
௜  

൫P෩୨
୧൯ min

୲∈ୗ
 ൛ϵ୨φ̄୨

୧ሺtሻ ൅ ωሺtሻ െ ωሺz୨ሻ െ ⟨∇ωሺz୨ሻ, t⟩ൟ. 

We now assume that, for 𝑖 ൌ 1,2, …, the models 𝜑̄௝
௜  satisfy the following inspired conditions:  

ሺC1ሻ    φ̄୨
୧ ൑ φ෥ on S; 

ሺC2ሻ    φ̄୨
୧ାଵ ൒ φ෥୨ሺt୨

୧ሻ ൅ ⟨gሺt୨
୧ሻ,⋅ െt୨

୧⟩ on S; 

ሺC3ሻ     φ̄୨
୧ାଵ ൒ l୨

୧ on S; 

in which 𝑔ሺ𝑡௝
௜ሻ  denotes the subgradient of 𝜑෤  attainable at 𝑡௝

௜ . And 𝑙௝
௜ሺ𝑡ሻ ൌ 𝜑ത௝

௜൫𝑡௝
௜൯ ൅ ൻ𝛾௝

௜, 𝑡 െ

𝑡௝
௜ൿ    ∀𝑡 ∈ 𝑆 is the affine functions, where 𝛾௝

௜ ൌ
ଵ

ఢೕ
ሾ∇𝜔ሺ𝑧௝ሻ െ ∇𝜔ሺ𝑡௝

௜ሻሿ. 

Serious step algorithm 
Step 0. Let 𝑧௝ ∈ 𝑆 and τ ∈ ሺ0,1ሻ. Put 𝑖 ൌ 1. 
Step 1. A convex function 𝜑̄௝

௜  is selected to fulfill (C1)–(C3), then worked out ሺ𝑃෨௝
௜ሻ to obtain 𝑡௝

௜. 
Step 2. If 

𝜑෤௝ሺ𝑡௝
௜ሻ ൑ τ𝜑ത௝

௜ሺ𝑡௝
௜ሻ, 

put 𝑧௝ାଵ ൌ 𝑡௝
௜, 𝑖௝ ൌ 𝑖 then STOP; 𝑧௝ାଵ is a serious step. 

Step 3. Increased 𝑖 by 1 and back to Step 1. 
 
Lemma 1 Given 𝑡௝

௜ represent the sole solution to problem ൫𝑃෨௝
௜൯ for each 𝑖, and suppose that 

requirements (C1)–(C3) are met by the models 𝜑̄௝
௜ , 𝑖 ∈ ℕ଴, Then 

ሺiሻ    φ෥୨ሺt୨
୧ሻ െ φ̄୨

୧ሺt୨
୧ሻ → 0,

ሺiiሻ    t୨
୧ → t̅୨ ≡ arg min

୲∈ୗ
 ሼϵ୨φ෥୨ሺtሻ ൅ ωሺtሻ െ ωሺz୨ሻ െ ⟨∇ωሺz୨ሻ, t െ z୨⟩ሽ,

 

where 𝑖 → ൅∞.  
Theorem 4 Suppose problem ሺ𝐸𝑃ሻ is not solved by 𝑧௝. After a finite number of loops 𝑖௝ with 

𝜑ത௝
௜ೕ (a τ-approximation of 𝜑௝ at 𝑧௝), 𝑧௝ାଵ ൌ 𝑡௝

௜ೕ, the mentioned serious step algorithm terminates.  

To improve the speed of the algorithm, we update the proximal bundle and adopt the idea of 
aggregate compression to manage the bundle, hoping to update the key information (𝑔௡ೕశభ, 𝛼଴

௡ೕశభ) to 
compress the size of the bundle. In the previous part, we have mentioned the idea of the objective 
function and sub-gradient approximation, then we will further introduce the compression step. Given 
the concrete piecewise linearized function 

φ̄୨ሺzሻ ൌ φ൫z୨൯ ൅ max
଴ஸ୩ஸ୧

 ሼൻg൫t୩൯, z െ z୨ൿ െ α଴ሺz୨, t୩ሻሽ. 

When 𝑗 is too large, we want to compress it to keep only 𝑛 key elements (𝑛 ൑ 𝑗). Every pair is 
(𝑔௜, 𝛼଴

௜), with 𝑔௜ ∈  ∂ఈబሺሺ௭ೕ,௧ೖሻ𝜑൫𝑧௝൯.  
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After briefly introducing the idea of the compressed bundle and some basic concepts, combined 
with the general algorithm, the updated proximal bundle algorithm will be acquired (in [7]), which is 
effective in solving the problem ሺ𝐸𝑃ሻ. 

 
Proximal Bundle Algorithm for Solving Equilibrium Problem 

Step 0. Given an original point 𝑧଴, a tolerance τ ∈ ሺ0,1ሻ and a positive sequence ሼ𝜖௝ሽ௝∈ℕ. Put 
𝑡଴

଴ ൌ 𝑧଴, 𝑗 ൌ 0, 𝑖 ൌ 1. 
Step 1. To get a unique optimal solution 𝑡௜ ∈ 𝑆, select a convex and segmented linear function 𝜑̄௝

௜  
that satisfies (C1)–(C3). Then settle  

 ሺ𝑃෨௝
௜ሻ 𝑚𝑖𝑛

௧∈ௌ
 ሼ𝜖௝𝜑ത௝

௜ ൅ 𝜔ሺ𝑡ሻ െ 𝜔ሺ𝑧௝ሻ ൅ ⟨∇𝜔ሺ𝑧௝ሻ, 𝑧 െ 𝑧௝⟩, 

where 𝜔: 𝑆 → ℝ is differentiable and intensively convex. 
Step 2. If 

𝜑෤௝ሺ𝑡௝
௜ሻ ൑ τ𝜑ത௝

௜ሺ𝑡௝
௜ሻ, 

set 𝑧௝ାଵ ൌ 𝑡௜, 𝑡௝ାଵ
଴ ൌ 𝑧௝ାଵ and rise 𝑗 from 1 and put 𝑖 ൌ 0, otherwise, 𝑧௝ is remained fixed for 

the subsequent inner loop and set 𝑧௝ାଵ ൌ 𝑧௝. 
Step 3. Set 𝑔௡ೕశభ: ൌ 𝑔ሺ𝑡௝ାଵሻ, append (𝑔௡ೕశభ, 𝛼଴

௡ೕశభ) to the bundle, with 

𝛼଴
௡ೕశభ ൌ ቊ

                              0,  if serious step,

𝜑ሺ𝑧௝ሻ െ ൫𝜑ሺ𝑡௝ାଵሻ ൅ ⟨𝑔௝ାଵ, 𝑧௝ െ 𝑡௝ାଵ⟩൯ , if null-step.
 

If serious step, improve the linearization errors: 
𝛼଴

௜: ൌ 𝛼଴
௜ ൅ 𝜑ሺ𝑡௝ାଵሻ െ 𝜑ሺ𝑧௝ሻ െ ⟨𝑔௜, 𝑡௝ାଵ െ 𝑧௝⟩, 𝑖 ൌ 1, … , 𝑛௝ାଵ െ 1. 

Step 4. Increased 𝑖 from 1 and back to Step 1. 
 
Theorem 5 Once some 𝑗  has been achieved, 𝑧௝  is a solution of ሺ𝐸𝑃ሻ when the criterion 

𝜑෤௝ሺ𝑡௝
௜ሻ ൑ τ𝜑ത௝

௜ሺ𝑡௝
௜ሻ is never satisfied. 

Theorem 6 Assume that all conditions of Theorem 2 are met, 𝜖௝ ൒ 𝜖 ൐ 0 for every 𝑗 ∈ ℕ, and the 
method produces the order ሼ𝑧௝ሽ which is boundless. Then ሼ𝑧௝ሽ approaches to some solution of 
ሺ𝐸𝑃ሻ. 

4. Conclusions and future work  
For the equilibrium problem, we get the general form and conclusion according to the general 
algorithm with some properties of the problem, and then we propose a new executable bundle 
algorithm with inexact information, which can converge to an approximate result of the ሺ𝐸𝑃ሻ and 
solve it by the approximation of the imprecise data of the subdifferential and objective function for the 
non-smooth problem. Some specific examples of equilibrium problems, such as variational 
inequalities can also be solved with an inexact oracle, which is widely reliable and attractive in solving 
equilibrium problems. In the proximal bundle algorithm, each iteration needs to calculate the 
approximate point of the model to get closer to the target value. At the same time, the parameters and 
errors are constantly updated. Under proper conditions, the effectiveness and convergence of the 
algorithm are also certified.  

The convergence analysis shows that this algorithm effectively solves non-smooth minimization 
problems. However, there are still some problems that need further study:  

1. Can the proximal bundle algorithm be applied to other more extensive problems? 
2. How to select more appropriate parameters to enhance our method’s efficiency? 
3. Whether the proximate result of the question and convergence be obtained if the approximate 

value of the function is an uncertain range? 
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