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A B S T R A C T

Collaborative virtual environments (CVEs) facilitate avatar-mediated communication (AMC), where users
interact using human-like virtual characters in shared virtual worlds, enhancing the attractiveness, atten-
tiveness, and connectedness of remote social experiences and thus becoming extremely popular nowadays
in various application domains such as education and healthcare. Understanding how different aspects of
avatar behaviours influence various types of social interactions is crucial for improving the design of CVEs.
Grounded in a theoretical framework based on avatar anthropomorphic realism, nonverbal social cues, eye-
mind hypothesis, and interaction process analysis, this study investigates the impact of avatars’ gaze behaviours
on users’ attention allocation and perceptions during AMC in CVEs. A two-arm randomised controlled trial
(RCT) with 60 participants (29 males and 31 females) compared static gaze and natural gaze avatars during
socio-emotional and task interactions. Three-dimensional eye-tracking data revealed distinct attention patterns
across three primary nonverbal social cues: eye gaze, head orientation, and pointing gesture. Furthermore,
avatars’ gaze type and interaction type were both found to significantly affect participants’ attention allocation;
natural gaze behaviour and task interactions mitigated the general gaze-avoidance pattern observed in
previous studies. However, avatars’ gaze type did not impact participants’ perceptions of social presence and
anxiety. This research provides a nuanced understanding of attention allocation across nonverbal social cues
during AMC and underscores the importance of avatars’ gaze and interaction types, highlighting important
implications for the future design of CVE to enhance attention coordination and communication. Additionally,
it calls for more comprehensive studies to explore avatars’ anthropomorphic realism and its effects on user
perceptions and overall experience during AMC.
1. Introduction

Collaborative virtual environments (CVEs) are online virtual worlds
where multiple users share the same digital space to engage in inter-
actions and communications (Benford, Greenhalgh, Rodden, & Pycock,
2001). They have recently gained significant interest and have been ap-
plied across various professional fields, including education, healthcare,
and industry, due to their ability to overcome geographical barriers
and enhance remote collaboration experience (Derouech, Hrimech,
Lachgar, & Hanine, 2024; Li & Liu, 2022; Qiao, Xu, Li, & Ouyang, 2021;
Ververidis, Nikolopoulos, & Kompatsiaris, 2022). In addition to their
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professional applications, CVEs are rapidly expanding in recreational
contexts, such as gaming and social networking, where they offer
engaging experiences and foster global communities by enabling users
to interact and collaborate in online settings (Brown & Bell, 2004;
Churchill, Snowdon, & Munro, 2012; Freeman, Acena, McNeese, &
Schulenberg, 2022). Avatars, the digital characters that are controlled
by human users to represent themselves in online virtual worlds, are a
key component of CVEs (Schäfer, Reis, & Stricker, 2022). These avatars
enhance the experience of interactions and communications in online
and remote settings to a level that is very close to that in the real
world (Benford et al., 2001; Nowak & Fox, 2018; Schäfer et al., 2022).
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This specific type of computer-mediated communication (CMC)
centred around avatars is known as avatar-mediated communication
AMC) (Nowak & Fox, 2018). The best way to access AMC is by
sing virtual reality (VR) head-mounted displays (HMDs). Modern
R HMDs consist of not only stereoscopic displays but also multiple
ensors to track the displays’ position and orientation, as well as user
ehaviours in the physical world, such as voice, hand movements and
estures, facial expressions, and eye movements and openness. The
aptured user behaviours can be mirrored to avatars’ behaviours and
ransmitted through CVEs to support higher levels of anthropomorphic
ealism of avatars, thus providing a more attractive, attentive, and con-
ected social experience by conveying both verbal and nonverbal social
ues (Garau, 2003; Herrera, Oh, & Bailenson, 2020; Nowak & Biocca,

2003; Nowak & Fox, 2018). The ability to better convey nonverbal
ocial cues is what AMC in CVEs has been long appraised for when

compared with other types of CMC (e.g., video conferencing) (Nowak &
Fox, 2018). However, in reality, CVEs may have various abilities to con-
vey nonverbal social cues. For example, although eye gaze is considered
extremely important during social interactions (Cañigueral & Hamilton,
2019; Langton, Watt, & Bruce, 2000), not many commercially available

VEs support the natural gaze of avatars (i.e., directly mirroring human
sers’ eye movements and openness to their avatars’ in virtual worlds).
t is largely unknown whether the lack of certain nonverbal social cues,
uch as eye gaze, during AMC would affect the user experience of AMC.

In this study, drawing mainly on theories of avatar anthropomor-
phic realism, nonverbal social cues, eye-mind hypothesis, and interac-
ion process analysis (as shown in Fig. 1), we conducted a two-arm

randomised controlled trial (RCT) to investigate how avatars’ gaze
behaviour affects human users’ attention allocation and perceptions
of social interactions during AMC in CVEs. Sixty participants were
randomly assigned to either the static gaze group or the natural gaze
group. They completed a social interaction task using avatars in a
ustomised CVE. The task involved two stages: socio-emotional interac-
ions and task interactions. We recorded participants’ eye movements

during the task to analyse their attention allocated to three primary
nonverbal social cues (i.e., head orientation, eye gaze, and pointing
gesture) (Langton et al., 2000). Additionally, we used well-validated
uestionnaires to study participants’ perceptions of social interactions

in the CVE.
The results suggested that (1) during both socio-emotional inter-

ctions and task interactions, participants’ attention allocation was
ignificantly different across the three nonverbal social cues, following
 distinct pattern: the greatest amount of attention was directed to-
ards the head orientation of the interactant’s avatar, succeeded by the
ointing gesture and then eye gaze, (2) avatars’ gaze type (i.e., static
aze and natural gaze) and interaction type (i.e., socio-emotional in-
eraction and task interaction) affected participants’ attention during
MC: avatars’ natural eye gaze and task interactions mitigated the gen-
ral gaze-avoidance pattern during AMC found by prior studies; avatars
ith a higher level of anthropomorphic realism (i.e., with natural gaze)
ttracted greater attention on their eyes, while task interactions were
ssociated with greater attention on less prominent cues (i.e., pointing
esture and eye gaze) in compared to socio-emotional interactions, and
3) avatars’ gaze type showed no impact on participants’ perceptions
uring AMC with respect to social presence and anxiety.

This study has two significant contributions. Firstly, the study offers
a more nuanced understanding of how users allocate their attention
across the three primary nonverbal social cues during AMC. Secondly,
t highlights the crucial role of avatars’ gaze type and interaction type in

affecting participants’ attention allocation during AMC. These findings
nhance our understanding of user interaction dynamics in CVEs and
ffer valuable recommendations for designing CVEs, with the goal
f improving the effectiveness and overall user experience in remote
ollaboration. It also calls for more comprehensive study designs to
apture avatars’ anthropomorphic realism and study its effect on users’
erceptions and overall user experience during AMC.
2 
2. Related work and research questions

2.1. Nonverbal social cues and attention allocation

Nonverbal behaviours are crucial in real-world social interactions.
A prior study demonstrated that more than half of the information
transmitted during face-to-face communication was through nonverbal
behaviours (Argyle, 1988). That is, people’s attention is often directed
by interactants’ nonverbal behaviours, with the eye gaze, head orienta-
tion, and pointing gesture as three primary nonverbal social cues that
direct attention during social interactions and, therefore, also known as
attentional cues (Langton et al., 2000).

According to the eye-mind hypothesis, which suggests that people’s
‘‘visual attention is the proxy for mental attention’’, the importance
of a nonverbal social cue can be inferred from the amount of at-
tention people allocate to it (Webb & Renshaw, 2008). Among the
three primary nonverbal social cues, eye gaze is considered extremely
important; it can serve as a conduit for the expression of a wide
range of meanings, including attractiveness (Argyle & Dean, 1965),
ntention (Baron-Cohen, Wheelwright, & Jolliffe, 1997), desire to com-

municate (Ho, Foulsham, & Kingstone, 2015), seeking approval (Efran,
1968), and notably, conveying directional messages (Kuhn, Tatler, &
Cole, 2009). Through eye gaze, people can capture the focal points and
follow the attention of their interactants; meanwhile, they can also use
ye gaze to direct and guide their interactants’ attention (Cañigueral

& Hamilton, 2019). Therefore, eye gaze is crucial to the direction
f attention during social interactions (Emery, 2000; Langton et al.,

2000). Prior studies also noted the different importance of nonverbal
social cues in directing people’s attention, indicating a hierarchical
order among them. For example, Perrett and Emery (1994) reported
hat the direction of attention was first signalled by the eyes, while
he information from the head orientation was used if eye gaze was
nvisible or too far to be noticed. In turn, when the information from

the eyes and head was unavailable, body orientation should signal
the direction of attention (Perrett & Emery, 1994). Langton (2000)
and Langton and Bruce (2000) further modified this model, suggesting
that instead of completely overriding information from other nonverbal
social cues, the information sent by eye gaze weakened that sent by
head orientation when conflicts occurred between the two cues.

Despite this, how people allocate attention to different nonverbal
social cues in complex scenarios remains controversial. For exam-
ple, Birmingham, Bischof, and Kingstone (2008) suggested that people
preferentially allocated their attention to others’ faces, while Laidlaw,
Foulsham, Kuhn, and Kingstone (2011) and Rubo and Gamer (2018)
suggested that people tended to avoid rather than seek to look at
others’ faces. Additionally, few studies were conducted to investigate
this difference in the attention allocated to different cues during AMC in
CVEs. Thus, whether the importance of these cues differs in this process
remains underexplored. While some nonverbal social cues, such as
facial expressions and body postures, can attract attention and convey
specific information, the primary focus of attention and information
is predominantly guided by the three nonverbal social cues (i.e., eye
gaze, head orientation, and pointing gesture) (Langton et al., 2000).
urthermore, at the application level, there are limited commercial
nd affordable VR devices that offer real-time and precise tracking of
acial and body movements, and very few commercial and professional
VEs support these intricate forms of expression (Schäfer et al., 2022).
herefore, we want to explore how users’ attention allocation varies
cross the three cues during AMCs in CVEs, with the research question

as below (RQ1).

Q1. Are there any differences in participants’ attention allocation
across the three primary nonverbal social cues (i.e., eye gaze,
head orientation, and pointing gesture) during AMC?
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Fig. 1. The theoretical framework underpinning this study. It integrates theories related to face-to-face social interactions, including nonverbal social cues (Langton et al., 2000),
eye-mind hypothesis (Webb & Renshaw, 2008), and interaction process analysis (Bales, 1950), which are highlighted in blue, and theories related to AMC under the umbrella of
vatar anthropomorphism (Nowak & Fox, 2018), marked in green. A comprehensive discussion of these theories and their roles in supporting the three research questions are

provided in Section 2.
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2.2. Avatars’ gaze type, social interaction type, and attention allocation

In the context of AMC in CVEs, avatars’ eye gaze is the most interest-
ing nonverbal social cue to study among the three primary cues. Despite
its importance in social interactions and communication, avatars’ eye
gaze is often rendered more ‘‘unnaturally’’ than head orientation and
pointing gestures. To naturally render avatars’ gaze shifts, enabling
devices (e.g., VR HMDs) need to capture human users’ eye behaviours
in real-time and convey the natural gaze shifts of avatars to interactants
in CVEs, which is referred to as natural gaze in this paper. Enabling
natural gaze of avatars requires relatively costly hardware and can be
computationally expensive to implement (Plopski et al., 2022). Conse-
uently, most commercially available CVEs choose to simulate avatars’

eye behaviours unnaturally using simple algorithms. The roughest but
most common simulation keeps avatars’ eyes centred in the eye sockets
and static relative to the head, regardless of how human users’ eyes
move, eliminating the natural function of eye gaze as an information
ignal, thus potentially affecting users’ attention allocation (Cañigueral

& Hamilton, 2019). This simulation is referred to as static gaze in this
paper.

Besides avatars’ gaze type, another factor that may contribute to
sers’ attention allocation is the type of social interactions that they
ere engaged with during AMC. According to Bales’ interaction process
nalysis (Bales, 1950), interactions can be categorised into two types
ccording to their intended purpose: socio-emotional interactions and
ask interactions. The former refers to interactions that express social
nformation and emotions, while the latter refers to inquiries about the
urrent task or procedure (Peña & Hancock, 2006).

While earlier studies on social attention relied on simple scene-
iewing tasks (Birmingham et al., 2008), recent studies focused on the

effect of social interactions brought by a live person on participants’
attention allocation (Jing, May, Matthews, Lee, & Billinghurst, 2022;
Laidlaw et al., 2011; Rubo & Gamer, 2018). For example, Birmingham
et al. (2008) reported that when viewing a static picture containing
gaze and other visual information, participants preferentially allocated
their attention to people’s faces in the picture; specifically, their eye
gaze fixated most frequently on the eyes, followed by heads, other
parts of the human body, and then other objects in the picture. How-
ever, Laidlaw et al. (2011) reported that in complex situations that
 a

3 
afforded social interactions, people tend to avoid rather than seek
to look at others’ faces, which is different from completing simple
cene-viewing tasks where eye gaze in pictures or videos, as pre-

recorded stimuli, is passive and non-interactive. The gaze-avoidance
phenomenon has also been observed in virtual worlds where users also
looked more frequently at objects than at the virtual characters facing
them (Rubo & Gamer, 2018).

While some recent studies have examined the impact of various
asks (e.g., freeview, search, memory, and navigation) on partici-
ants’ attention in virtual worlds (Hadnett-Hunter, Nicolaou, O’Neill, &

Proulx, 2019; Mills, Hollingworth, Van der Stigchel, Hoffman, & Dodd,
2011), there has not been any study to our knowledge that explores
the effects of interaction type (i.e., socio-emotional interaction and
task interaction) combined with avatars’ gaze type (i.e., static gaze and
atural gaze) on participants’ attention allocation in CVEs. Therefore,
e aim to address the following research question (RQ2).

Q2. How would avatars’ gaze type (i.e., static gaze and natural gaze)
and interaction type (i.e., socio-emotional interaction and task
interaction) affect participants’ attention allocation during AMC?

2.3. Avatars’ anthropomorphism, social presence, and anxiety

Whether the avatars’ eye gaze is naturally controlled by and there-
fore conveys users’ real eye gaze can greatly affect avatar anthropo-
morphism, which is a critical factor affecting users’ perceptions of the
verbal and nonverbal interpersonal interactions during AMC (Burden
& Savin-Baden, 2019; Nowak & Fox, 2018). For example, Nowak
and Biocca (2003) found that users perceived a higher level of so-
cial presence when interacting with avatars with high anthropomor-
phism. There are two types of anthropomorphism: form anthropo-
morphism and behavioural anthropomorphism (Nowak & Fox, 2018).
orm anthropomorphism describes how human-like an avatar looks;
ore human-like avatars are often considered as more attractive and

redible (Gong, 2008; Nowak & Rauh, 2005). Behavioural anthropo-
morphism describes how human-like avatars behave (Nowak & Fox,
2018).

Prior studies have investigated the impact of avatars’ gaze type,
s a factor of behavioural anthropomorphism, on users’ perceptions
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of social interactions during AMC. For example, Jing et al. (2022)
eported that visualising eye gaze of the remote collaborator amplified

meaningful joint attention and improved the participants’ sense of co-
presence. Steptoe et al. (2009) also found that in comparison to avatars

ith static gaze or gaze simulated via a simple head-orientation-based
lgorithm, avatars with natural gaze were associated with the highest

engagement level and collaboration performance in AMC. In this study,
e want to explore the impact of avatars’ gaze type on users’ percep-

ions of social interactions during AMC, with a focus on social presence
and anxiety.

Social presence refers to human users’ subjective experience of
being present with a ‘‘real’’ person and ‘‘having access to his or her
thoughts and emotions’’ (Oh, Bailenson, & Welch, 2018), which is a
rucial component that enables effective social interactions and leads
o natural behaviours during AMC (Herrera et al., 2020). Unlike the

technology-driven definitions of social presence, the definition of social
resence adopted in this study emphasises intimacy and immediacy

during CMC (Short, Williams, & Christie, 1976; Walther, 1992). Specif-
cally, intimacy refers to the sense of connectedness perceived by
ommunicators, whereas immediacy refers to the psychological dis-

tance between them (Oh et al., 2018). Based on this definition, several
tudies have investigated avatar-related approaches to improve social
resence during AMC (Kyrlitsias & Michael-Grigoriou, 2022); some
pproaches focused on improving avatars’ form anthropomorphism (Oh

et al., 2018; Zibrek & McDonnell, 2019), while others studied the effects
of behavioural anthropomorphism on social presence, with avatars’
gaze type being a critical yet underexplored variable. For example,
Bente, Eschenburg, and Aelker (2007) investigated the effect of the
duration of eye gaze on participants’ sense of social presence via AMC
sing computer monitors, suggesting that the longer gaze duration
aused higher levels of social presence. However, those studies used
lgorithm-simulated gaze rather than real human users’ natural gaze,
nd the computer monitors are less immersive than VR HMDs. There-
ore, whether interacting with avatars with natural gaze affects users’

sense of social presence during AMC remains unclear.
Anxiety is a normal emotional response characterised by feelings of

orry, fear, or apprehension (Spielberger, Gonzalez-Reigosa, Martinez-
rrutia, Natalicio, & Natalicio, 1971). It is important to distinguish

anxiety from anxiety disorders, which refer to diagnosed conditions
where anxiety becomes chronic and disproportionate to the actual
hreat posed by a situation (Craske et al., 2011). Our study focuses

specifically on participants’ feelings of anxiety during AMC as a state
rather than the anxiety disorder. Previous research has shown that
individuals with high anxiety are more likely to avoid social inter-
actions and tend to exhibit shorter durations and frequencies of eye
contact during conversations (Howell, Zibulsky, Srivastav, & Weeks,
2016; Turner, 1988). However, these studies were not carried out in
CVEs involving human-controlled avatars. Thus, besides the sense of
social presence, we are interested in exploring whether avatars’ gaze
type affects users’ state anxiety during AMC.

Q3. Does the avatar’s gaze type (i.e., static gaze and natural gaze)
affect participants’ sense of social presence and state anxiety
during AMC?

3. Method

3.1. Study design and participants

The study was designed as a two-arm RCT with participants ei-
her in the natural gaze group or the static gaze group. Seventy-six
ndividuals registered for participation through posted flyers on the
ampus of The Hong Kong Polytechnic University. Thirteen participants
ithdrew from the study due to time constraints, and three participants
ere excluded from the data analyses due to technical errors during
ata collection. Hence, a total of 60 participants (29 males and 31
4 
Table 1
Demographics of sample participants.

Group Male Female Age (years)
n n Mean (SD)

Static gaze (n = 30) 15 15 23.93 (3.17)
Natural gaze (n = 30) 14 16 26.33 (7.47)
Combined (n = 60) 29 31 25.13 (5.82)

females) were included in our analyses. The participants were randomly
assigned to either the natural or static gaze group via a random number
generator,1 with 30 participants in each group. All participants had
normal or corrected-to-normal vision and were native Chinese speakers.
The language restriction was implemented to facilitate effective inter-
actions with the experimenters and eliminate language as a potential
confounder of the study. The participants’ demographics are shown in
Table 1 and the flow chart of the study is shown in Fig. 2.

Two experimenters, referred to as Experimenter A and Experimenter
 for the rest of the paper, were involved in conducting this user study.
xperimenter A, the third author, interacted and completed a social
nteraction task with participants in CVE using avatars. Experimenter B,
he second author, provided instructions and assistance to participants
hroughout the study in the physical space. To maintain consistency
cross sessions, Experimenter A was required to strictly follow the
tudy protocol when interacting with participants. Before the study
egan, the first author provided a comprehensive training session to
xperimenter A. Following this training, Experimenter A completed
hree mock sessions in the CVE under the supervision of the first
uthor. These mock sessions were video recorded and subsequently
eviewed by the two experimenters and the first author together to
nsure adherence to the protocol and to refine any necessary aspects
f the interaction process.

In the natural gaze group, real-time eye movements of the partic-
ipants and Experimenter A, captured by the eye-tracker in the HMDs,
were used to drive the eye gaze and eye openness of their avatars. In
he static gaze group, participants and Experimenter A were embodied
n avatars, of which the virtual eyes remained centred in the eye
ockets and static relative to the head, but the avatars’ eye openness
as controlled by a simple blinking computer programme (Bentivoglio

et al., 1997), mimicking the most common implementation of avatars’
ye behaviour simulation in commercially available CVEs.

Considering the two types of interactions (i.e., socio-emotional in-
eractions and task interactions) (Peña & Hancock, 2006), we referred

to Herrera et al. (2020) and designed the social interaction task with
wo stages, namely Stage1 and Stage2 for the rest of the paper. Specif-
cally, Stage1 involved casual interactions between Experimenter A
nd the participants in fostering a friendly atmosphere. During this

stage, Experimenter A implemented a carefully curated set of ice-
breaker questions designed to elicit participants’ personal experiences,
including their academic backgrounds and preferred locations in par-
icipants’ hometowns. These questions were strategically selected to
e non-intrusive and broadly applicable, fostering a positive and unbi-
sed initial connection. Stage1 lasted for around eight minutes. Stage2
nvolved a discussion regarding two different designs of student dormi-

tories (see Fig. 4). During this stage, Experimenter A briefly introduced
the two dormitory layouts and allowed participants time to explore
them. Then, participants were prompted to select their preferred design
nd articulate the reasons for their choice. It is noteworthy that nei-
her dormitory design possessed inherent advantages or disadvantages.
xperimenter A adhered to a consistent communication strategy and
low: after participants selected their preferred design, they were asked
o explain their reasoning, their opinions were acknowledged, and
hey were encouraged to discuss any dislikes regarding the alternative

1 https://www.randomizer.org/.

https://www.randomizer.org/


C. Li et al.

p
t
t

t

d
i
r
s
F
i
f

t
1
g
P
H
b

Computers in Human Behavior 167 (2025) 108598 
Fig. 2. The flow chart of the study.
A

design. Lastly, Experimenter A presented arguments in favour of the
articipants’ less preferred design to stimulate further discussion on po-
ential improvements, thereby concluding Stage2. Stage2 lasted around
en minutes.

Additionally, instead of organising participants into dyads to inter-
act with one another in CVE, they were instructed to engage solely with
he same experimenter (i.e., Experimenter A) whose avatar’s gaze type

was set as the same as the participants in each group. This method
ensured strict adherence to the study protocol, maximised consistency
in avatar appearance and social behaviours, and minimised potential
inter-session variations that might arise from employing multiple ex-
perimenters. Specifically, Experimenter A underwent three supervised
mock sessions to familiarise himself with the study protocol and was
irected to meticulously follow the two-stage design during the social
nteraction task with participants. His avatar was crafted to closely
esemble his real-life appearance, providing a stable and neutral vi-
ual reference that remained constant across all experimental sessions.
urthermore, Experimenter A was unknown to all participants, and the
nteraction was intentionally brief to mitigate any potential effects of
amiliarity.

3.2. Apparatus and collaborative virtual environment

The participants and Experimenter A were provided with two sets
of identical hardware to complete the study. Each set included one
computer and one set of VR HMDs with the paired controllers and
racking devices. The computer was equipped with an Intel Core i7-
2700H processor, 16 GB RAM, and an NVIDIA GeForce RTX 3060
raphics card. The VR HMDs used in this study were the HTC VIVE
ro Eye, which supported real-time eye tracking at up to 125 Hz. The
MDs’ built-in microphone and speakers were used for the real-time
idirectional voice chat in the CVE. The paired controllers were the

Valve Index controllers capable of tracking each finger’s movements.
5 
The two SteamVR Base Station 2.0 tracking devices were diagonally
positioned from each other in the physical space for interactions to
allow for blind-spot-free tracking of the HMDs and controllers.

The participants and Experimenter A were physically separated into
two rooms during the experiment. Each room had a set of prepared
hardware mentioned above, with the CVE as the only medium to
support the communication and interactions between participants and
Experimenter A. Each of the two rooms where Experimenter A and the
participants used the apparatus measured approximately 2.5 m by 2.5
m. However, to ensure a sufficient safety margin, the boundary for the
safe use of the apparatus was set to 2 m by 2 m in the VR HMDs with
visual hints. As the social interaction task required minimal movement,
this arrangement did not restrict their movements or impact the quality
of their interactions. The overall setup is illustrated in Fig. 3.

The CVE used in the study was designed and developed to support
MC, including real-time bidirectional voice chat, using the Unity2

game engine. Participants were able to customise their avatars us-
ing a browser-based interface3 while Experimenter A used the same
pre-customised avatar throughout the study. To simplify network pro-
gramming and facilitate reliable and low-latency voice chat, we utilised
the Photon Unity Networking (PUN) framework.4 The Vive SRanipal
SDK5 was used to collect the raw gaze data from the VR HMDs’ built-
in eye-tracker, which provides gaze directions (i.e., eye rotation), eye
positions, and eye openness with timestamps in milliseconds. For the
natural gaze group, the captured gaze data were transported directly
via the PUN framework to drive the avatars’ eye movements and blinks

2 https://unity.com/.
3 https://vr.readyplayer.me/avatar.
4 https://photonengine.com/pun.
5 https://developer.vive.com/resources/vive-sense/eye-and-facial-

tracking-sdk/.

https://unity.com/
https://vr.readyplayer.me/avatar
https://photonengine.com/pun
https://developer.vive.com/resources/vive-sense/eye-and-facial-tracking-sdk/
https://developer.vive.com/resources/vive-sense/eye-and-facial-tracking-sdk/
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Fig. 3. The apparatus and the layout of the virtual scene. (a) The view of Experimenter A through VR HMDs; (b) The view of a participant through VR HMDs; (c) A participant
in the physical space; (d) Experimenter A in a separated physical space; (e) The layout of the virtual scene.
Fig. 4. Dormitory layouts and corresponding three-dimensional models utilised in the social interaction task within the CVE. (a) Top view of the first dormitory layout, characterised
by an open design with excellent visibility and flexible space for various activities, though it offers less privacy and smaller windows that may affect ventilation and lighting.
(b) Side view of the first dormitory layout. (c) Top view of the second dormitory layout, featuring high privacy with individual rooms and ample lighting in study areas, yet
potentially feeling more enclosed due to limited socialising space. (d) Side view of the second dormitory layout.
in the CVE. SteamVR Unity Plugin6 was used to capture the head,
hand, and finger movements of our participants and Experimenter A
and drive their avatars. OBS Studio7 was utilised on both computers
to record videos of the renderings viewed by participants and Experi-
menter A through the VR HMDs. The captured video footage provided a
means to systematically review adherence to the established interaction
protocols (see Section 3.1).

To facilitate the social interaction task, two virtual tables were
placed in the middle of the CVE. On top of these tables were two
different dormitory layout models, which were the focus of interactions
during Stage2. The tables and models were not interactable and were
set to stationary, which helped minimise potential distractions and
encouraged a more focused AMC. Participants and Experimenter A
were spawned on opposite sides of the tables and remained standing
throughout the interaction. The layout of the virtual scene is shown in
Fig. 3(e) and the two dormitory layouts are shown in Fig. 4.

6 https://valvesoftware.github.io/steamvr_unity_plugin/.
7 https://obsproject.com/.
6 
3.3. Procedure

Successfully registered participants were randomly assigned to ei-
ther the static gaze or natural gaze group. Reminder emails were sent
to eligible participants one day before their participation in the study.
The emails included a link to the questionnaire for collecting their
demographic information.

On the experiment day, Experimenter B checked the participants’
identity upon arrival and briefed them about the study procedure. An
information sheet with detailed procedures, potential risks, data acces-
sibility, and contact information of the project team was provided to
the participants. Participants were then instructed to read and sign the
consent form carefully. Afterwards, participants were directed to com-
plete the pre-assessment on a computer, which included the State-Trait
Anxiety Inventory-Trait (STAI-T), State-Trait Anxiety Inventory-State
(STAI-S), and Simulator Sickness Questionnaire (SSQ) (see Section 3.4).

After completing the pre-assessment, participants were invited to
customise their avatars on the computer using the browser-based inter-
face. They were instructed to avoid adding face covers to their avatars,
such as sunglasses and masks, because of the nature of this study on

https://valvesoftware.github.io/steamvr_unity_plugin/
https://obsproject.com/
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Fig. 5. The eye tracker’s built-in calibration and testing tools. (a) The five-dot pattern used for calibration; (b) Testing targets that would illuminate when being looked at.
nonverbal social cues, including eye gaze. After that, the customised
avatars were imported into the CVE, and participants would wear and
adjust the VR HMDs to ensure a clear and comfortable view.

Next, participants were guided through the eye tracker calibration
and testing processes. First, they adjusted the fit and interpupillary
distance of the VR HMDs by following the in-VR instructions and the
guidance provided by Experimenter B. After making these adjustments,
participants were instructed not to change the fit of the HMDs any
further. The eye tracker was then calibrated using a five-dot pattern.
Following the calibration process, the accuracy of the eye tracker was
tested with its built-in tool. Participants were asked to look at each
testing target to ensure it could be illuminated correctly. Fig. 5 shows
the eye tracker’s built-in calibration and testing tools.

Once the eye tracker calibration and testing were completed, Exper-
imenter B started the CVE and enabled the virtual mirror. Participants
were asked to follow Experimenter B’s instructions to perform a series
of actions — a commonly used method to enhance their sense of
embodiment (Oliva, Beacco, Navarro, & Slater, 2022). These actions
began with participants looking at themselves in the virtual mirror
with their heads slowly turning from left to right and up to down.
Then, participants focused on their hands and gripped the controllers
properly. Next, participants moved each finger away from the con-
troller and then returned it to its original position on the controller,
starting from the thumb to the pinkie. This sequence was performed
for both hands. After this, Experimenter B disabled the virtual mirror
and informed Experimenter A to enter the CVE to start the two-stage
social interaction task. With the completion of the task, participants
removed the HMDs and were asked to complete the post-assessment on
the computer, which included the SSQ, Networked Minds Measure of
Social Presence (NMMSP), and STAI-S (see Section 3.4). After the post-
assessment, each participant received a supermarket coupon worth 50
Hong Kong dollars as a token of appreciation.

3.4. Measures

3.4.1. Attention allocation
Participants’ gaze data were analysed to investigate their atten-

tion allocation as people’s visual attention reflects their mental at-
tention (Goldberg & Wichansky, 2003; Webb & Renshaw, 2008). Par-
ticipants’ attention allocation was calculated using the percentage of
eye fixation time on each of the three nonverbal social cues (i.e., eye
gaze, head orientation, and pointing gesture) of their interactant’s
(i.e., Experimenter A’s) avatar.

It is noteworthy that while participants’ attention on Experimenter
A’s eye gaze and head orientation was measured by recording their eye
fixations on the eyes and heads of Experimenter A’s avatar respectively,
participants’ attention on the third cue (i.e., pointing gesture) was
measured by their eye fixations on the hands and index fingers of
the interactant’s avatar. It is because (1) participants’ hands were
occupied during AMC as they needed to hold a pair of controllers
(see Section 3.2) to track their hand and finger movements, which
might limit their capability of pointing; (2) the accuracy of finger
7 
tracking could also introduce an unwanted factor that might affect the
effectiveness of pointing gestures; and (3) while it is common to use
index fingers to express directional information, other fingers can also
serve the same purpose (Langton & Bruce, 2000). Therefore, the hands
and index fingers of Experimenter A’s avatar were both considered the
nonverbal social cue of the pointing gesture. Details about eye gaze
data processing can be seen in Section 3.5.

3.4.2. Social presence
The Networked Minds Measure of Social Presence (NMMSP) (Harms

& Biocca, 2004) was adopted to assess participants’ perceived sense
of social presence in the CVE. With 36 items, it measures six sub-
scales of social presence: co-presence, attentional allocation, perceived
message understanding, perceived affective understanding, perceived
emotional interdependence, and perceived behavioural interdepen-
dence. Responses are given on a seven-point Likert scale ranging from
‘‘strongly disagree’’ (1) to ‘‘strongly agree’’ (7). The measure was taken
during the post-assessment.

3.4.3. Anxiety
The State-Trait Anxiety Inventory (STAI) (Spielberger et al., 1971)

was selected to assess participants’ anxiety levels before and after
completing the social interaction task in the CVE. Two types of anxiety
can be measured by this questionnaire: (1) the state anxiety (STAI-
S) captures participants’ temporary feeling of anxiety at a specific
time and situation, while (2) the trait anxiety (STAI-T) captures the
individual differences in the frequency and intensity of anxiety ex-
perienced across different situations (Guillén-Riquelme & Buela-Casal,
2014), with each type measured by 20 items. Each item was rated on a
four-point scale, from ‘‘almost never’’ (1) to ‘‘almost always’’ (4), with
a higher score indicating a higher anxiety level. Note that the trait
anxiety was measured during the pre-assessment only; the state anxiety
was measured during both the pre-assessment and post-assessment so
that we could attribute the change of the state anxiety to the AMC in
CVE.

3.4.4. Cybersickness
As a common negative side effect of VR exposure, cybersickness is

associated with participants’ perceptions, such as anxiety (Pot-Kolder,
Veling, Counotte, & Van Der Gaag, 2018) and sense of presence (Weech,
Kenny, & Barnett-Cowan, 2019). Therefore, we also measured the
severity of cybersickness our participants experienced during the pre-
assessment and post-assessment using the Simulator Sickness Question-
naire (SSQ) (Kennedy, Lane, Berbaum, & Lilienthal, 1993). This self-
reported questionnaire comprises 16 items that measure three sickness
symptom clusters labelled Oculomotor (eyestrain, difficulty focusing,
blurred vision, headache, etc.), Disorientation (dizziness, vertigo, etc.),
and Nausea (nausea, stomach awareness, increased salivation, burp-
ing, etc.), respectively. Each item is rated by participants based on
a four-point scale ranging from ‘‘no symptoms’’ (0) to ‘‘severe symp-
toms’’ (3) to indicate the severity of the corresponding symptom they
experienced.
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Fig. 6. The pipeline of gaze data processing. The input is the gaze data obtained from VIVE Pro Eye. The output represents the percentage of eye fixation time allocated to each
attentional cue (i.e., head orientation, eye gaze, and pointing gesture) as a percentage of the total fixation time on all attentional cues.
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3.5. Gaze data analysis

We designed a five-stage pipeline to process the gaze data and
analyse participants’ attention allocation (see Fig. 6). The five stages
are explained as follows.

Calculating point of regard. In this stage, we converted pairs of left and
right gaze rays into specific points in the virtual world where users
were looking, known as points of regard. These points of regard at each
timestamp were calculated by finding the intersection point of the left
and right gaze rays. However, due to the precision of the eye tracker,
the two gaze rays might not always intersect. In this case, the midpoint
of the line segment representing the shortest distance between the pair
of gaze rays was calculated as the point of regard, following the method
described by Duchowski et al. (2022).

Detecting fixations. In this stage, we detected fixations from points
of regard by implementing the Velocity-Threshold Algorithm (I-VT)
described by Salvucci and Goldberg (2000), which is commonly used
for fixation detection (Gao et al., 2021; Olsen, 2012). I-VT identifies
ixations based on the low point-to-point velocity property, with a
hreshold of less than 20◦/s (Salvucci & Goldberg, 2000). The duration

of each fixation was limited to the range of 50 to 600 milliseconds (ms)
ollowing the hardware manufacturer’s recommendations.8

Clustering into VOIs. The volume of interest (VOI) refers to the specific
arget regions in the three-dimensional virtual world that we are con-

cerned about, which are the three nonverbal social cues. Since these
regions in the virtual world are three-dimensional, we use the term
VOI instead of the traditional area of interest (AOI) to describe them
more accurately. Fig. 7 shows the VOIs of the three cues. Because
hese VOIs were constantly moving during AMC and thus could not
e pre-defined using three-dimensional coordinates, we first attached
olliders, components for enabling physical interactions in VR, to the
hree cues to define the VOIs. Then, we used Unity’s built-in physics
ngine to cast a ray from the participant’s eye position in the gaze
irection and detect collisions with the pre-attached colliders. Lastly,
e clustered each fixation into a VOI based on the collision detection

esult.

Calculating fixation time per VOI. After clustering participants’ eye fix-
ations into VOIs in the previous step, we calculated their total eye
fixation time on three nonverbal social cues with the below formula:

𝑇𝑠𝑖 =
∑

𝑗
𝑡𝑠𝑖𝑗 , 𝑖 ∈ {head, eye, gesture}, 𝑠 ∈ {𝑆 𝑡𝑎𝑔 𝑒1, 𝑆 𝑡𝑎𝑔 𝑒2}

where 𝑡𝑠𝑖𝑗 represents the time of a participant’s 𝑗th eye fixation on the
ue 𝑖 in Stage 𝑠 with 𝑖 ∈ {head, eye, gesture}, 𝑠 ∈ {𝑆 𝑡𝑎𝑔 𝑒1, 𝑆 𝑡𝑎𝑔 𝑒2},
nd 𝑇𝑠𝑖 refers to the sum of the participant’s eye fixation time on the
ue 𝑖 in Stage 𝑠.

Calculating attention allocation. In the last step, to quantify a partic-
ipant’s attention allocation on a specific cue out of the three, we
calculated the ratio of the participant’s eye fixation time on this cue
to his eye fixation time on all three cues. The calculation is illustrated
in the below formula:

𝑅𝑠𝑖 =
𝑇𝑠𝑖

𝑇𝑠ℎ𝑒𝑎𝑑 + 𝑇𝑠𝑒𝑦𝑒 + 𝑇𝑠𝑔 𝑒𝑠𝑡𝑢𝑟𝑒
,

8 https://connect.tobii.com/s/article/types-of-eye-movements.
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Table 2
Descriptive statistics of participants’ attention across cues by Group (i.e., gaze type)
nd Stage (i.e., interaction type).

Group Cue Mean (SD) Median (Q1,Q3)

Stage 1
Static gaze
(n = 30)

Head orientation 0.78(0.13) 0.81(0.71,0.88)
Eye gaze 0.04(0.03) 0.04(0.02,0.06)
Pointing gesture 0.18(0.13) 0.15(0.08,0.24)

Natural gaze
(n = 30)

Head orientation 0.81(0.13) 0.85(0.75,0.89)
Eye gaze 0.06(0.05) 0.05(0.02,0.08)
Pointing gesture 0.13(0.14) 0.08(0.04,0.15)

Stage 2
Static gaze
(n = 30)

Head orientation 0.56(0.15) 0.55(0.50,0.66)
Eye gaze 0.09(0.07) 0.09(0.03,0.13)
Pointing gesture 0.35(0.17) 0.35(0.19,0.49)

Natural gaze
(n = 30)

Head orientation 0.55(0.21) 0.58(0.43,0.71)
Eye gaze 0.12(0.07) 0.12(0.09,0.16)
Pointing gesture 0.33(0.22) 0.29(0.13,0.47)

Table 3
Descriptive statistics of participants’ NMMSP and STAI scores.

Static gaze (n = 30) Natural gaze (n = 30)

Mean SD Mean SD

Social presence
(NMMSP)

CP 6.54 0.662 6.38 0.909
AA 5.63 1.201 5.88 1.064
PMU 6.69 0.682 6.67 0.533
PAU 6.03 1.234 5.83 1.067
PEI 4.99 1.648 4.96 1.621
PBI 6.00 0.897 6.09 0.920
Total 5.98 0.675 5.97 0.656

Anxiety
(STAI)

STAI-T 41.97 9.619 42.50 9.515
STAI-S (𝛥) −6.63 8.779 −5.20 6.429

CP: Co-presence.
AA: Attentional Allocation.
MU: Perceived Message Understanding.
AU: Perceived Affective Understanding.
EI: Perceived Emotional Interdependence.
BI: Perceived Behavioural Interdependence.

𝑖 ∈ {head, eye, gesture}, 𝑠 ∈ {𝑆 𝑡𝑎𝑔 𝑒1, 𝑆 𝑡𝑎𝑔 𝑒2}
where 𝑅𝑠𝑖 refers to the ratio of the participant’s eye fixation time on
the nonverbal social cue 𝑖 in Stage 𝑠, 𝑇𝑠𝑖 refers to the sum of the
participant’s eye fixation time on the cue 𝑖 in Stage 𝑠, and 𝑇𝑠ℎ𝑒𝑎𝑑 , 𝑇𝑠𝑒𝑦𝑒 ,
nd 𝑇𝑠𝑔 𝑒𝑠𝑡𝑢𝑟𝑒 represent the sum of participant’s eye fixation time on eye

gaze, head orientation, and pointing gesture, respectively, in Stage 𝑠.

4. Results

The descriptive statistics of our participants’ attention across three
nonverbal social cues (i.e., eye gaze, head orientation, and pointing
esture) in the two groups during Stage1 and Stage2 are shown in

Table 2. The descriptive statistics of the participants’ NMMSP and
TAI scores are shown in Table 3. The STAI-T scores suggested the

participants in both the static gaze group (𝑀 = 41.97, 𝑆 𝐷 = 9.619)
nd the natural gaze group (𝑀 = 42.50, 𝑆 𝐷 = 9.515) exhibited low
o moderate stress levels (Kayikcioglu, Bilgin, Seymenoglu, & Deveci,

2017; Spielberger, Goruch, Lushene, Vagg, & Jacobs, 1983). These
cores are consistent with those reported in a prior study involving
articipants of similar age demographics in Hong Kong (Jones, Dean,

& Lo, 2002).

https://connect.tobii.com/s/article/types-of-eye-movements
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Fig. 7. The VOIs we defined for the three nonverbal social cues using colliders in Unity (regions covered in the green wireframes).
Table 4
Pairwise comparisons of attention for participants in the natural gaze group.

Pair Mean Diff. 𝑡 value 𝑃 𝑟(> |𝑡|) 95% CI

Stage 1
𝐻 𝑒𝑎𝑑 − 𝐸 𝑦𝑒 0.74 28.77 <0.001∗∗∗ [0.69, 0.80]
𝐻 𝑒𝑎𝑑 − 𝐺 𝑒𝑠𝑡𝑢𝑟𝑒 0.67 13.48 <0.001∗∗∗ [0.57,0.77]
𝐸 𝑦𝑒 − 𝐺 𝑒𝑠𝑡𝑢𝑟𝑒 −0.07 −2.41 0.023∗ [−0.14,−0.01]

Stage 2
𝐻 𝑒𝑎𝑑 − 𝐸 𝑦𝑒 0.43 10.67 <0.001∗∗∗ [0.35,0.51]
𝐻 𝑒𝑎𝑑 − 𝐺 𝑒𝑠𝑡𝑢𝑟𝑒 0.23 2.88 0.007∗∗ [0.07,0.39]
𝐸 𝑦𝑒 − 𝐺 𝑒𝑠𝑡𝑢𝑟𝑒 −0.21 −4.43 <0.001∗∗∗ [−0.30,−0.11]

Note: 𝑝 < 0.1(.) 𝑝 < 0.05(∗) 𝑝 < 0.01(∗∗) 𝑝 < 0.001(∗∗∗).

4.1. Attention allocation across cues

To address RQ1, three pairwise comparisons of participants’ at-
tention on different cues (i.e., head orientation versus eye gaze, head
orientation versus pointing gesture, and eye gaze versus pointing ges-
ture) were conducted for the natural gaze group with paired sample
𝑡-test.

As shown in Table 4, the result indicated that participants’ attention
differed across the three cues during both socio-emotional interactions
(𝐻 𝑒𝑎𝑑 − 𝐸 𝑦𝑒 ∶ 𝑡(29) = 28.77, 𝑝 < 0.001, 𝐻 𝑒𝑎𝑑 − 𝐺 𝑒𝑠𝑡𝑢𝑟𝑒 ∶ 𝑡(29) =
13.48, 𝑝 < 0.001, 𝐸 𝑦𝑒 − 𝐺 𝑒𝑠𝑡𝑢𝑟𝑒 ∶ 𝑡(29) = −2.41, 𝑝 = 0.023) and task
interactions (𝐻 𝑒𝑎𝑑 − 𝐸 𝑦𝑒 ∶ 𝑡(29) = 10.67, 𝑝 < 0.001, 𝐻 𝑒𝑎𝑑 − 𝐺 𝑒𝑠𝑡𝑢𝑟𝑒 ∶
𝑡(29) = 2.88, 𝑝 = 0.007, 𝐸 𝑦𝑒 − 𝐺 𝑒𝑠𝑡𝑢𝑟𝑒 ∶ 𝑡(29) = −4.43, 𝑝 < 0.001).
The mean amount of attention participants in the natural gaze group
allocated on the three cues is plotted in Fig. 8.

In addition, the results showed that in both socio-emotional inter-
actions (i.e., Stage1) and task interactions (i.e., Stage2), participants’
attention allocation across the three cues followed a specific order: the
prominence of the head orientation superseded that of pointing gesture,
which, in turn, was greater than the focus on the eyes.
9 
4.2. Effects of avatars’ gaze type and interaction type on attention alloca-
tion

To investigate how avatars’ gaze type and interaction type that par-
ticipants were engaged with affected their attention allocation during
AMC (RQ2), a linear regression model was used to explore the effect of
Group (i.e., gaze type) and Stage (i.e., interaction type) on participants’
attention on each nonverbal social cue separately.

As displayed in Table 5, the results suggested avatars’ gaze type sig-
nificantly affected participants’ attention allocation on the interactant’s
eye gaze (𝐵 = 0.02, 𝑆 𝐸 = 0.01, 𝑝 = 0.029): i.e., participants interacting
with avatars with natural gaze allocated significantly greater attention
on the interactant’s eyes in comparison to those interacting with avatars
with static gaze. Meanwhile, it is noteworthy that avatars’ gaze type
did not affect participants’ attention on the other two cues (i.e., head
orientation and pointing gesture).

Also, the results showed that interaction type made a significant
difference in participants’ attention on all three cues; in comparison
to socio-emotional interactions (i.e., Stage 1), participants in task in-
teractions (i.e., Stage 2) allocated more attention on their interactant’s
eye gaze (𝐵 = 0.05, 𝑆 𝐸 = 0.01, 𝑝 < 0.001) and pointing gesture (𝐵 =
0.18, 𝑆 𝐸 = 0.03, 𝑝 < 0.001), but less attention on the interactant’s head
orientation (𝐵 = −0.24, 𝑆 𝐸 = 0.03, 𝑝 < 0.001).

4.3. Effects of avatars’ gaze type on social presence and anxiety

To explore the effect of avatars’ gaze type on participants’ percep-
tions of AMC in CVEs (RQ3), we compared the static gaze and natural
gaze groups in terms of participants’ social presence and anxiety with
two independent two-sample 𝑡-tests. The results are reported in Table 6.

The between-group comparisons of participants’ sense of social
presence showed no significant difference between the two groups
(𝑡 = 0.09, 𝑝 = 0.932). Further comparisons of the six sub-scales of
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Fig. 8. Average attention allocation across cues for participants in the natural gaze group during Stage1 (left) and Stage2 (right). The data processing pipeline for calculating
attention allocation is outlined in Section 3.5.
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Table 5
Effects of avatar’s gaze type (Group) and interaction type (Stage) on attention allocation
across three nonverbal social cues.

B (SE) 𝑡 value 𝑃 𝑟 (> |𝑡|) Adj. 𝑅2

Head
orientation

(Intercept) 0.79(0.03) 31.463 <0.001∗∗∗

0.35∗∗∗Gaze type 0.01(0.03) 0.276 0.783
Interaction type −0.24(0.03) −8.143 <0.001∗∗∗

Eye
gaze

(Intercept) 0.04(0.01) 4.482 <0.001∗∗∗

0.19∗∗∗Gaze type 0.02(0.01) 2.212 0.029∗

Interaction type 0.05(0.01) 5.084 <0.001∗∗∗

Pointing
gesture

(Intercept) 0.17(0.03) 6.356 <0.001∗∗∗

0.22∗∗∗Gaze type −0.03(0.03) −1.010 0.315
Interaction type 0.18(0.03) 5.868 <0.001∗∗∗

Note: 𝑝 < 0.1(.) 𝑝 < 0.05(∗) 𝑝 < 0.01(∗∗) 𝑝 < 0.001(∗∗∗).

social presence also showed no significant difference between the two
roups (co-presence: 𝑡 = 0.81, 𝑝 = 0.420; attentional allocation: 𝑡 =
0.83, 𝑝 = 0.408; perceived message understanding: 𝑡 = 0.11, 𝑝 =

0.916; perceived affective understanding: 𝑡 = 0.67, 𝑝 = 0.505; perceived
emotional interdependence: 𝑡 = 0.09, 𝑝 = 0.927; perceived behavioural
interdependence: 𝑡 = −0.38, 𝑝 = 0.706), indicating avatars’ gaze type did
ot affect participants’ sense of social presence.

Similarly, the between-group comparisons of participants’ trait anx-
iety suggested no significant difference between the static gaze and
atural gaze groups (STAI-T: 𝑡 = −0.22, 𝑝 = 0.830), further addressing
he risk of biases introduced during grouping. In addition, a comparison
f the change in participants’ state anxiety before and after AMC
till showed no difference between the two groups (STAI-S (𝛥): 𝑡 =
0.72, 𝑝 = 0.474), indicating that avatars’ gaze type did not affect
articipants’ state anxiety.

To ensure that the above measures of social presence and anxiety
were not affected by participants’ experienced cybersickness during
AMC in the CVE, we also compared the difference in the severity of
cybersickness experienced by our participants with paired sample 𝑡-
tests. The results suggested that there was no significant difference in
the severity of cybersickness before and after AMC, either in the three
sub-scales (Nausea: 𝑡 = 0.93, 𝑝 = 0.356, Oculomotor: 𝑡 = 1.09, 𝑝 = 0.282,

isorientation: 𝑡 = −0.44, 𝑝 = 0.664) or the total scores (TS: 𝑡 = 0.64, 𝑝 =
.527), indicating participants’ did not experience significant cybersick-

ess induced by AMC in the CVE. Hence, it is safe to conclude that the i
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Table 6
Between-group comparisons of participants’ sense of social presence and anxiety.

Scales Mean Diff. 𝑡 value 𝑃 𝑟 (> |𝑡|) 95% CI

Social
presence
(NMMSP)

CP 0.17 0.81 0.420 [−0.25, 0.58]
AA −0.24 −0.83 0.408 [−0.83, 0.34]
PMU 0.02 0.11 0.916 [−0.30, 0.33]
PAU 0.20 0.67 0.505 [−0.40, 0.80]
PEI 0.04 0.09 0.927 [−0.81, 0.88]
PBI −0.09 −0.38 0.706 [−0.56, 0.38]
Total 0.01 0.09 0.932 [−0.33, 0.36]

Anxiety
(STAI)

STAI-T −0.53 −0.22 0.830 [−5.48, 4.41]
STAI-S (𝛥) −1.43 −0.72 0.474 [−5.42, 2.55]

Note: 𝑝 < 0.1(.) 𝑝 < 0.05(∗) 𝑝 < 0.01(∗∗) 𝑝 < 0.001(∗∗∗).
P: Co-presence.
A: Attentional Allocation.
MU: Perceived Message Understanding.
AU: Perceived Affective Understanding.
EI: Perceived Emotional Interdependence.
BI: Perceived Behavioural Interdependence.

above measures of social presence and anxiety were not affected by the
severity of cybersickness experienced by our participants.

5. Discussion

With the two-arm RCT, we explored the importance of three non-
verbal social cues in directing people’s attention, the effect of avatars’
gaze type and interaction type on users’ attentional allocation, as well
as the effect of avatars’ gaze type on participants’ perceptions of social
interactions (i.e., social presence and anxiety) during AMC in the CVE.

5.1. Importance of nonverbal social cues during AMC

The pairwise comparison of the amount of attention that partici-
ants of the natural gaze group allocated to the three nonverbal social
ues (i.e., head orientation, eye gaze, and pointing gesture) suggested
hat the cues were not equally important in directing users’ attention
hen completing the social interaction tasks in the CVE (RQ1). In ad-
ition, it revealed a very interesting pattern regarding the importance
f nonverbal social cues in AMC: during both socio-emotional and task

nteractions, the participants tended to allocate most of their attention
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to the head orientation of the interactant’s avatar, followed by pointing
esture and then eye gaze.

This finding contradicts the sequence of cues (i.e., first the eyes,
then the head, and then other parts of the body) that users’ attention
allocation follows when viewing static images (Birmingham et al.,
2008), but corroborates the gaze avoidance phenomenon in both real-
world (Laidlaw et al., 2011) and virtual environments (Rubo & Gamer,
2018) — people tended to avoid rather than seek to look at others’ faces
in complex situations that afforded social interaction; the phenomenon
can be influenced by factors such as culture (Haensel, Smith, & Senju,
2022), task demands (Abeles & Yuval-Greenberg, 2017), and personal-
ty traits (Larsen & Shackelford, 1996), but not by anxiety during social
nteractions (Rösler, Göhring, Strunz, & Gamer, 2021; Tönsing et al.,

2022). This finding substantiated the claim that communications with
articipants embodied in computer-generated avatars could provide
ocial interactions similar to those in real-world situations. In our
tudy, the chance of social interaction provided by AMC elicited the
aze-avoidance phenomenon as participants tend to avoid unwanted
ttention or interaction from the interactant. In addition, as previous
tudies (Laidlaw et al., 2011; Rubo & Gamer, 2018) compared users’
ttention on the interactant and other objects only, our study provided
 nuanced understanding regarding users’ attention allocation across

the nonverbal social cues signalled by the interactant in AMC.
Another possible explanation would be that VR provided a richer

modality communication form than images (Steuer, 1992), which have
been used in previous studies on gaze patterns. With images, the only

ay that participants could obtain information was by observing static
mages; it was reasonable for participants to attend more to the eyes
f characters in images because of the rich information eyes could
onvey (Cañigueral & Hamilton, 2019). Meanwhile, in our study, with

live avatars and immersive content in the CVE, participants could
obtain information through multiple modalities, including non-verbal
(e.g., movements of the head and hands) and verbal communications
with the interactant. These modalities enhanced the richness of the
media (Daft & Lengel, 1986; Steuer, 1992) but might also weaken
he importance of eye gaze and consequently reduce the amount of

attention participants allocate to it. In addition, object size could
explain our findings. According to Proulx (2010), large objects tend to
apture attention. Because the size of the head is the largest among the
hree nonverbal social cues, it was more likely to capture participants’
ttention and occupied most of the participants’ attention during AMC
or social interactions.

In summary, the prioritisation of head orientation over eye gaze
nd pointing gestures indicates that AMC in CVEs may more accurately
eplicate real-world social interactions compared to other forms of CMC
hat utilise media with lower levels of richness. This underscores the
otential of CVEs to enhance the naturalness and enjoyment of social
xperiences in remote contexts.

5.2. Impact of avatars’ gaze type and interaction type on attention alloca-
tion

The results of multiple linear regressions implied that both avatars’
atural gaze and task interaction affected attention allocation and
otentially mitigated the general gaze-avoidance pattern during AMC
RQ2).

The results suggested that the interaction type did affect par-
icipants’ attention allocation. Specifically, in comparison to socio-

emotional interactions (i.e., Stage1), participants in task interactions
(i.e., Stage2) tended to attend more to the interactant’s eye gaze
nd pointing gesture but less to the most prominent cue - head ori-
ntation. While socio-emotional interactions might not have specific
gendas or goals for participants to achieve, and therefore, partici-
ants should have less motivation or urgency to interact with others,

task interactions required participants to gather information about
11 
their interactant’s behaviours and intentions quickly for effective at-
ention coordination and task completion. Moreover, in comparison

to socio-emotional interactions in which participants’ gaze avoidance
behaviour might not have any immediate consequence, in task inter-
actions participants might be forced to obtain additional information
and confirmation from the interactant’s eyes to complete the task
collaboratively and effectively. Consequently, participants’ attention in
task interactions was more spread out on different cues, including eye
gaze and pointing gesture, instead of focusing on the most prominent
one - head orientation. Therefore, although the eye-gaze avoidance
phenomenon (Laidlaw et al., 2011) may still exist in AMC for task
interactions, participants’ increased attention to the interactant’s less
prominent cues (i.e., pointing gesture and eye gaze) contributed to the
decrease in their attention to the head orientation.

Avatars’ natural gaze was positively associated with participants’
attention on the interactant’s eye gaze implying that despite the gaze
voidance phenomenon (Laidlaw et al., 2011; Rubo & Gamer, 2018)

in AMC, participants tended to look at the eyes of the interactant’s
vatar if it could mirror the interactant’s real eye behaviours and
herefore provide more useful information for attention coordination.

In the case of avatars with static gaze, directional information conveyed
through gaze direction was the same as through the head orientation of
avatars because the virtual eyeballs remained centred in the eye sockets
throughout the AMC. It is interesting that avatars’ gaze type did not
affect participants’ attention on the other two nonverbal social cues
(i.e., head orientation and pointing gesture) sent by the interactant.
A possible explanation is that the change in avatars’ gaze type was
insufficient to dilute the relative importance of other cues in attention
coordination. Future studies may explore this by manipulating the
forms and functionalities of all nonverbal social cues in AMC.

In summary, the findings here suggested that incorporating natural
gaze behaviours in avatars could enhance attention coordination by
rompting users to infer the interactant’s intentions based on eye gaze,

even when the gaze-avoidance phenomenon occurs. This could foster
improved communication and remote collaboration, particularly during
task interactions. Given that task interactions are more prevalent than
socio-emotional interactions in professional settings, such as education
and healthcare, we advocate for the integration of natural gaze in CVEs
ailored for professional use.

5.3. Impact of avatars’ gaze type on social presence and anxiety

The results suggested that avatars’ gaze type did not affect partic-
pants’ sense of social presence or anxiety during AMC (RQ3). While
he participants’ anxiety levels showed no difference when interacting
ith avatars with natural or static gaze is consistent with previous stud-

es (Reichenberger, Wechsler, Diemer, Mühlberger, & Notzon, 2022),
here are some potential explanations for the observed indifference

between the two groups regarding participants’ sense of social presence.
First, the two gaze types of avatars used in our study (i.e., static

gaze and natural gaze) may only partially contribute to the avatars’ be-
havioural anthropomorphism (i.e., how human-like an avatar behaves),
because behavioural anthropomorphism involves more behavioural di-
mensions beyond gaze behaviours. Therefore, although behavioural
anthropomorphism is a powerful predictor for users’ sense of social
presence during CMCs (Oh et al., 2018), the mere difference in avatars’
aze type might not be able to capture the variance of behavioural
nthropomorphism. Avatars with static gaze in our study already had a
igh level of behavioural anthropomorphism and therefore participants
n the static gaze group might have already perceived a relatively
igh level of social presence, which consequently contributed to the
ndifference of participants’ sense of social presence between the two
roups (see Table 3). Future studies may consider capturing avatar

anthropomorphism with more discriminative measures to study its
effect on users’ perceptions during AMC.
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Second, two sub-scales of social presence (i.e., perceived affective
understanding and perceived emotional interdependence) focused on
the participants’ feelings and emotions with the interactant. However,
due to the nature of the social interaction task in this study, we did
not expect many emotional exchanges between participants and the
interactant. Future studies may consider designing social interaction
tasks involving more emotional exchanges to ensure two sub-scales are
sensitive to measure the potential effects of avatars’ gaze types on social
presence.

6. Limitations and future work

The first limitation is that we had participants interacting with the
same experimenter. Although it enabled us to control the interaction
process and duration, it might limit the gender of the interactant
(i.e., male) and consequently affect the generalisability of the findings.
Although it is out of the scope of this study as it might require signif-
icantly more participants to test the effect of the interactant’s gender
on attention distribution and participants’ sense of social presence and
anxiety, it is worth analysing in future studies.

The second limitation is the weight of the HMDs and the fixed height
of the table. Several participants reported that the HMDs were heavy,
nd they felt fatigue and discomfort during the study. In addition, a
ew participants claimed that the models were placed at a relatively low
eight, which required them to bend over to explore the models closely.

This might result in increased fatigue and discomfort, particularly in the
neck. Although the analysis of participants’ severity of cybersickness
showed no significant change before and after the experiment, future
tudies might consider improving the design and using lighter VR HMDs
o avoid any potential influence on participants’ overall perception and
erformance during the study.

The third limitation is using Valve Index controllers to track partic-
pants’ finger movements restricted their ability to move their fingers
nd perform hand gestures freely. Although they were informed that
he controllers were well tied to their hands and they were free to move
heir fingers and utilise gestures, most participants rarely detached all
heir fingers from the controllers throughout the entire interaction.
hus, we suggest future studies use other methods, such as depth
ameras and computer vision based approaches, for tracking finger
ovements and hand gestures to provide higher flexibility and freedom

o participants’ hand movements.
The fourth limitation of our study is the restricted duration of social

interactions, which were confined to relatively short time frames. This
constraint may not adequately capture the long-term effects of different
gaze types on attention allocation, anxiety, and social presence in
CVEs. This is a common limitation inherent to laboratory experiments,
where the need for controlled conditions often necessitates shorter
interaction periods. Consequently, our findings may not fully represent
the dynamics that develop with prolonged use of CVEs. To address
this limitation, future studies should consider extending the duration of
interactions and investigating the long-term use of CVEs. Such studies
could lead to valuable insights into the sustained impact of avatar
anthropomorphism on the effectiveness and overall user experience of
AMC.

Lastly, this study does not delve into the reasons behind the ob-
served gaze avoidance behaviours in the CVE, but gaining a deeper
understanding of its implications for social interactions, both in the
real world and in CVEs, is important for future research. Exploring
this phenomenon from both quantitative and qualitative perspectives
through future studies could provide valuable insights that inform
the development of targeted interventions and strategies aimed at
promoting more effective and comfortable social interactions in CVEs.
 (
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7. Conclusion

Grounded in a framework integrating theories related to face-to-
ace social interactions, including nonverbal social cues, the eye-mind
ypothesis, and interaction process analysis, with theories related to

AMC under the umbrella of avatar anthropomorphism and motivated
by the importance of nonverbal social behaviours during social inter-
ction, we conducted this two-arm RCT to examine users’ attention
istribution across nonverbal social cues, the impact of avatars’ gaze
ype and interaction type on users’ attention allocation, and the effects

of avatars’ gaze type on participants’ perceptions during AMC. Sixty
participants (29 males and 31 females) joined the study and were
andomly assigned to either the natural or the static gaze group to com-
lete social interaction with an experimenter in our custom-designed
VE for less than 20 minutes.

The findings of the study revealed several important insights. Firstly,
the three primary nonverbal social cues were not equally important
in directing participants’ attention during AMC: the most important
cue was head orientation, followed by pointing gestures and then the
eye gaze. That is, human users tended to avoid the unwanted eye
gaze from their interactant. Secondly, the type of social interactions
that participants were engaged with during AMC played an important
role in their attention allocation: task interaction is associated with
increased attention on the two less prominent cues (i.e., pointing
gestures and eye gaze) in comparison with socio-emotional interactions.
Meanwhile, avatars’ gaze type, as an important proxy for avatar anthro-
pomorphism, mitigated the gaze-avoidance effect in social interactions
as it was associated with participants’ increased attention on eye gaze,
but showed no effect on users’ attention on other cues. Lastly, avatars’
gaze type showed no effect on users’ perceptions of social presence and
anxiety during AMC for social interactions.

The study provided a more nuanced understanding regarding hu-
man users’ attention allocation across the three primary nonverbal
social cues during AMC; that is, despite the general existence of gaze
avoidance, the avatars’ gaze type and interaction type played an impor-
tant role in affecting users’ attention allocation. Additionally, the study
highlighted important implications for the future design of CVEs, which
are increasingly being adopted across various professional fields such
as education, healthcare, and industry. The broader implementation
of natural gaze is anticipated to enhance attention coordination and
communication, which are essential for effective task interactions —
the primary form of social interactions in the professional use of CVEs.
As CVEs continue to evolve and become integral to more professional
nd recreational contexts, these insights will be instrumental in shaping

future innovations that enhance collaboration and communication in
digital spaces.
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