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Abstract
Surrogate-based traffic signal optimization (TSO) is a computationally efficient
alternative to simulation-based TSO. By replacing the simulation-based objec-
tive function, a surrogate model can quickly identify solutions by searching
for extreme points on its response surface. As a popular surrogate model, the
ensemble ofmultiple diverse deep learningmodels can approximate complicated
systems with a strong generalizability. However, existing ensemble methods
barely focus on strengthening the prediction of extreme points, which we found
can be realized by further diversifying base learners in the ensemble. The study
proposes an adversarial diverse ensemble (ADE) method for online TSO with
limited computational resources, comprising two stages: In the offline stage,
base extractors are diversified with unlabeled data by a designed adversarial
diversity training algorithm; in the online stage, base predictors are trained in
parallel with limited labeled data, and the ensemble then serves as the surro-
gate model to search for solutions iteratively for TSO. First, it is demonstrated
that the prediction accuracy on extreme points, and associated solution quality,
can be constantly improvedwith base learners’ diversity enhanced by ADE. Case
studies of TSO conducted on a four-intersection arterial further demonstrate
the superior solution quality and computational efficiency of the ADE surro-
gate model in a wide range of traffic scenarios. Moreover, a large-scale online
TSO experiment under dynamic traffic demand proves ADE’s effectiveness in
practical applications.

1 INTRODUCTION

1.1 Background

Traffic on surface streets crosses at intersections and flows
on the network. Traffic signals are widely used to allocate
time resources to different movements at the intersections
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toward smooth and efficient traffic flow. Therefore, traf-
fic signal optimization (TSO) is critical to enhancing the
efficiency of the urban traffic network.
In TSO, it is of vital significance that the objective

function can accurately evaluate real-world signal perfor-
mance. Microscopic traffic simulators replicate the traffic
by emulating the individual vehicles’ behaviors and thus
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provide accurate performance estimates for signal timing.
Using microscopic traffic simulation outputs as the objec-
tive function, studies have been focusing on a simulation-
based optimization approach for the TSO problem (Baldi
et al., 2017; P. Li et al., 2010; Stevanovic et al., 2007).
The traffic demand is dynamic, especially in the morn-

ing and evening peaks. To cater to real-time traffic demand,
the simulation-based optimization starts over once the
real-time demand data are captured. Therefore, all the
simulations are conducted online. Since traffic demand is
dynamic over time, a timely return of optimal signal tim-
ing is required. However, simulation is time-consuming
because of the behaviors of numerous individual vehi-
cles and their interactions in the network. Meanwhile, the
search for the optimal solution involves a great number
of simulations. Consequently, the expensive-to-evaluate
nature impedes its applications in TSO under the tight
time budget. To address this issue, researchers are focus-
ing on adopting a surrogate model to approximate and
then replace the simulation-based objective function. Sur-
rogate models are usually constructed using simple math-
ematical structures, rendering better time efficiency over
the underlying simulation-based function. Therefore, the
extreme point (i.e., the optimal solution) of a surrogate
model can be quickly identified. The extreme point is
the surrogate models’ belief in a good solution of the
simulation-based function. Thus, the extreme point is then
evaluated by simulation to verify its solution quality and
update the surrogate model. Examples of applications of
surrogate modeling in transportation system optimiza-
tions can be seen in optimal pricing (Xiqun Chen et al.,
2014; Osorio & Atasoy, 2021), optimal dedicated lane allo-
cation (Z. Li et al., 2022), network design (Xiqun Chen
et al., 2015), model calibration (Cheng et al., 2019), and
TSO (Xiao Chen et al., 2019; Ito et al., 2019; Leandro
& Luque, 2023; Liang et al., 2021; Osorio & Bierlaire,
2013; Osorio & Chong, 2015; Zheng & Li, 2023; Zheng
et al., 2019).
In recent years, deep learning models, a powerful tool

for modeling complex systems, have been serving as popu-
lar surrogate models for prediction tasks in transportation
systems because of their capabilities of coping with high
nonlinearity and dimensions in transportation systems,
for example, Dharia and Adeli (2003), Jiang and Adeli
(2005), K. Tang et al. (2021), Zou and Chung (2024), and
Zou et al. (2024). Refer to Y. Wang et al. (2019) for a
review. Deep learning models can learn to generalize the
characteristics of the simulation-based objective function
using a limited number of evaluated samples, to form
a response surface that approximates the landscape of
the simulation-based objective function. Meanwhile, the
heavy request for simulation output during optimization
is replaced by efficient prediction of deep learning models.

In this way, optimization can be accelerated by avoiding
costly simulations.
Meanwhile, recent studies applying reinforcement

learning (RL) realized noticeable performance in TSO
problems. RL methods have extended the TSO to thou-
sands of road networks (C. Chen et al., 2020), enabled
more flexible traffic signal strategies (Long et al., 2022),
and been applied in varied data environments (R. Zhang
et al., 2021). Refer to Wei et al. (2021) and Noaeen et al.
(2022) for a detailed survey. Despite these advancements,
the practical deployment of RL in TSO is still limited by
its challenges. Leveraging an offline training and online
execution paradigm, RL models face potential issues with
out-of-distribution traffic scenarios. They may fail to
adapt to unseen traffic conditions in real time, which can
lead to detrimental outcomes in certain situations (Gu
et al., 2022). In contrast, the surrogate-based approach
is a plug-and-play tool for TSOs. It adapts to real-time
traffic scenarios by iterative online refinement of solution.
Therefore, it can be safer and more robust to varied traffic
scenarios. It can also compensate for deep RL approaches
as a safety module by providing a robust candidate
solution.

1.2 Research objectives, challenges, and
contributions

Surrogate models are essentially prediction models. The
exceptional performance in prediction tasks highlights
their significant potential for surrogate-based optimiza-
tions. Compared to traditional surrogate models, this
potential becomes even more promising in future infras-
tructure environments featuring massive historical data
from various sources and types. Therefore, this study
focuses on deep learning surrogate-based online TSO.
However, this approach presents two main challenges.
The first challenge is that the time and simulation bud-

gets are very limited due to the online nature of this
problem. Online TSO requires timely update of signal tim-
ing to cater to the latest traffic demand. As a result, the
tight time budget restricts the number of online simula-
tion runs. Nevertheless, with limited training data, a single
deep learning model may not generalize well in unseen
areas. At the end of the training, they can converge to any
hypothesis of the simulation-based objective function in
unseen areas. All of those hypotheses can fit the training
data perfectly yet bring huge errors in unseen areas (Sagi &
Rokach, 2018). An ensemble of multiple base learners may
have better generalizability over a single learner because
the ensemble tends to cancel out the errors to make more
accurate predictions. This mechanism works better when
base learners converge to diverse hypotheses and produce
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diverse errors, instead of making similar mistakes. There-
fore, it is widely accepted that the prediction performance
of an ensemble jointly depends on the prediction perfor-
mance and diversity of its base learners (Dietterich, 2000;
T. Zhou et al., 2018). Nevertheless, the additional training
for ensemble diversity can take more time than regular
ensembles.
The second challenge is that deep learningmodels, even

an ensemble of them, cannot predict well on their extreme
points, leading to poor solution quality and reduced
optimization efficiency. For decades, the community of
ensemble learning has been focusing on overall prediction
performance in the entire sample space. On the contrary,
the surrogate-based optimization derives the solution by
searching for the extreme points on the response surface
of a surrogate model, therefore emphasizing the accurate
prediction of extreme points. However, the performance
on the extreme points may not be consistent with over-
all prediction performance. Experiments on deep learning
surrogate-based TSO (Gora et al., 2018) have shown that,
with nearly 10,000 training data points, despite an error of
merely 2% on a test set of random samples, the error can
reach 12.9% on a test set of extreme points. In reality, the
limited training data resulting from a tight time budget can
further exacerbate the ensemble performance on extreme
points. The poor solution quality of the extreme points
will lead to the misidentification of promising solutions,
thus disrupting the optimization. However, this problem
is rarely investigated by existing studies.
Upon delving deeper into this issue, since an optimiza-

tion algorithm proactively searches for the extreme points
in the entire sample space, the performance on extreme
points can be improved only when the non-promising
extreme points are eliminated on the entire response sur-
face. In this study, it is found that this can be realized by
further boosting ensemble diversity.
The main research question is to develop a deep ensem-

ble model that addresses these two challenges and thereby
enabling it to efficiently solve surrogate-based online TSO
problems.
In this study, an adversarial diverse ensemble (ADE)

is proposed. In ADE, each base learner consists of an
extractor extracting diverse features from an input solu-
tion to TSO and a predictor predicting the objective value
of the solution based on the diversified features. The
tight time budget limits the online training time. Thus, a
two-stage training framework comprising offline diversity
pre-training and online predictor training is introduced
as follows: The first stage aims to constantly diversify the
extractors using a proposed adversarial diversity training
algorithm. This stage is trained offlinewith unlabeled data.
In the second stage, the parameters of these diversified
extractors are frozen. The input of training data is con-

verted to diverse features by the diversified extractors. The
predictor of each base learner is then trained to fit the fea-
tures and true labels, with a time budget similar to that of
ordinary ensemble learning.
Using ADE as the surrogate model in surrogate-based

TSO, the improved prediction performance on extreme
points can enhance the capability of identifying promis-
ing solutions, compared with ordinary ensembles. Con-
sequently, the convergence of the optimization can be
accelerated under a tight simulation budget. In addition,
the superior time efficiency renders faster model training
and thus saves the time budget. A timely return of signal
timing enables quick responses to dynamic traffic demand
in online TSO.
This paper contributes to the literature in three

aspects.

1. Ensemble diversity training. It introduces a two-stage
framework that separates diversity training and pre-
dictor training. A novel adversarial diversity training
algorithm is developed to boost diversity without any
labeled data.

2. Prediction on extreme points. This study is the first to
observe and demonstrate that prediction performance
of deep ensembles on extreme points can be enhanced
by achieving a substantial level of ensemble diversity.

3. Online surrogate-based TSO efficiency. The improved
prediction performance on extreme points acceler-
ates the identification of promising solutions, thereby
enabling more efficient online TSO.

The rest of the paper is organized as follows. The next
section provides a review of surrogatemodeling, surrogate-
based TSO, and ensemble learning. In the third section,
the underlying simulation-based TSO problem is given,
and the framework of surrogate-based optimization is
introduced. The fourth section provides the details of the
proposed ADE. The fifth section validates the prediction
performances of ADE in a traffic performance prediction
problem. The performance of ADE in the TSO problem
under static traffic demand is examined in the sixth section
to show and explain its advantages as a surrogate model. It
is followed by an online TSO with dynamic traffic demand
in a large-scale network in the seventh section. Finally,
conclusions and future works are presented in the eighth
section.

2 LITERATURE REVIEW

This section provides a literature review of related stud-
ies. First, a brief survey of surrogate modeling is provided.
Then, the research efforts on surrogate-based TSO are
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presented. To form a position of the proposed ADE
method, the fundamentals and recent trends in ensemble
learning are also introduced.

2.1 Surrogate modeling

Surrogate modeling aims to leverage cheap-to-evaluate
models to approximate simulation-based functions, such
that the heavy simulations can be replaced by surrogate
models’ predictions. In past decades, some models are
widely used to build surrogate models, including polyno-
mial functions, Gaussian process (GP, also called Kriging),
radial basis functions (RBFs), support vector machine
(SVM; Forrester & Keane, 2009), and deep learning mod-
els. In general, surrogate models are mainly applied to
three types of tasks, prediction, sensitivity/uncertainty
analysis, and optimization (Kudela & Matousek, 2022).
Different tasks ask for different capabilities of the surrogate
models.
The difficulties of prediction tasks mainly lie in the

high-dimensional (time-series, image, etc.) input with var-
ied feature relevance and different data distributions in
training set and test set. Deep learning models have pre-
sented overwhelming advantages in various prediction
tasks, such as disaster forecasting (Zahura et al., 2020),
which has to be simulated for a long time otherwise.
Predictions may not be the end of their applications.

Sensitivity analysis is one of their downstream tasks. It is
particularly crucial when system reliability is dependent
on the random factors of the input variables (Sudret &
DerKiureghian, 2000). To address this, a polynomial chaos
expansion (PCE) model was proposed to build surrogate
models that approximate the sensitivity of expensive simu-
lationmodels (Sudret, 2008). A sparse PCEmodelwas later
developed to reduce the computational burden when the
dimensionality increased to 20 (Blatman & Sudret, 2010).
Additionally, Kriging models are widely used in reliability
analysis due to their ability to provide analytical estimates
of prediction error (Gaspar et al., 2017; Sundar & Shields
Michael, 2019).
Optimization is another type of downstream task.

Surrogate-based optimization has been adopted across var-
ious disciplines, such as protein design (Borkowski et al.,
2020), structural design (Bisbo & Hammer, 2020), and
aerodynamic optimization (Tao & Sun, 2019). On the other
hand, the research community has been investigating
advanced surrogate modeling techniques. Notable exam-
ples include a polynomial-chaos-based Kriging model that
approximates global trends using PCE and captures local
variance with GP (Schobi et al., 2015) and a parallel
Bayesian optimization method leveraging approximations
from multiple GPs (J. Wang et al., 2020).

In optimization problems, it is crucial for the extreme
points of surrogate models to accurately fit the true func-
tion. With limited data, a single surrogate model may
not generalize well in its extreme areas. Recent advances
have focused on using an ensemble of multiple base sur-
rogate models to alleviate this problem. These methods
enhance diversity among basemodels by employing differ-
ent model structures, training data bagging (J. Y. Li et al.,
2021), and weight allocation (Goel et al., 2007). However,
these traditional methods do not always guarantee suffi-
cient diversity. It is still likely that the base models make
the same mistakes in the same areas.

2.2 Surrogate-based TSO

For decades, the research community has been focusing on
analytical modeling of traffic dynamics, using approaches
such as shock wave theory (Wu& Liu, 2011), queueing the-
ory (Osorio & Bierlaire, 2009), and cell transmissionmodel
(Pohlmann & Friedrich, 2010) for signal optimization.
In those models, traffic dynamics is usually simplified,
especially when the real traffic does not flow in a well-
arranged manner, such as at intersections with turning
bays and lane-drop areas. By simulating the vehicles indi-
vidually, microscopic traffic simulation can provide an
accurate evaluation of signal performance that closely
reflects real-world conditions. Thus, it can be an ideal
objective function for TSO. However, simulation-based
objective functions are expensive to evaluate. To relieve the
computational burden, research communities have been
focusing on surrogate modeling that approximates the
simulation-based objective function. There are mainly two
streams of surrogate-based TSO. The first stream combines
the surrogate model and analytical model in the objective
function. The second stream relies on using the surrogate
model as the sole objective function.
Both surrogate and analytical models are inexpensive

to evaluate, and their respective advantages are taken into
account in the studies of the first stream.Analyticalmodels
are established with physical components of the under-
lying traffic system. Therefore, they can provide a good
global approximation. In contrast, fitting the data sam-
ples from microscopic simulation, surrogate models are
expected to predict more accurately in specific local areas
that are densely sampled (Osorio & Bierlaire, 2013). The
objective function is formulated as a linear combination of
the two models, the preference of which can be adjusted
to cater to the needs of global and local search. Origi-
nating from the pioneering work of Osorio and Bierlaire
(2013), thismethod has been applied to TSO problemswith
various scenarios and objectives, including signal control
in large-scale networks (Osorio & Chong, 2015), dynamic
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signal control (Chong & Osorio, 2017), travel time-robust
signal control (Xiao Chen et al., 2019), and energy-efficient
signal control (Osorio & Nanduri, 2015). In this stream of
studies, the surrogate model is usually a simple quadratic
polynomial to maintain analytical tractability. As a cost
of using such a simple structure, the surrogate model can
only fit well in the local area out of its limited fitting ability.
Furthermore, the simple structure has difficulty handling
discrete variables, such as signal phase sequences, and
highly nonlinear relations, such as offset. Consequently,
the above studies only optimize green splits, which are
relatively linear to signal performances.
On the contrary, the surrogatemodels used in the second

stream are generic functions with superior fitting ability
(Osorio & Chong, 2015). For example, an RBFmodel and a
GPmodel (also calledKrigingmodel) were applied to serve
as the surrogatemodels in TSO (Leandro&Luque, 2023). A
GP model was incorporated into Bayesian optimization to
solve arterial signal coordination problems (Ito et al., 2019).
Liang et al. (2021) proposed a surrogate-assisted coopera-
tive TSO for large-scale networks. In this work, the large
network was first decomposed into sub-networks, and
then an RBF model was developed to approximate the sig-
nal performance function in the sub-networks. RBFmodel
and GP model were also used to tackle multi-objective
TSO considering stochasticity in simulations (Zheng & Li,
2023; Zheng et al., 2019). Tay and Osorio (2022) proposed
a GP model to approximate the whole large-scale network
globally. The GPmodel was enhanced by problem-specific
information from analytical models to obtain prior beliefs
before any simulation was conducted. Gong et al. tackled
the same problem with a trust region Bayesian optimiza-
tion method using local GP models (Gong et al., 2024).
To defend cyberattacks on signal systems, a robust GP
surrogate-based TSO was proposed to realize an equilib-
rium in the attack-defense game (Bao et al., 2023; Zheng
et al., 2023).
However, traditional surrogate models face certain

shortcomings. First, their potential for scalability to large
historical datasets and high-dimensional inputs is limited
(Liu et al., 2020). Second, it is still an open problem to
model discontinuous functions using traditional surrogate
models (Boursier Niutta et al., 2018). These aspects hinder
the applications of surrogate models in complicated TSO
systems.
In recent years, deep learning models have been over-

whelmingly popular in surrogate modeling due to their
paramount abilities to cope with high dimensions, non-
linearity, and discontinuity. However, in a study of deep
learning prediction for signal performance, it was reported
that the prediction accuracy on the extreme points of deep
learning models was far behind their overall performance
(Gora et al., 2018). Due to the great prediction error, the

extreme points of the deep learning surrogate models will
turn out to be non-promising solutions, and a limited sim-
ulation budget will be wasted in validating those solutions.
Although an attempt has demonstrated that with exten-
sive training data, deep learning models can satisfactorily
facilitate TSO (Gora et al., 2019), it is still not applicable
in practice with limited training data. Therefore, despite
the predominant applications of deep learning models in
traffic prediction tasks, the issue of poor prediction on
extreme points has been impeding their applications in
traffic optimization problems.

2.3 Diverse ensemble learning

An ensemble ofmultiple deep learningmodels (called base
learners in the context of ensemble learning) can improve
generalization. The vital reason is that the diversity of base
learners drives them to make different mistakes for the
same task. The mistakes tend to be canceled out by averag-
ing the predictions. Therefore, this review introduces the
studies focusing on diversifying ensembles.
Randomization is an intuitive and classic method to

encourage ensemble diversity. It can be incorporated into
different components of ensemble training. For exam-
ple, bagging (Breiman, 1996) and random forests (RFs;
Breiman, 2001) allocate random subsets of training data for
different base learners. Random weight initialization and
learning rate scheduling (Huang et al., 2017) tend to drive
base learners to converge to different areas in the parame-
ter space, which has been comprehensively demonstrated
by Fort et al. (2019).
Randomizationmethods only trigger diversity at the ini-

tial stage of ensemble training, without continuous guid-
ance in the following training process. Instead of betting
on randomization, studies have been proposed to boost
ensemble diversity proactively with diversity-encouraging
loss functions. The selective approaches aim to select a sub-
set of base learners or training data from a pool of them to
enhance diversity. For example, a genetic algorithm based
selective ensemble (GASEN) algorithm was developed to
select a subset from a pool of base learners, with an objec-
tive function of the minimal correlation among them (Z.
-H. Zhou et al., 2002). A DivE2 model was introduced to
create subsets of training data with specialized and com-
plementary expertise (T. Zhou et al., 2018). A loss function
consisting of inter-model and intra-model diversity guided
the data assignment problem. Other approaches continu-
ously train the existing base learners towards diversity. For
example, for regression tasks, a genetic algorithmwas used
to evolve the weights of base learners to balance accuracy
and diversity through multi-objective optimization (Opitz
& Shavlik, 1995). To encourage diversity in classification
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tasks, Pang et al. (2019) proposed diversifying the non-
maximal predictions of the classes while maintaining the
predicted class with maximal probability being the true
class. It was also proposed that the features could be diver-
sified to encourage the diversity of the base predictions (S.
Zhang et al., 2020).
However, only a few studies focused on diversifying

ensembles with limited training data. An intuitive strategy
is to use limited labeled training data to pursue pre-
diction accuracy and boost diversity through pseudo or
unlabeled data. For example, an oppositional relabeling
method was proposed to construct diverse datasets, driv-
ing the base learners to diverse predictions in unseen
areas (Melville and Mooney, 2005). Ensemble diversity
could also be promoted by differentiating the predictions
of unlabeled data (M. -L. Zhang and Zhou, 2013). In these
methods, the accuracy and diversity of the base learners
are trained simultaneously. However, introducing pseudo
or unlabeled data will inevitably increase the training
time compared to ordinary ensembles, such as those using
randomization methods.
While only a few ensemble studies have been proposed

for limited training data scenarios, even fewer are fur-
ther specifically designed for online training under a tight
time budget. In this study, an ADE method is proposed to
tackle the issue of limited time by separating the task of
diversity and predictor training. An adversarial diversity
training algorithm is developed to boost diversity offline
with unlabeled data.
Some studies, such as selective ensemble, also sepa-

rate the two tasks, yet those studies do not emphasize
that the training of predictors follows the training of
diversity, which therefore is still conducted online. This
study distinguishes itself by addressing this particular
aspect.

3 PRELIMINARIES

In this section, first, the simulation-based online TSO
problem is elaborated on. Then, a surrogate-based opti-
mization framework is introduced to solve the problem.

3.1 TSO problem

Online TSO with dynamic demand can be decomposed
into fixed-time TSOs in small time windows. Therefore,
fixed-time TSO serves as the basic unit for online dynamic
TSO. The constrained simulation-based fixed-time TSO
problem is formulated by Equations (1a) to (1g).

min 𝑦 = 𝑓sim (𝑐, 𝜹1, 𝜹2, … , 𝜹𝐼) (1a)

Subject to: ∀𝑖 ∈ ℕ𝐼 = {1, … , 𝐼},

𝑐min ≤ 𝑐 ≤ 𝑐max (1b)

𝜹𝑖 = (𝒈𝑖, 𝑠𝑖, 𝜃𝑖) (1c)

𝒈min
𝑖

≤ 𝒈𝑖 ≤ 𝑐 (1d)

‖𝒈𝑖‖ = 𝑐 (1e)

𝑠𝑖 ∈ 𝑆𝑖 (1f)

0 ≤ 𝜃𝑖 ≤ 𝑐; 𝜃1 = 0 (1g)

In this optimization problem, traffic demand is assumed
to be fixed, which is a common practice in simulation-
based TSO (Osorio & Bierlaire, 2013; Tay & Osorio,
2022). In dynamic applications, the optimization starts
over with the latest traffic demand. The objective shown
in Equation (1a) is to minimize the traffic performance
index 𝑦. The simulation-based objective function 𝑓sim

calls a simulation run for the evaluation of signal timing
(𝑐, 𝜹1, 𝜹2, … , 𝜹𝐼). 𝑐 is the variable of common cycle length.
The range of cycle length is restricted by Equation (1b). 𝜹𝑖
stands for the signal timing at intersection 𝑖. 𝐼 is the num-
ber of signalized intersections. For each intersection, the
green durations𝒈𝑖, phase sequence 𝑠𝑖, and offset 𝜃𝑖 are opti-
mized as Equation (1c) indicates. The unit of signal timing
is second. The constraints of the green durations are given
in Equations (1d) and (1e). Amber and all-red times are
included in 𝒈𝑖 . Phase sequence 𝑠𝑖 is required to be in a set
of feasible sequences 𝑆𝑖 , as Equation (1f) indicates. 𝑠𝑖 can
be defined as either an integer variable (such as, for three-
phase cases, its value can be 0 or 1) or a sequence (its value
can be {0, 1, 2} or {0, 2, 1}). In this study, 𝑠𝑖 is defined as a
sequence, but it is still regarded as a one-dimensional deci-
sion variable. Finally, Equation (1g) restricts the range of
the offsets. The offset of the first intersection is set to be
the datum value, zero.
Constraints (1d) to (1f) reflect a typical stage-based mod-

eling of signal timing (Webster, 1958). The stage-based
approach splits the cycle into several phases. Only com-
patible movements can be grouped into the same phase,
ensuring the safety of the movements. All the possible
permutations of the phases form the feasible set of phase
sequences.
In this model, the dimension of decision variables is

𝑑 = 2𝐼 +
∑

𝑖
|𝒈𝑖|. 1 for cycle length, 𝐼 − 1 for offsets, 𝐼

for sequences, and
∑

𝑖
|𝒈𝑖| for phase durations. For nota-

tional convenience, in the following contents, the variables
(𝑐, 𝜹1, 𝜹2, … , 𝜹𝐼) are replaced by 𝒙 ∈ ℝ𝑑 and the feasible
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638 TANG et al.

Generate initial samples

Train surrogate model
(Section 4.2)

Run simulation model

Budget reached?

Best-known solution

Step 1

Step 3

Step 4

Step 5 Select infill samples

No

Yes

Step 6

The k-th iteration

Pre-train surrogate model 
with T rounds of training

(Section 4.1)

Step 2

F IGURE 1 Framework of surrogate-based optimization.

region defined in Equations (1b) to (1g ) is denoted by Ω.
The optimal solution 𝒙∗ of the problem in Equations (1a)
to (1g ) is defined in Equation (1h).

𝒙∗ = argmin
𝒙∈Ω

𝑓sim (𝒙) (1h)

The high dimension of decision variables and expensive-
to-evaluate objective function bring computational chal-
lenges to this optimization problem. In the following sec-
tion, a surrogate-based optimization framework is intro-
duced to realize computationally efficient optimization.

3.2 Framework of surrogate-based
optimization

The framework of surrogate model-based optimization is
presented in Figure 1.
In this study, an ADE model is proposed as the surro-

gate model. It requires an offline pre-training stage with T
rounds of training (see Section 4.1) before it can be trained
by the simulation data. Therefore, Step 1 is to pre-train the
surrogate model.
In Step 2, the initial samples of signal timing, whose

set is denoted as 𝑋init, are selected in the feasible region
Ω. Each sample is a vector of all decision variables spec-
ified in Equation (1a). To obtain an initial knowledge of
the landscape of 𝑓sim, the samples should be as evenly
distributed as possible. An optimization-based method of
design of experiment, maximin Latin hypercube sampling
(Maximin LHS; Morris & Mitchell, 1995), is adopted to
generate the initial samples.
Step 3 runs traffic simulations to evaluate the received

samples from the last step (either Step 2 or Step 6) to obtain
their true labels. All the samples evaluated at or before

the 𝑘th iteration form a data pool (𝑋𝑘
pool

, 𝑌𝑘
pool

), which is
defined in Equations (2a) and (2b).

𝑋𝑘
pool

= 𝑋init ∪
{
𝑋𝑙

ext

}𝑘

𝑙=1
(2a)

𝑌𝑘
pool

= 𝑌init ∪
{
𝑌𝑙

ext

}𝑘

𝑙=1
(2b)

where 𝑌 is the set of true labels of 𝑋 (scripts omitted). 𝑋𝑘
ext

is the set of extreme points at the 𝑘th iteration, which will
be introduced below.
In Step 4, the surrogate model 𝑓SM𝑘 will be trained or

re-trained by (𝑋𝑘
pool

, 𝑌𝑘
pool

). The proposed ADE will serve
as the surrogate model. For details of ADE, please refer to
Section 4.
Updated with the latest data pool, the surrogate model

will subsequently adjust its beliefs regarding promising
areas. Step 5 searches the extreme points of the latest sur-
rogate model 𝑓SM𝑘 The extreme point 𝒙𝒌

𝐞𝐱𝐭 is defined in
Equation (2c). In the next iteration, the extreme points
are the infill samples that will be evaluated by simulation
to verify their solution quality and update the surrogate
model. In the following contents, the terms extreme points
and infill samples are used interchangeably in different
context.

𝒙𝒌
𝐞𝐱𝐭 = argmin

𝒙∈Ω
𝑓SM𝑘 (𝒙) (2c)

Differential evolution (DE; Das et al., 2016) serves as
the optimizer for the search for extreme points in Equa-
tion (2c). Due to the stochastic nature of DE, the returned
𝒙𝒌
𝐞𝐱𝐭 may vary across multiple parallel search sessions,
thus allowing for constructing a set of different infill sam-
ples, 𝑋𝑘

ext. Please refer to Appendix 1 for the detailed DE
algorithm.
In Step 6, if the budget is reached, terminate and output

the best-known solution in (𝑋𝑘
pool

, 𝑌𝑘
pool

); otherwise, go to
Step 3 to evaluate the extreme points 𝑋𝑘

ext by simulation.
The surrogate-based optimization relies on a good solu-

tion quality of the extreme point 𝒙𝒌
𝐞𝐱𝐭 . However, 𝒙

𝒌
𝐞𝐱𝐭 may

not necessarily be a promising solution to the original
simulation-based objective function 𝑓sim(𝒙). To tackle this
issue, an ADE approach is proposed to improve the predic-
tion performance on the extreme points and consequently
to improve their solution quality.

4 ADVERSARIAL DIVERSE
ENSEMBLE

Figure 2 shows the network structure of the pro-
posed adversarial diverse ensemble (ADE). In the infer-
ence phase (i.e., when implemented in predictions), the
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TANG et al. 639

F IGURE 2 Network structure of adversarial diverse ensemble (ADE).

ensemble consists of 𝑁 base learners {𝐸𝑗, 𝑃𝑗}
𝑁
𝑗=1

, as
Figure 2b illustrates. {𝐸𝑗}

𝑁
𝑗=1

is a set of feature extrac-
tors that are trained to extract diverse features from the
same input data. {𝑃𝑗}

𝑁
𝑗=1

are the predictors receiving the
features from their respective extractors and outputting
predictions. In the forward calculation, for any given input
𝒙, each 𝐸𝑗 outputs a distinct feature 𝐸𝑗(𝒙). Then each
predictor 𝑃𝑗 receives 𝐸𝑗(𝒙) and outputs a base predic-
tion 𝑃𝑗(𝐸𝑗(𝒙)) as Equation (3) indicates. In this study, the
final output of the ensemble is simply the average of base
learners’ predictions as Equation (3) shows.

𝑦̂ =
1

𝑁

𝑁∑
𝑗=1

𝑦̂𝑗 =
1

𝑁

𝑁∑
𝑗=1

𝑃𝑗

(
𝐸𝑗 (𝒙)

)
(3)

Simultaneous training of extractors and predictors is
time-consuming for online tasks. Thus, a two-stage train-
ing is designed to separate the two training processes in a
semi-supervised learning manner. The first stage is offline
training of diverse extractors (i.e., Step 1 in Figure 1) with
the assistance of decoders {𝐷𝐶𝑗}

𝑁
𝑗=1

, a mixer 𝑀, and a
discriminator 𝐷 as Figure 2a shows. The second stage
is online training of predictors illustrated in Figure 2b
(i.e., Step 4 in Figure 1). The two stages are introduced
below.

4.1 Offline training of diverse extractors

Given a set of unlabeled input data 𝑋̃ = {𝒙̃𝒓}
𝑅̃
𝑟=1

randomly
sampled in Ω, this stage aims to train diverse extractors
{𝐸𝑗}

𝑁
𝑗=1

. It can be conducted offline because no data from
simulation are required. The extractors are expected to
generate features that are distinct from those produced by
other extractors.Meanwhile, the generated features should

retain all the information derived from the input data; oth-
erwise, the predictors cannot learn an effective mapping
from extracted features to labels in the second stage. The
diversity is achieved through an adversarial diversity train-
ing algorithm, and information retention is ensured with
the assistance of the decoders.

4.1.1 Adversarial diversity training

In the ADE, as illustrated in Figure 2a, the extractors
{𝐸𝑗}

𝑁
𝑗=1

and the mixer 𝑀 are the key players to interact
with an unbiased judger, that is, a discriminator 𝐷. The
mixer aims to assimilate the features extracted by differ-
ent extractors, to hinder the discriminator from identifying
which extractor a mixed feature originally comes from.
On the contrary, the extractors aim to diversify features
to defy the assimilation effect of the mixer, to help the
discriminator identify the origin extractor of the mixed
feature.
In the adversarial process, the increasing diversifica-

tion capability of the extractors will enforce the mixer to
strengthen its ability to confound the discriminator. Sim-
ilarly, the enhanced mixer will also drive the extractors
to generate increasingly distinct features, which can be
more identifiable to the discriminator. Through multiple
rounds of adversarial training, the diversification ability of
the extractors will be progressively enhanced.
The forward calculation of the aforementioned pro-

cess is elaborated on as follows. For any extractor 𝐸𝑗 ,
the extracted feature 𝐸𝑗(𝒙̃) is fed into the mixer 𝑀

and converted to a mixed feature 𝑀(𝐸𝑗(𝒙̃)). The mixed
feature is then fed into the discriminator 𝐷, which
identifies which extractor generates the mixed feature
𝑀(𝐸𝑗(𝒙̃)). The discriminator outputs a probability distri-
bution𝐷(𝑀(𝐸𝑗(𝐱̃))) ∈ ℝ𝑁 . The 𝑖th element of it represents
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640 TANG et al.

the probability that the mixed feature 𝑀(𝐸𝑗(𝒙̃)) comes
from the 𝑖th extractor 𝐸𝑖 .
In the following contents, let 𝜙 denote the weights of

neural networks. The loss functions of adversarial training
include diversification loss div

𝐸 (𝜙𝐸𝑗
) and feature magni-

tude lossmag

𝐸 (𝜙𝐸𝑗
) for extractors andmixing loss𝑀(𝜙𝑀)

for the mixer.

1. Diversification loss:

div
𝐸

(
𝜙𝐸𝑗

)
= 𝔼𝒙̃∼𝑋̃

[


(
𝐷
(
𝑀

(
𝐸𝑗 (𝒙̃)

))
, 𝑞𝑗

)]
∀𝑗 ∈ {1, …𝑁}

(4a)

𝑞𝑗 (𝑖) =

{
1 if 𝑖 = 𝑗

0 if 𝑖 ≠ 𝑗
, 𝑖, 𝑗 ∈ {1, …𝑁} (4b)

𝑞𝑗 is a probability distribution representing the correct
classification. (𝑞′, 𝑞′′) is the cross-entropy loss forcing
a distribution 𝑞′ to approach 𝑞′′. This loss optimizes the
weights of the extractor 𝜙𝐸𝑗

to diversify its output 𝐸𝑗(𝒙̃).
When this loss converges well, the 𝑗th probability of the
discriminator’s output 𝐷(𝑀(𝐸𝑗(𝒙̃))) should be the largest
to signify the correct identification.

2. Feature magnitude loss:


mag

𝐸

(
𝜙𝐸𝑗

)
= 𝔼𝒙̃∼𝑋̃

[
1|𝒙̃|‖𝐸𝑗 (𝒙̃) ‖22]

∀𝑗 ∈ {1, …𝑁}

(5)

| ⋅ | is the length of the vector and ‖ ⋅ ‖2
2
stands for 𝓁⋬-

norm. The purpose of this loss function is to restrict the
magnitude of the diversified features. This term is used
to counteract a tendency that the extractors generate dis-
tinguishable features solely by magnitude, which lacks
meaningful diversity.

3. Mixing loss:

𝑀 (𝜙𝑀) =
1

𝑡

𝑡∑
𝑠=1

𝑠
𝑀 (𝜙𝑀) (6a)

𝑠
𝑀 (𝜙𝑀) = 𝔼𝒙̃∼𝑋̃

[
1

𝑁

𝑁∑
𝑗=1



(
𝐷
(
𝑀

(
𝐸𝑠
𝑗 (𝒙̃)

))
, 𝑞
)]
(6b)

𝑞 (𝑖) =
1

𝑁
, ∀𝑖 ∈ {1, …𝑁} (6c)

𝑞 is a target uniform distribution. The objective of 𝑀 in
Equation (6a) is to optimize the weights of the mixer 𝜙𝑀

to assimilate the diversified features. In this way, the dis-
criminator is not able tomake a judgment on the origin of a
mixed feature𝑀(𝐸𝑗(𝒙̃)). It is realized by forcing the output

distribution of the discriminator to be uniform as Equa-
tion (6b) indicates. 𝐸𝑠

𝑗
refers to the historical 𝐸𝑗 at the 𝑠th

round, and 𝑡 stands for the current number of rounds. The
mixer𝑀 has to assimilate the diversified features produced
by all the historical extractors as Equation (6a) shows.
In this way, the extractors in the next round cannot con-
verge to any historical ones but will be trained to enhance
diversity further.
It should be noted that, in this study, the discriminator

is not designed to aid either the extractors or the mixer
in achieving their respective objectives but serves as an
impartial judge. Thus, the discriminator is not trained in
any process butmaintains its randomly initializedweights.

4.1.2 Information retention

Adversarial diversity training facilitated by Equations (4)
to (6) can help extractors generate diverse features. How-
ever, it is very likely that the extractors produce features
with little or even no information retained from the input
data. In this case, the predictors cannot learn to make sen-
sible inferences using incomplete information. Therefore,
a loss is introduced to retain information in the extracted
features via an encoder–decoder learning paradigm. Tak-
ing an extractor 𝐸𝑗 as an encoder, the decoder 𝐷𝐶𝑗 is
introduced to recover the feature 𝐸𝑗(𝒙̃) back to the input
data 𝒙̃ by forcing𝐷𝐶𝑗(𝐸𝑗(𝒙̃)) to approach 𝒙̃. The loss func-
tion for information retention is described in Equation (7),
where  is the mean squared error (MSE) loss.

info
𝐸,𝐷𝐶

(
𝜙𝐸𝑗

, 𝜙𝐷𝐶𝑗

)
= 𝔼𝒙̃∼𝑋̃

[

(
𝐷𝐶𝑗

(
𝐸𝑗 (𝒙̃)

)
, 𝒙̃

)]
∀𝑗 ∈ {1, …𝑁}

(7)

4.1.3 Strategy for coordinating multiple
objectives

As introduced above, extractors andmixer are the twoplay-
ers in the adversarial diversity training. In a single round
of adversarial training, one step is to train the extractors
together with decoders by the loss functions of diversi-
fication div

𝐸 , feature magnitude 
mag

𝐸 , and information
retention info

𝐸,𝐷𝐶
. The other step is to train the mixer by

misclassification loss function 𝑀 .
The training of extractors involves multiple objectives

in a single objective optimization via a weighted-sum
combination as Equation (8) shows.

𝐸 = 𝑤div
𝐸 ⋅ div

𝐸

(
𝜙𝐸𝑗

)
+ 𝑤

mag

𝐸 ⋅ 
mag

𝐸

(
𝜙𝐸𝑗

)
+ 𝑤info

𝐸,𝐷𝐶
⋅ info

𝐸,𝐷𝐶

(
𝜙𝐸𝑗

, 𝜙𝐷𝐶𝑗

)
(8)
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TANG et al. 641

TABLE 1 Algorithm 1: Strategy for coordinating multiple
objectives.

The major objective div
𝐸 conflicts with 

mag

𝐸 and info
𝐸,𝐷𝐶

,
which requires a strategy to coordinate these objectives.
Specifically, a weight-tuning strategy is designed in Table 1.
In this strategy, the loss 

mag

𝐸 and info
𝐸,𝐷𝐶

will be main-
tained around their targets. It is realized by assigning a
large initial weight to them for fast convergence and apply-
ing a decay function when they are below the targets.
Once the targets are met, the optimization will focus more
on diversification loss div

𝐸 . The targets are set because
extremely small mag

𝐸 and info
𝐸,𝐷𝐶

will restrict the repre-
sentation ability of the extractors to produce more diverse
features.

4.2 Online training of predictors

In the training process above, the extractors are trained to
produce diverse features. The extractors will be frozen in
the second training stage.
The second stage trains the predictors to approximate

the underlying simulation-based objective function via a
small amount of online collected data (𝑋, 𝑌). 𝑋 = {𝒙𝒓}

𝑅
𝑟=1

,
𝑅 ≪ 𝑅̃.𝑌 = {𝑦𝑟}

𝑅
𝑟=1

is obtained through simulations. In the
forward pass, the input data are converted to diverse fea-
tures by the extractors. The features are then fed into the
predictors to make predictions. It can be noticed that the
training of each predictor is independent, enabling parallel
training. The loss function is as Equation (9) shows.

𝑃 (𝜙𝑃𝑗
) = 𝔼(𝒙,𝑦)∼(𝑋,𝑌)

[

(
𝑃𝑗

(
𝐸𝑗 (𝒙)

)
, 𝑦
)]

∀𝑗 ∈ {1, …𝑁}
(9)

4.3 Pseudo-code of ADE training

The detailed training process of ADE is summarized in
Table 2. Algorithm 2.1 is for the pre-training of diver-

TABLE 2 Adversarial diverse ensemble (ADE) training.

sified extractors with unlabeled data. In one round of
adversarial training, the training of extractors and mixer is
implemented alternately. Algorithm 2.2 is for the parallel
training of predictors with labeled data.

5 PERFORMANCE VALIDATIONS

In this section, the performance of ADE as a prediction
model is validated in a traffic signal performance predic-
tion problem on the given study site. Specifically, ADE
serves to predict a traffic simulator’s output 𝑓sim (𝒙). 𝑓sim

outputs average delay per vehicle (s/veh) from the sim-
ulation. ADE is trained by limited samples from 𝑓sim(𝒙)

and tries to predict any sample 𝒙 in the space Ω. In
the validations, first, the diversification performance of
the proposed ADE is examined under different num-
bers of adversarial training rounds 𝑇. Different levels
of diversity may lead to varied prediction performance.
The overall prediction performance of ADE in the entire
sample distribution is then validated. Particularly, the
prediction performance on the extreme points is also
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642 TANG et al.

F IGURE 3 Study site and traffic scenario.

TABLE 3 Phase structure.

Abbreviations: S, south; N, north; W, west; E, east; Th, through; LT, left-turn;
RT, right-turn.

examined. To begin with, a description of the study site is
presented.

5.1 Study site

Experiments are conducted on a four-intersection arterial
on Bowen Bridge Road, Brisbane, Australia. The traffic
demand was collected in a morning peak. The road geom-
etry and traffic demand are shown in Figure 3. SUMO, that
is, Simulation of UrbanMobility, serves as the microscopic
traffic simulator (Lopez et al., 2018). The simulator is set to
be deterministic.
As mentioned in Section 3.1, this study adopts stage-

based modeling for traffic signals. Table 3 presents the
phase structure. Movements here are represented by
the approach they come from and their flow direction.
For example, S-Th stands for a through flow move-
ment from the south approach. The permitted movements
are discharged in any phase. The protected movements
can only be discharged in their specific phase(s). The
parameters of the TSO problem in Equation (1) are
shown in Table 4. Each simulation lasts for 20 min,
with additional 5 min warm-up. The yellow and all-

TABLE 4 Parameters for the traffic signal optimization
problem.

Parameter Value
𝑐max , 𝑐min 120, 60
𝒈min
𝑖

{12, 12, . . . , 12}
𝑆𝑖 {(0, 1, 2), (0, 2, 1)}, if |𝒈𝑖| = 3{(0, 1)}, if |𝒈𝑖| = 2

TABLE 5 Architecture of ADE.

Module Input Hidden Output Parameters
Extractor (each) 27 (128,2) 64 44,864
Decoder (each) 64 (128,2) 27 44,827
Predictor (each) 64 (128,3) 1 57,985
Mixer 64 (128,1) 64 33,088
Discriminator 64 – 7 455

red times at the end of each phase are 3 and 2 s,
respectively.

5.2 Experiment setting

5.2.1 Learning setup

In this particular problem, the decision dimension 𝑑 = 19.
However, the input to the ensemble model is a 27d vec-
tor, including extra dimensions of sequence-based phase
sequences, as explained in Section 3.1. The size of the
diverse features is set to 64, as well as the length of the
mixed features (see Figure 2 and Section 4.1.1 for the
purpose of diverse and mixed features). The extractors,
decoders, predictors, andmixer are built onmultilayer per-
ceptron. The discriminator uses a linear layer. The number
of base learners is 𝑁 = 7. The detailed architecture of the
ADE is presented in Table 5.
The hyperparameters in Algorithms 1 and 2 are set

as follows. 𝛼
mag

𝐸 = 1.0, 𝛼info
𝐸,𝐷𝐶

= 1.0. 𝑤̄div
𝐸 = 1.0, 𝑤̄

mag

𝐸 =

5.0, 𝑤̄info
𝐸,𝐷𝐶

= 5.0, 𝑒max
𝐸 = 3000, 𝑒max

𝑀 = 500. 𝑓𝑑 (; 𝛼) =

exp(−3𝛼∕). The following common settings are for all
the tested methods for a fair comparison. Rectified Linear
Unit (ReLU) is adopted as the activation function. Learn-
ing rate 𝜂 is 0.001. 𝑒max

𝑃 is 1000 for predictor training. Two
strategies are applied to avoid overfitting: An 𝑙2 regulariza-
tion with a weighting factor of 0.1 is combined in the loss
function for the training of predictors; an early-stopping
threshold 𝛼𝑃 = 0.5 is to terminate the training. Adam is
selected to be the optimizer (Kingma & Ba, 2014). The
weights are initialized by theHe-normalmethod (He et al.,
2015).
Pytorch is adopted as the tool to establish the deep learn-

ing models and implement the training and inference.
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TANG et al. 643

All the experiments are conducted on a desktop with a
2.50 GHz 8 core CPU and 16 GB memory.

5.2.2 Proposed models and baselines

To verify the effectiveness of ADE, the ablation study of
loss functions in adversarial diversity training and the
comparative study with other diversification techniques
are conducted. The proposedADE, ablatedADE, and other
baselines are given below.

ADE-T: The proposed ADE models trained with T,
from 1 to 60, rounds of adversarial diversity training
to showcase the evolving effects on diversification
and prediction performance.

ADE-i: An ablated ADE whose extractors simply use
initializedweightswithout any training (i.e., no loss
function involved).

ADE-m: An ablated ADE whose extractors are merely
trained bymag

𝐸 , to just restrict themagnitude of the
features.

ADE-0: An ablated ADE whose extractors are trained
by 

mag

𝐸 and info
𝐸,𝐷𝐶

, to restrict the feature magni-
tude and retain information. However, adversarial
diversity training is not involved (equivalent to zero
round of adversarial diversity training).

RND-p: An ensemble whose diversity is only triggered
by randomizing initial weights. Each base learner
uses the same network structure as the predictor
module (except that the input size is 27) indicated
in Table 5.

RND-ep: It is similar to RND-p, except that it uses the
same extractor-predictor structure as ADE.

During the training, the ADEs and their ablated vari-
ants are first pre-trained by an unlabeled dataset 𝑋̃ with a
size of 300. RND-p and RND-ep do not need pre-training.
The predictors of ADEs, ablated variants, and RND base-
lines are trained by a labeled dataset (𝑋, 𝑌) with a size of
50, in which 𝑋 is generated by Maximin LHS and 𝑌 is the
lables from 𝑓sim. Unless otherwise specified, the results in
the rest of the paper are aggregated from the 25 parallel
experiments, using five sets of 𝑋̃ and five sets of (𝑋, 𝑌).

5.3 Diversification performance

This section aims to examine the overall diversification
performance in the entire sample space (i.e., feasible
region Ω). The trained surrogate models are tested on a
test dataset of 1000 data randomly sampled in Ωwith true
labels is used for the evaluation.

The average relative standard deviation (RSD, the larger,
the more diverse) is an index of diversity. Please refer to
Appendix 2 for the calculation of the index. The results of
diversification are presented in Figure 4.
Figure 4 shows that for ADE-T, RSD kept increas-

ing along with adversarial training rounds 𝑇. The trend
became stable from about 50th round. RSD reached 28%
at the 60th round, significantly larger than RND baselines
(13% and 9%) and ADE-0 (12%). It demonstrates that adver-
sarial diversity training can continuously diversify the base
learners until stability.
The relatively large diversity of ADE-i and ADE-m came

from the randomized initial weights of the extractors.
Compared with ADEs, RND baselines cannot guaran-
tee a high diversity using randomization technique as its
diversity is not controllable during the training.
Different levels of diversitymay lead to varied prediction

performance. The following aims to examine the effects of
diversity on ADE’s prediction performances.

5.4 Overall prediction performance

In this section, the average prediction performance across
the entire sample space is examined. Ensemblemean abso-
lute percentage error (eMAPE) is adopted to evaluate the
ensemble prediction performance. The average MAPE of
base learners (bMAPE) is used to evaluate base learners’
prediction accuracy. Also refer to Appendix 2 for the cal-
culation of the indices. In Figure 4, comparing ADE-0
and ADE-1, the slight diversity introduced by one round
of diversity training could improve bMAPE. However,
in the following rounds, the constantly increasing diver-
sity deteriorated base learners’ prediction performance
until around the 15th round. This phenomenon occurred
because the increasing diversity resulted in varied base
predictions, some of which inevitably deviated from the
ground truth.
ADE’s ensemble performance (eMAPE) can be

enhanced by larger diversity (RSD) and better accu-
racy of base learners (bMAPE). Compared to ADE-0, the
decreased eMAPE of ADE-1 was contributed by both a
larger RSD and lower bMAPE. Then, eMAPE increased
until around the 10th round as a rapidly deteriorating
bMAPE eclipsed the slowly growing RSD. In contrast, the
effects of RSD became prominent after the 10th round,
leading to a slowly dropping eMAPE.
Although ADE-i and ADE-m presented relatively large

diversity, they could not predict well. Due to ablated
information retention, their base predictors could not real-
ize effective generalization on test data as reflected by a
poor bMAPE. In contrast, RND baselines presented poor
prediction performance out of their poor diversity.
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644 TANG et al.

F IGURE 4 Performance validation on random test set.

F IGURE 5 Performance validation on extreme points.

5.5 Prediction performances on
extreme points

While common prediction problems focus on overall
prediction performance across the entire sample distribu-
tion, the nature of surrogate-based optimization problems
necessitates accurate prediction for extreme points of the
surrogate models. Therefore, in this section, surrogate
models’ prediction performance on their extreme points is
examined.
The procedure of the experiment is described as follows.

First, extreme minimum point 𝒙𝐞𝐱𝐭 of a surrogate model
𝑓SM is searched by theDE algorithm.DEmay return differ-
ent 𝒙𝐞𝐱𝐭 in parallel search sessions. To reduce stochasticity
in the results, extreme points from 𝑠 = 5 parallel search
sessions form a test set 𝑋ext = {𝒙𝒊,𝐞𝐱𝐭}

𝑠
𝑖=1
. The average

extreme value predicted by 𝑓SM,
∑𝑠

𝑖=1
𝑓SM(𝒙𝒊,𝐞𝐱𝐭)∕𝑠, is pre-

sented by the green line in Figure 5. Samples in 𝑋ext are

then validated by true function 𝑓sim. The average true
value

∑𝑠

𝑖=1
𝑓sim(𝒙𝒊,𝐞𝐱𝐭)∕𝑠 is presented by the red line. Par-

ticularly, the minimal true value among 𝑓sim(𝒙𝒊,𝐞𝐱𝐭) is also
presented in Figure 5 by a blue line. The boxes stand for
the ranges of those values in 25 parallel experiments. As
mentioned above, the surrogate model is trained by a 50-
sample labeled training set (𝑋, 𝑌). The best-known value
in the training set,min(𝑌), is also presented in Figure 5 as
a reference, with the black line for the average best-known
value in the five training sets.
Compared with the prediction performances on ran-

dom samples, all the models presented more noticeable
prediction errors on the extreme points as can be seen
from the large absolute distance between the predicted
values (green) and the true values (red). This is because
it is inevitable that only those points biased towards the
negative direction the most can be recognized as extreme
points by DE. Although the predicted extreme values
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TANG et al. 645

F IGURE 6 The evolution of predictions of extreme points.

varied little across themodels, thosemodels showed signif-
icantly different prediction performances and capabilities
in identifying promising solutions.
With the increase of adversarial training rounds, ADE

exhibited a declining trend in the average true values
(red line), indicating a reduction in prediction errors on
extreme points. The trend converged toward the average
optimal value in the training set (black line). Moreover,
starting from around the 8th round, ADE could gener-
ate the best true value (blue line) that surpassed even
the best-known value in the training sets (black line).
It demonstrates ADE’s remarkable capability of creating
promising solutions beyond the existing knowledge from
the training data. It is enabled by improved prediction per-
formance on the extreme points. The mechanism behind
is explained in the following.

5.6 Explaining prediction performance
improvement on extreme points

Optimization algorithm searches the extreme points in
the entire sample space. The extreme points can be either
promising or non-promising ones. The prediction perfor-
mance on extreme points can be improved only when
the non-promising extreme points are eliminated as much
as possible. Figure 6 presents such a process facilitated
by adversarial diversity training. For the ADEs with no
or only a few rounds of training, the extreme points of
themwere usually non-promising solutions as can be seen
from the great gap between the predicted and true val-
ues. Taking the first row of Figure 6 as an example, ADE-0
predicted an average extreme value of 18, which appeared
to be very promising yet was validated 118 by simulation.
When diversity was gradually boosted by more training

F IGURE 7 Effects of diversity on non-promising extreme
point prediction.

rounds, the prediction of those non-promising extreme
points of ADE-0 was gradually corrected by its follow-
ing ADEs, approaching their true values. Consequently,
the non-promising extreme points of ADE-0 will not be
extreme points of its following ADEs. The similar correc-
tion processes are also shown for ADE-1, ADE-2, and so
on.
Figure 7 presents a representative example visualiz-

ing and explaining how diversity facilitates the correction
process. First, a global extreme point 𝒙0

𝐞𝐱𝐭 (marked by
a red cross; see Appendix 3 for its information) on the
high-dimensional response surface of ADE-0 is shown in
Figure 7a. To visualize the extreme property of this point,
an arbitrary dimension, 𝜃3 (i.e., the offset of the third inter-
section), is expanded to be the horizontal axis in the 2d
figure.
Figure 7a indicates that the similar mistakes made by

base learners of ADE-0 in this area led to this non-
promising 𝒙0

𝐞𝐱𝐭 . Nevertheless, the ensemble prediction of
this point was corrected slightly by ADE-5, as shown
in Figure 7b, due to diversity and generalization. With
five rounds of adversarial diversity training, the enhanced
diversity enforced the base predictions to differ in this
area. Such a diversification did not center on the predicted
extreme value in Figure 7a. Since the base predictions were
already extreme values, they could not produce predictions
with even lower values. Therefore, as an effect of general-
ization, the diversificationwas realized by increasing some
base predictions, approaching the ground truth. It demon-
strates that although the ensemble prediction is simply
an average of base predictions, it can still enforce the
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646 TANG et al.

correction process. This process was further facilitated in
the following rounds illustrated in Figure 7c–e. As a result,
the ensemble prediction of this area was gradually cor-
rected, and such a non-promising extreme area diminished
from ADE’s belief.
It should be noted that the goal of the correction pro-

cess is not to fit the ground truth perfectly. As long as the
predicted value is over the threshold of being an extreme
point, the non-promising extreme point is successfully
removed from its belief. For example, Figure 7c illustrates
that ADE-10 outputs about 40 for 𝒙0

𝐞𝐱𝐭 . Figure 6 indicates
that the threshold of ADE-10 is 17, much lower than 40. In
this way, 𝒙0

𝐞𝐱𝐭 is not an extreme point of ADE-10 anymore.
While the base predictions of non-promising extreme

points can be easily diversified, the remaining extreme
points are the ones all the base learners are still confi-
dent about. That is, the base predictions of the remaining
extreme points can resist the diversification and maintain
their predicted values. Such extreme points are thus more
likely to be promising solutions.
This diversity mechanism seems similar to how ensem-

bles improve overall performance in the entire sample
space. However, it necessitates a higher degree of over-
all diversity. This is because the degree of diversity can
be uneven across different areas of the response surface,
leaving some areas still undiversified. The non-promising
extreme points can still exist in those areas. Therefore, the
overall diversity should be substantially boosted to cover
the whole sample space and to clear the non-promising
extreme points as much as possible.

5.7 Summary

In this section, three performance indices are evaluated for
the proposed ADE, including overall diversification, pre-
diction performances in the entire sample space and on
extreme points. The following can be concluded from the
results.

1. The adversarial diversity training can continuously
diversify the base learners’ predictions as the training
rounds proceed.

2. The growing degree of ADE diversity has different
effects on prediction performance on two test sets.
On the random points set, a slight degree of diver-
sity is preferable, whilst excessive diversity can be
harmful.

3. On the extreme points set, the prediction performance
is continuously enhanced by growing diversity until
reaching stability. Consequently, the solution quality of
the extreme points is also improved.

In the next section, the efficiency of ADEs with different
degrees of diversity will be examined in TSO problems.

6 EVALUATION IN STATIC TSO

Section 5 validates the performance of ADE as a prediction
model in a traffic signal performance prediction prob-
lem under static demand. In this section, ADE serves as
a surrogate model in surrogate-based TSO problems and
is evaluated in terms of the optimization efficiency. TSO
experiments on the same study site in Section 5will be con-
ducted. In these experiments, the traffic demand is static
and the signal timing is fixed over time.

6.1 Experiment settings

The optimization experiments in this section follow the
framework in Figure 1. Specifically, diverse extractors are
pre-trained by T rounds of adversarial diverse training in
Step 1 and then fixed. The predictors are trained or re-
trained iteratively in Step 4. The experiment settings are
specified here. The settings for the study site are identi-
cal to those for the validations in Section 5. The same 𝑋̃

and (𝑋, 𝑌) in the validations are used to train the initial
surrogate model. To search for better solutions continu-
ously, five extreme points returned by the DE algorithm
will be selected as the infill samples and evaluated by sim-
ulation at each iteration. The iterative optimization will
go through 14 iterations. Therefore, at the end of the opti-
mization, a total of 50 + 14 × 5 = 120 samples will be used
to train the surrogate model and to search for the optimal
solution.
To avoid redundant experiments, some representative

models are selected to be evaluated in this section,
including all the RND baselines, all the ablated ADEs,
ADE-1 to ADE-5 with interval 1, and ADE-10 to ADE-60
with interval 10. Four widely used surrogate models are
used as baselines for the comparison, including the GP
model, RBF model, support vector regression (SVR), and
RF.

6.2 Results

Two different budgets are applied to evaluate the efficiency
of optimization. First, a budget of 120 simulation runs is
applied to analyze the models’ performance in discover-
ing better solutions. Then, the influence of the models’
time efficiency on optimization results is analyzed under
a budget of 120 s.
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TANG et al. 647

F IGURE 8 Distribution of infill samples.

6.2.1 Results under a budget of 120 runs

The evaluated surrogate models are divided into two
groups for the convenience of analyzing the results. The
first group consists of ensembles that are not fully diversi-
fied, including all the RNDbaselines, all the ablated ADEs,
and ADE-1 to ADE-5. ADE-10 to ADE-60 are regarded as
fully diversified ensembles.
To begin with, typical examples of infill sample distri-

bution are presented in Figure 8 to exhibit the patterns
of the iterative optimization procedures. A t-distributed
stochastic neighbor embedding (t-SNE) algorithm (van der
Maaten &Hinton, 2008) is employed to visualize the high-
dimensional distribution in a 2D figure. The location of
number 𝑘 stands for the location of the infill samples from
the 𝑘th iteration. Samples from different iterations are also
distinguished by colors. ADE-1 and ADE-30 are represen-
tatives of the two groups. In both cases, the infill samples at
the early iterations scatter in the entire distribution to con-
duct a global search for promising solutions. From about
the sixth round, the infill samples tend to gather in a local
area to conduct local search. Despite a similar pattern, the
two groups presented different performances.
Figure 9a shows the final best-known values at the

14th iteration. The fully diversified models can obtain
better final solutions than the non-fully diversified ones.
Comparing the convergence curve in Figure 9b,c, the
fully diversified ADE-10 to ADE-60 converged signifi-
cantly faster during the initial iterations (i.e., the global
search). This rapid convergence contributed to achiev-
ing a superior final solution over the others. To further
investigate the details of the fast convergence, the records
of objective values of the infill samples are provided in
Figure 10.
Figure 10 illustrates the true value 𝑦𝑘

min
and pre-

dicted value 𝑦̂𝑘
min

of the best infill sample at each iter-
ation, which are mathematically defined in Equation
(10). Figure 10 indicates that ADE-1 was more likely
to return the infill samples (i.e., extreme points) val-

idated to be non-promising at the initial iterations as
can be indicated by their large true values. On the con-
trary, the fully diversified ADE-30 could rapidly discover
promising solutions, much more efficient than ADE-
1, with less wasted simulation budget. This observation
meets the expectation, given that the validation results
on extreme points (Section 5.4) have shown that the
fully diversified ADEs can identify solutions with better
quality.

𝒙𝒌
𝐦𝐢𝐧

, 𝑦𝑘
min

= argmin
𝒙∈𝑋𝑘

inf ill

𝑓sim (𝒙) , min
𝒙∈𝑋𝑘

inf ill

𝑓sim (𝒙) (10a)

𝑦̂𝑘
min

= 𝑓SM𝑘

(
𝒙𝒌
𝐦𝐢𝐧

)
(10b)

As all the non-promising solutions are gradually cleared
by infill samples, the prediction errors on extreme points
will decrease as Figure 10 illustrates. That is because, from
the angle of backpropagation, the decreasing prediction
errors will gradually lead to the fact that the surrogate
models will not be dramatically updated by the infill sam-
ples. Consequently, surrogate models will not update their
beliefs in promising areas. The following iterations will
focus on the local search in themost promising area identi-
fied. In this process, the local areawill be gradually densely
populated by infill samples as Figure 8 shows.
In a densely sampled area, the prediction performance

on extreme points may not vary a lot among the surrogate
models. Therefore, ADE-1 and ADE-30 presented similar
convergence rates in local search. However, since local
search is conducted only in the promising area, the quality
of the final best-known solution is still greatly dependent
on the efficiency of finding a good promising area at the
initial iterations.
Figure 9c presents the convergence rate of the optimiza-

tions using traditional surrogate models, including GP,
RBF, SVR, and RF. The convergence rate of fully diversi-
fied ADEs was the same or faster than that of traditional
surrogate models at the early iterations. At the end of the
optimization, ADE presented slightly better best-known
value over traditional surrogate models, which can be
indicated by Figure 9a as well.

6.2.2 Results under a budget of 120 s

In practice, it is more straightforward to restrict the time
budget to return demand-responsive signal timing solu-
tions in a short time window. The time efficiency depends
on not only the convergence rate over the simulation
budget but also the time required for training the base pre-
dictors, which is proportional to the required epochs to
converge in backpropagation.
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648 TANG et al.

F IGURE 9 Performances in optimization.

F IGURE 10 The predicted and true values of the best infill
samples (see Equation 10 for detailed definitions).

The actual simulation time for one run is approximately
1 s. For convenience, assume each simulation takes exactly
a second. If the training time is ideally zero, it can conduct
120 runs in 120 s, and the final best-known valuewill be the
same as Figure 9a. Therefore, the time budget is set to be
120 s to analyze how training time impacts the final best-
known value.
Table 6 presents the average time spent for predictor

training, simulations, and DE algorithm in 120 s. It shows
a consistent decrease in predictor training time along with
the increased rounds of adversarial training. The reduced
training time leaves more time for simulation runs, from
an average of 98.32 runs by ADE-1 to 111.26 runs by ADE-
60. Consequently, the difference of best-known value (i.e.,
average delay) under 120 s and 120 runs budget also
presents a decreasing trend. Such a tighter gap of final best-

TABLE 6 Time allocation and performance under different
budgets.

Time cost in a 120 s budget Average delay (s/veh)
Model Training Simulation DE 120 runs 120 s Diff.
RND-ep 25.49 92.63 1.88 35.53 40.78 5.25
RND-p 19.56 98.29 2.15 35.40 37.79 2.39
ADE-i 24.62 92.34 3.03 35.35 40.73 5.38
ADE-m 22.72 93.96 3.32 36.63 39.88 3.25
ADE-0 18.49 97.59 3.92 36.11 39.13 3.02
ADE-1 18.21 98.32 3.47 36.58 40.23 3.65
ADE-2 18.66 97.91 3.43 35.62 39.17 3.55
ADE-3 18.63 97.60 3.77 34.66 37.60 2.94
ADE-4 13.57 102.56 3.87 34.30 35.66 1.36
ADE-5 13.15 103.07 3.78 35.80 37.86 2.06
ADE-10 9.91 106.07 4.03 32.66 33.97 1.30
ADE-20 7.38 108.47 4.15 32.63 33.45 0.82
ADE-30 5.62 110.05 4.34 32.92 33.53 0.62
ADE-40 4.90 110.73 4.37 32.46 32.86 0.40
ADE-50 4.53 111.08 4.39 32.12 32.77 0.65
ADE-60 4.31 111.26 4.44 32.72 33.20 0.48
GP 0.08 117.09 2.83 33.61 33.91 0.30
RBF 0.07 116.66 3.26 33.40 33.99 0.60
SVR 0.07 117.24 2.69 35.77 35.88 0.12
RF 2.40 114.01 3.58 35.03 36.37 1.34

Abbreviations: GP, Gaussian process; RBF, radial basis function; SVR, support
vector regression; RF, random forest.

known values maintains the solution quality under a tight
time budget.
Some baseline surrogate models presented advantages

in time efficiency of training and prediction because their
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F IGURE 11 Traffic pattern with heavy turning flows.

model structures are much lighter than ADEs. Therefore,
the difference in average delay under the 120 s budget
is less than that of deep ensemble models (see column
Diff.).

6.3 Applicability in other traffic
scenarios

This section presents TSO experiments in other traffic sce-
narios, aiming to evaluate ADE’s applicability to a broader
range of traffic patterns and demand.
Regarding the traffic demand described in Figure 3 as

a basic scenario, two extra levels of traffic demand were
tested with demand factors of 0.8 and 1.2 to examine the
ADE’s performance in lighter and heavier demand sce-
narios. The experiments above are all conducted on a
through-traffic-predominant pattern in Figure 3. A signif-
icantly different traffic pattern is also tested as illustrated
in Figure 11. In this pattern, there are heavy turning flows
merging into and diverging from the arterial. Similarly,
three demand factors of 0.8, 1.0, and 1.2 were tested in this
pattern.
To further illustrate the efficiency of ADE in TSO prob-

lems, this experiment incorporates additional baselines for
comparison including

1. Analytical models MAXBAND (Little et al., 1981) and
LMP-BAND (Z. Tang et al., 2023). They are arterial
signal coordination models, especially suitable for the
four-intersection arterial site.

2. Rule-based Webster method (Webster, 1958), the most
classic fixed-time control method; and max pressure
(MP;Varaiya, 2013), a popular actuated controlmethod;

3. Simulation-based optimization with an infinite bud-
get (SBO-inf) and a limited budget of 120 simulation
runs (SBO-lim). The solution of SBO-inf is a result
of an exhaustive search. Therefore, it can be regarded
as the true optimal solution and be the base of the
optimization gap.

The results are shown inTable 7. The upper part presents
the performances of various surrogate-based optimizations
with two types of budget limit. Table 7 shows that fully

diversified ADE-10 to ADE-60 outperformed the other
ensemble surrogate models in all the tested scenarios. It
demonstrates that the effects of ensemble diversity on opti-
mization performance are not scenario-specific. This is
unsurprising, given that the simulation-based objective
function is not involved in the adversarial diversity training
of extractors.
Comparedwith traditional surrogatemodels, fully diver-

sified ADEs also presented comparable performance in
most scenarios and realized slight average improvements
by 3.6% (ADE-50 14.5% vs. GP 18.1%). Moreover, ADEmod-
els were more robust to various traffic scenarios, whereas
the performance of traditional surrogate models, partic-
ularly SVR and RF, deteriorated under scenarios with a
demand factor of 1.2.
The lower part of Table 7 presents the performances

of analytical or rule-based TSO techniques. Compared
with these TSO models, fully diversified ADE models
improved the optimization gap by up to 9.2% (compar-
ing LMP-BAND and ADE-50 under the 120 s budget). The
improvement comes from an accurate replicate of traffic
flow over the analytical models.
Webster and MP methods did not realize satisfac-

tory performance, because coordination among adjacent
signals is not considered in their calculations.

6.4 Discussion

In the validation section, ADE-1 performs the best on the
random points test set, while ADE-10 to ADE-60 remark-
ably improves extreme point prediction over ADE-1. From
the optimization results, it can be concluded that the
deep ensemble model’s prediction performance on the
extreme points, rather than the overall prediction perfor-
mance, may contribute more to the performance in the
surrogate-based optimization. At the broader level, this
finding may also fit into other types of surrogate mod-
els that are prone to misrecognized promising solutions
caused by poor generalization on extreme points.
Comparing analytical models and surrogate models, the

latter outperforms the former by accurate traffic dynamics.
Figure 12 shows examples of the vehicle trajectories gen-
erated by LMP-BAND and ADE-30. At the intersections
at about 350 and 850 m, LMP-BAND did not anticipate a
blockage by residual queues. In contrast, information from
simulations enabled ADE-30 to evaluate signal timing
accurately. ADE-30 identified a solution with a slight shift
of offset to avoid the interruption by the residual queues.
It is found that ADE-50 performed better than ADE-

60, whereas the same level of diversity was observed
in Figure 4. It may be an effect from the other two
loss functions in adversarial diversity training. An
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(a) LMP-BAND (b) ADE-30 

F IGURE 1 2 Vehicle trajectories. North to south direction.

early-stop strategy can be a rule of thumb to avoid that the
pre-training is excessive and becomes harmful to ADE’s
performance.
Although the time cost for a simulation is assumed

1 s, the actual simulation time may be substantially
reduced using a more powerful computer. In this case, the
optimization efficiency can be further improved.

7 LARGE-SCALE ONLINE TSO UNDER
DYNAMIC DEMAND

The TSO experiments above are the cases with static
demands, and the latency (i.e., 120 s time budget) of signal
update caused by the surrogate-based optimization proce-
dures is not reflected in the optimization results. However,
the traffic demand is dynamic over time in the real world.
On the one hand, it requires a timely return of signal tim-
ing solution from surrogate-based TSO with good solution
quality. On the other hand, any latency can negatively
impact traffic performance. This task can be even more
challenging in networks with larger scale. This section
aims to examine the performance of ADE in a large-scale
online TSO under dynamic traffic demand.

7.1 Study site

This experiment was conducted on a traffic network in
Tongxiang, China. It has 16 signalized intersections (No.
1–16) and several major unsignalized intersections (No.
17–23) as Figure 13a shows. The dynamic demand was col-
lected in a morning peak from 7 to 9 a.m. The simulation
lasted for 120 min with additional 15 min for warm-up.
The demand profile of the signalized intersections and the
total traffic input to the network are shown in Figure 13b,c.
Despite a drastic demand change, the fixed-time signal
scheme currently implemented on this site is updated only
at 8:30 a.m. The “lazy” update leads to congestions, which
calls for a dynamic signal timing scheme that caters to
real-time traffic demand.

F IGURE 13 The large-scale study site and demand profile.

7.2 Distributed surrogate modeling

In online surrogate-based TSO, the training data are very
sparse, considering there are hundreds of decision vari-
ables for large-scale networks. In this case, it is difficult
to establish a valid approximation of the simulation-based
function. To tackle this problem, a distributed surrogate
modeling approach is introduced.
In urban traffic networks, some traffic performance

indices, such as the total delay, are the sum of the per-
formances of each intersection. Taking advantage of this
additivity property, the network total delay predicted by
a surrogate model 𝑓SM(𝒙) can be expressed as the sum
of local total delays predicted by local surrogate models
𝑓𝑖,SM(𝒙𝒊) as Equation (11a) shows.

𝑓SM (𝒙) =
∑

𝑖∈ℕ𝐼∪{−1,−2}

𝑓𝑖,SM (𝒙𝒊) (11a)

𝒙𝒊 =

{[
𝑐, 𝜹𝒊, 𝜹𝒋1 , 𝜹𝒋2 , …

]
, 𝑖𝑓 𝑖 ∈ ℕ𝐼[

𝑐, 𝜹𝒋1 , 𝜹𝒋2 , …
]
, 𝑖𝑓 𝑖 ∉ ℕ𝐼

; 𝑗1, 𝑗2, … ∈ ℕ𝑖 (11b)

In this study, the local surrogate models are established
for each signalized intersection 𝑖 ∈ ℕ𝐼 = {1, 2, … , 16}. As
Equation (11b) indicates, the input of 𝑓𝑖,SM, 𝒙𝒊, is the
decision variables most relevant to the total delay of inter-
section 𝑖, including the common cycle length 𝑐, signal
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TABLE 8 Input and output of local models.

Local
model 𝒊 𝔻𝒊 ℕ𝒊

Local
model 𝒊 𝔻𝒊 ℕ𝒊

1 {1} {2,5} 10 {10} {6,9,11,14}
2 {2} {1,3,6} 11 {11} {7,10,12,15}
3 {3} {2,4,7} 12 {12} {8,11,16}
4 {4} {3,8} 13 {13} {9,14}
5 {5} {1,6,9} 14 {14} {10,13,15}
6 {6} {2,5,7,10} 15 {15} {11,14,16}
7 {7} {3,6,8,11} 16 {16} {12,15}
8 {8} {4,7,12} −1 {17,18,19} {2,3,4,6,7,8}
9 {9} {5,10,13} −2 {20,21,22,23} {6,7,8,10,11,12}

Time (min)

, , … = The time when new signal timing , , … is obtained

, , … = Time period for generating initial samples for , , …

, , … = Time period for generating infill samples for , , …

Implement

Optimize Optimize 

Implement

F IGURE 14 Optimization schedule.

timing of the ego intersection 𝜹𝒊, and signal timing of its
adjacent intersections 𝜹𝒋. The set of adjacent intersections
of intersection 𝑖 is denoted byℕ𝑖 . The output of 𝑓𝑖,SM is the
total delay on the entry lanes of intersection 𝑖.
In the network shown in Figure 13a, there are two areas

without traffic signal devices. The one includes unsignal-
ized intersections No. 17 to 19, and the other includes No.
20 to 23. Two extra local surrogate models, numbered by
𝑖 = −1 and 𝑖 = −2, are built to predict the total delay for
the two areas. These models output the total delay of their
respective areas. The input is the signal timing of the inter-
sections that envelop the area. Refer to Table 8 for the
detailed input (i.e., signal variables of intersections in ℕ𝑖)
and output (i.e., total delay of intersections in 𝔻𝑖) of each
local surrogate model.

7.3 Optimization schedule

To respond to the dynamic traffic demand, the surrogate-
based online TSO is operated following the schedule in
Figure 14. It updates signal timing every 10 min. To cater
to the traffic demand at 𝑡 − 2, the TSO starts over at 𝑡 − 7.
It spends 5min from 𝑡 − 7 to 𝑡 − 2 to obtain initial samples.
The demand at 𝑡 − 2 is unknownat this stage.Anaive strat-
egy of assuming a constant rate of demand change is used
for demand prediction at 𝑡 − 2. Then, it spends 2 min from
𝑡 − 2 to 𝑡 to search for the solution by infill samples. The

F IGURE 15 Results of dynamic total delay. Original, the
field-implemented signal scheme; DW, dynamic Webster; MP, max
pressure; GP, Gaussian process; RBF, radial basis function; SVR,
support vector regression; RF, random forest; RND, randomization.

new signal timing is obtained and updated at 𝑡, and imple-
mented from 𝑡 to 𝑡 + 10. One simulation on this network
spends about 4 s. Therefore, the simulation budget for each
TSO session is about (5 + 2) × (60∕4) = 105 simulation
runs. Signals derived from the Webster method are also
updated every 10 min and thus called dynamic Webster
(DW) in the following contents. TheMPmethod is adopted
during the warm-up period for all the experiments. LMP-
BAND andMAXBANDmodels are not suitable in this site
and thus not applied in this experiment.

7.4 Results

Figure 15 illustrates the time-varying network total delay
per minute (s) for each method. The intersections in this
study site are relatively less coupled, given the larger
distance between them. Therefore, self-regulating MP
method demonstrated comparatively good performance
when the demand was low. However, when the net-
work became more and more congested, surrogate-based
optimization began to present its advantages.
When traffic is heavier, it is important to clear the

queues and avoid fast accumulation of queues. Otherwise,
a spillback is very likely to happen. However, clear-
ing an upstream queue may cause an accumulation of
downstream queues. Therefore, it heavily relies on a sys-
tematic optimization to balance the queues across the
intersections. Self-regulating controls, such as DW and
MP, could not realize effective optimization because the
control of the intersections was uncoordinated. In con-
trast, surrogate-based optimizations could optimize signal
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schemes globally, outperforming self-regulating schemes.
Despite of 120 s latency, the signal update was still timely
as indicated by the good performances.
Among the surrogate models, ADE-60 presented better

performance over traditional surrogate models (GP, RBF,
SVR, and RF) and the non-fully diversified RND-p when
the traffic became heavier, which is consistent with the
results under heavy demand in Table 7. Such an advantage
was maintained even when the demand notably dropped.
Thatwas becauseADE-60 prevented amore severe conges-
tion from happening, such that it did not need to recover
from a more congested traffic state.

8 CONCLUSION

Surrogate-based optimization has been a computationally
efficient alternative to simulation-based optimization in
TSO problems. However, as powerful tools in systemmod-
eling, deep learning models have not been extensively
applied in surrogate-based TSO, because of their poor per-
formance on the extreme points (Gora et al., 2018) and
subsequent inefficient identification of promising solu-
tions. A diverse ensemble of deep learning models is
a classic approach to improve generalization in unseen
areas. However, under tight simulation and time bud-
get, ensembles with traditional diversity training are still
not competent surrogate models in TSO problems due to
unsolved poor performance on extreme points and low
computational efficiency.
To solve the problems, an ADE approach is proposed. In

ADE, each base learner consists of an extractor and a pre-
dictor. To reduce online training time, the training of ADE
is separated into offline diversity training for extractors
and online training for predictors. An adversarial diversity
training algorithm is developed to diversify the extractors
consistently.
Validation experiments have shown that tested on

the set of extensive random samples, ADE continuously
boosted overall diversity in the entire distribution, along
with the increased number of adversarial training rounds.
Prediction performance was improved by a slight degree
of diversity, yet deteriorated by excessive diversity. On
the contrary, when tested on the set of extreme points,
fully diversified ADEs presented remarkably improved
prediction performance, demonstrating enhanced capabil-
ity of discovering promising solutions. Such improvements
come from diminishing non-promising extreme points,
which is facilitated by boosted overall diversity.
To examine the optimization efficiency of the ADE

as a surrogate model, TSO experiments were conducted
on a four-intersection arterial. The results indicated that
fully diversified ADEs outperformed the non-fully diversi-

fied ones in terms of the final best-known value under a
tight simulation budget because of their improved perfor-
mances on extreme points. A decreasing trend of predictor
training time along with the diversity training rounds
further improved the time efficiency of ADE, maintain-
ing optimization performance under a tight time bud-
get. Experiments on other traffic scenarios demonstrated
ADE’s applicability in a wider range of traffic patterns and
demand levels. In those scenarios, ADEdecreased the opti-
mization gap by 9.2% over analytical TSOmodels and 3.6%
over traditional surrogate models, in terms of best-known
value under the 120 s budget.
It is proved that ADE can be applied to large networks,

which is enabled by a proposed distributive surrogate
modeling. The enhanced optimization efficiency of ADE
renders timely signal solutions with good quality, which
facilitates noticeable performance improvement under
dynamic traffic scenarios.
As a general method, the proposed ADE can serve as

a surrogate model in other simulation-based optimization
problems in broader disciplines. This study also provides
an insight that the performance of a surrogate model in an
optimization problem may mainly depend on the predic-
tion performance on extreme points (also called decision
prediction error in related attempts by Elmachtoub & Gri-
gas, 2021; Gupta & Zhang, 2024) rather than the overall
prediction performance.
Despite the promising results, there are several consid-

erations that could improve thework. First, due to a lack of
uncertainty term in Equation (2c), the optimization based
on ADE can be easily stuck in the local optimum, instead
of actively exploring uncertain areas, as can be indicated by
Figure 8. Fortunately, ADE has the potential for good per-
formance in uncertainty quantification (UQ) as diversity
is the foundation of ensemble-based UQ. Future work can
focus on ADE’s UQ potential to improve its performance
in surrogate-based optimization.
ADE provides a framework for various deep learn-

ing models to enhance the prediction of extreme points.
Another stream of future work involves addressing differ-
ent TSO problems using expertized deep learning models
with the ADE framework. For example, self-organizing
surrogate-based TSO can be developed with deep learn-
ing models receiving real-time vehicle arrival rate or
connected vehicle data.
Last, future works will focus on applying ADEs into

stochastic surrogate-based optimizations under uncertain
demand and multi-objective optimizations in TSO prob-
lems.
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APPENDIX A: DE ALGORITHM
DE algorithm is a prevalent evolutionary algorithm uti-
lized extensively in global optimization tasks. The critical
steps in DE are the operations of mutation and crossover.
The particular mutation strategy in this study is pre-
sented in Equation (A1). For any individual 𝒙𝑖,𝐺 in the 𝐺th
population, its mutant vector 𝒗𝑖,𝐺 is calculated as

𝒗𝑖,𝐺 = 𝒙𝑖,𝐺 + 𝐹

[(
𝒙best,𝐺 − 𝒙𝑖,𝐺

)
+

𝐽∑
𝑗=1

𝜂𝑗

(
𝒙𝑟𝑗,𝐺 − 𝒙𝑖,𝐺

)]
(A1a)

TABLE A1 Algorithm 3: DE.

𝜂𝑗 =

{
1, if 𝑓SM𝑘

(
𝒙𝑟𝑗,𝐺

)
≤ 𝑓SM𝑘

(
𝒙𝑖,𝐺

)
−1, otherwise

(A1b)

where 𝒙best,𝐺 is the optimal individual in the 𝐺th popula-
tion, {𝑟𝑗}𝐽𝑗=1

aremutually exclusive random integerswithin
population size. In this study, 𝐽 = 2. 𝐹 is a scaling factor,
adjusting the contribution of the differential terms to 𝒗𝑖,𝐺 .
Crossover operation is presented in Equation (A2):

𝒖𝑘
𝑖,𝐺

=

{
𝒗𝑘
𝑖,𝐺

, if rand (0, 1) < 𝑝𝑐

𝒙𝑘
𝑖,𝐺

, otherwise
, ∀𝑘 (A2)

where 𝑝𝑐 is the crossover probability, and 𝑘 is the com-
ponent index. The components of 𝒙𝑖,𝐺 are defined by
Equation (1c).
The outer and inner loops of DE algorithm are pre-

sented in Table A1. In this study, 𝐹 = 0.5, 𝑝𝑐 = 0.5, 𝑁𝑝 =

50, 𝐺max = 30.

APPENDIX B: CALCULATIONMETHOD OF
INDICES
The calculation of eMAPE, bMAPE, and RSD is as Equa-
tion (B1) indicates.

eMAPE =
100%

𝑅′

𝑅′∑
𝑖=1

||||𝑦 − 𝑦̂

𝑦

|||| (B1a)
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bMAPE =
100%

𝑁𝑅′

𝑁∑
𝑛=1

𝑅′∑
𝑖=1

||||𝑦 − 𝑦̂𝑛
𝑦

|||| (B1b)

RSD =
100%

𝑅′

𝑅′∑
𝑖=1

√
1

𝑁

∑𝑁

𝑛=1 (𝑦̂𝑛 − 𝑦̂)
2

𝑦̂
(B1c)

where 𝑦 is the true label of test data, 𝑦̂𝑛, 𝑛 = 1, 2, … ,𝑁,
are base learners’ predictions. 𝑦̂ is the ensemble’s predic-
tion, obtained by Equation (3). 𝑅′ is the number of test
data. Subscript 𝑖 is the index of 𝑦, 𝑦̂, and 𝑦̂𝑛 in their respec-
tive test set. For notational simplicity, the subscript 𝑖 is
omitted.

APPENDIX C: A GLOBAL EXTREME POINT OF
ADE-0
The global extreme point of ADE-0 in Figure 7a is shown
in Table C1. The dimension of 𝜃3 is the 1d local area in
Figure 7.

TABLE C1 The global extreme point of ADE-0.

Variable Value
c 101
𝒈1, 𝒈2, 𝒈3, 𝒈4 {20, 69, 12}, {44, 16, 41}, {12, 12, 77}, {89, 12}
𝑠1, 𝑠2, 𝑠3, 𝑠4 {0, 2, 1}, {0, 1, 2}, {0, 1, 2}, {0,1}
𝜃1, 𝜃2, 𝜃3, 𝜃4 0, 0, 0, 10

 14678667, 2025, 5, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1111/m

ice.13354 by H
O

N
G

 K
O

N
G

 PO
L

Y
T

E
C

H
N

IC
 U

N
IV

E
R

SIT
Y

 H
U

 N
G

 H
O

M
, W

iley O
nline L

ibrary on [18/02/2025]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense


	An adversarial diverse deep ensemble approach for surrogate-based traffic signal optimization
	Abstract
	1 | INTRODUCTION
	1.1 | Background
	1.2 | Research objectives, challenges, and contributions

	2 | LITERATURE REVIEW
	2.1 | Surrogate modeling
	2.2 | Surrogate-based TSO
	2.3 | Diverse ensemble learning

	3 | PRELIMINARIES
	3.1 | TSO problem
	3.2 | Framework of surrogate-based optimization

	4 | ADVERSARIAL DIVERSE ENSEMBLE
	4.1 | Offline training of diverse extractors
	4.1.1 | Adversarial diversity training
	4.1.2 | Information retention
	4.1.3 | Strategy for coordinating multiple objectives

	4.2 | Online training of predictors
	4.3 | Pseudo-code of ADE training

	5 | PERFORMANCE VALIDATIONS
	5.1 | Study site
	5.2 | Experiment setting
	5.2.1 | Learning setup
	5.2.2 | Proposed models and baselines

	5.3 | Diversification performance
	5.4 | Overall prediction performance
	5.5 | Prediction performances on extreme points
	5.6 | Explaining prediction performance improvement on extreme points
	5.7 | Summary

	6 | EVALUATION IN STATIC TSO
	6.1 | Experiment settings
	6.2 | Results
	6.2.1 | Results under a budget of 120 runs
	6.2.2 | Results under a budget of 120 s

	6.3 | Applicability in other traffic scenarios
	6.4 | Discussion

	7 | LARGE-SCALE ONLINE TSO UNDER DYNAMIC DEMAND
	7.1 | Study site
	7.2 | Distributed surrogate modeling
	7.3 | Optimization schedule
	7.4 | Results

	8 | CONCLUSION
	REFERENCES
	APPENDIX A: DE ALGORITHM
	APPENDIX B: CALCULATION METHOD OF INDICES
	APPENDIX C: A GLOBAL EXTREME POINT OF ADE-0


