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An application of generative AI for knitted textile 
design in fashion

Xiaopei Wu and Li Li 

School of Fashion & Textiles, The Hong Kong Polytechnic University, Hong Kong, China 

ABSTRACT 
In recent years, artificial intelligence (AI) in the form of gen-
erative deep learning models have proliferated as a tool to 
facilitate or exhibit creativity across various design fields. 
When it comes to fashion design, existing applications of 
AI have more heavily addressed general fashion design ele-
ments, such as style, silhouette, colour, and pattern, and 
paid less attention to the underlying textile attributes. To 
address this gap, this study explores the effects of applying 
a generative deep learning model specifically towards the 
textile component of the fashion design process, by utiliz-
ing a Generative Adversarial Network (GAN) model to gen-
erate new images of knitted textile designs, which were 
then assessed based on their aesthetic quality in a qualita-
tive survey with over 200 respondents. The results suggest 
that the generative deep learning (GAN) based method has 
the ability to produce new textile designs with creative 
qualities and practical utility that facilitate the fashion 
design process.

KEYWORDS 
Fashion, textile, creative 
design process, generative 
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Introduction

In recent years, artificial intelligence (AI) in the form of generative deep learning 
models has been widely applied across various design fields. With the ability to 
learn from vast amounts of data and generate original designs, generative deep 
learning models have exhibited a revolutionary potential to facilitate creative 
design processes by expanding or exhibiting creativity (Franceschelli and 
Musolesi 2021; Mazzone and Elgammal 2019). In light of this, there has been a 
growing exploration into the application of generative deep learning AI towards 
the creative fashion design process (Harreis et al. 2023; Luce 2019).
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However, existing creative fashion design applications of AI have largely 
focused on general fashion design elements, such as style, silhouette, colour, or 
pattern, and lack in addressing the underlying textile attributes, such as fibre 
composition, textile structure, or finish, which are an integral component to the 
fashion design. Therefore, to address this gap, this study sets out to investigate 
the effects of applying a generative deep learning model towards the textile com-
ponent of the creative fashion design process, which will be carried out by the 
following research objectives: (1) devising a method which utilizes a generative 
deep learning model to generate new images of textile designs, which are then 
(2) evaluated based on their aesthetic quality in a qualitative survey with over 
200 respondents. The results suggest that the generative deep learning (GAN) 
based method has the ability to produce new knitted textile designs with creative 
qualities and practical utility that facilitate the knitwear fashion design process.

Background

Generative AI models

With the recent proliferation of the ‘Generative AI’ tools that have become 
commonly associated with the text and image GPT models released by 
OpenAI, we would like to make a point to define ‘generative AI’ as a genre 
and ‘generative deep learning AI models’ that is referred to throughout this 
study, so as not to conflate the terms.

The genre of generative AI has a history that far predates the latest develop-
ment of Generative Pre-trained Transformer (GPT) models, and encompasses 
any AI algorithms that can generate new output content (e.g. images, text, vid-
eos, and other media) based on a given input prompt (McKinsey & Company 
2023). Therefore, it includes the early programming-based approaches as early 
as the 1950–1960’s (Fernandez and Vico 2014; Victoria and Albert Museum 
2016), which relied on explicit algorithmic rules to generate specific creative out-
puts of patterns, images, or music (Horner and Goldberg 1991; McCorduck 
1991). The expansion of generative AI furthered with the advent of machine 
learning algorithms, which, rather than rely on explicitly programmed rules, 
enabled AI systems to learn intricate patterns from large datasets and generate 
outputs based on statistical models (Nicholson 2019). This breakthrough, which 
exceeded the capabilities of explicitly programmed systems, brought about 
more adaptive and data-driven generative AI models capable of generating 
images, music, and text (McCormack and D’Inverno 2012; Spratt 2018). 
However, a further advancement in generative AI came with the introduction of 
deep learning models—a new class of AI empowered by neural networks with 
multiple layers which enable it to process large complex datasets and generate 
complex and high-fidelity outputs (LeCun, Bengio, and Hinton 2015; Szegedy 
et al. 2013), thus manifesting remarkable capabilities in creative content 
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generation. So to clarify, the term ‘generative deep learning models’ mentioned 
predominantly in this study, refers to deep learning models with generative AI 
applications, examples which include Artificial Neural Networks (ANNs) 
(Auerbach 2015), Convolutional Neural Networks (CNNs) (Wu 2017), and 
Generative Adversarial Networks (GANs) (Goodfellow et al. 2014).

Generative AI in fashion design

Early generative AI applications in fashion design leveraged Interactive Genetic 
Algorithms (IGA), a method of evolutionary computing popular for creative 
tasks at the time, to develop computer-aided fashion systems capable of gen-
erating basic representations of garment designs or technical patterns (Cho 
2002; Kim and Cho 2000; Mok et al. 2013; Tabatabaei Anaraki 2017; Xu et al. 
2016). While more recent studies have explored the creative fashion design 
potential of deep learning models (Kim, Shin, and Kim 2007), notably GANs 
(Choi et al. 2023; Cui et al. 2018; Sbai et al. 2018; Wu et al. 2020; Yang et al. 
2021; Yuan and Moghaddam 2020). However, these studies have limited their 
focus on general fashion design elements, such as style, silhouette, colour, or 
pattern. Otherwise, another popular branch of studies has gravitated towards 
fashion product or outfit recommendations based on overall style attributes, 
incorporating generative deep learning methods, such as a combined Genetic 
Algorithm and neural network method (Bulgun et al. 2015), ANNs (Wang, De 
Haan, and Rasheed 2016), a combined CNN and Recurrent Neural Network 
(RNN) method (Li et al. 2017) and GANs (Hsiao et al. 2019; Liu et al. 2019; 
Yildirim et al. 2019). Likewise outside academia, explorations of generative 
deep learning models in fashion design have also primarily dealt with silhou-
ette, colour, and print attributes. For example, with Project Muze (a collabor-
ation between Google and online fashion retailer Zalando) a neural network 
driven ‘predictive design engine’ harnessed customer data to generate fashion 
designs (Rietze 2016), or artist Robbie Barrat’s use of neural networks trained 
on images of Balenciaga’s runway looks to generate new ones (Schwab 2018). 
For a comprehensive overview of the reviewed studies on generative AI appli-
cations in fashion design, see Appendix A for a Literature Review Matrix which 
describes each study in terms of the AI model or method adopted, the 
intended end-use application and the fashion design attributes addressed.

Based on the above review, existing studies of generative AI in fashion 
design have focused more heavily on addressing general fashion design attrib-
utes (such as style, silhouette, pattern, print, colour), and scarcely addressed 
the textile attributes (such as yarn quality or textile structure), a crucial compo-
nent of the fashion design process. Or, as articulated by Yuan and 
Moghaddam (2020): ‘current literature merely focuses on the generative design 
of “form”, disregarding other non-visual aspects associated with its “function” 
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(e.g. architecture, materials, performance)’. The few existing studies that apply AI 
to address the textile component of fashion design include that of Ek�art (2007) 
which applied evolutionary behaviour of genetic algorithms to develop knitted 
textile stitch design variations, or that of Karmon et al. (2018) which developed a 
parametric computer-aided design tool to support the digital visualization, 
design and manufacture of knitted textiles, or that of Richards and Ek�art (2010) 
which proposed a computer-aided design tool modelled on case-based reason-
ing that facilitates knitwear pattern development down to the stitch level. 
Although these studies come closest to textile-conscious generative AI applica-
tions for the fashion design process, they are intended more for the technical 
rather than the creative design aspects of that process. Hence there remains a 
gap of generative deep learning AI applications towards the creative fashion 
design process that address the attributes of its textile component, which this 
study intends to explore.

Methodology

Generative deep learning method

The first research objective aimed to devise a method that applies a generative 
deep learning model to generate new images of textiles that can facilitate the 
creative fashion design process. Specifically, the devised method targeted knit-
ted textile images to serve the knitwear category of the fashion design process. 
Homing in on a specific fashion product category was necessary in order to 
adequately address the category-specific nuances of the fashion design process, 
thereby enabling a ‘richer characterization of creativity’ that Bown (2012) refers 
to. But furthermore, the knit product category is characterized by very distinct 
and dimensional textile attributes, which are integral in shaping the fashion 
design outcome (Udale 2014), making it a good subject for this exploration.

The framework of the generative deep learning based method which was 
applied is visually portrayed in Figure 1.

The method applied the generative deep learning model of StyleGAN 
(Karras, Laine, and Aila 2019)—chosen due to its exhibited ability to generate 
high-quality images, discern intricate image attributes, enable transfer learn-
ing in adapting pretrained models to domain-specific creative tasks—all 
qualities which make it well-suited for creative image generation in various 
artistic and design domains.

Two variations (A and B) of the generative deep learning based method-
ology were conducted. The breakdown of their setup are as follows:

1. Generative deep learning method—Variation A: testing the StyleGAN 
models ability to generate new images resembling knitted textile designs 
and sufficiently pick up distinguishing attributes from the knitted textile 
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image dataset. First test was conducted with the image dataset in RGB 
(coloured), and second test with the same image dataset converted to 
grayscale, intended to explore impact of eliminating colour from the 
image dataset (i.e. using 2-dimensional tensors of grayscale instead of 
3-dimensional tensors of RGB) on the qualities of the generated knitted 
textile design images.

� Generative deep learning model: StyleGAN (GitHub repository source 
code: https://github.com/NVlabs/stylegan), applied via an open-source 
creative machine learning platform ‘RunwayML’ (https://runwayml.com/).

� Input: request for a new image of a knitted textile design.
� Training/Test dataset: unsorted dataset of 1687 knitted textile 

images total (images pre-processed to 256 � 256 RGB JPEG format).
� Output: new generated images resembling knitted textile designs 

(1024 � 1024 RGB JPEG format).

2. Generative deep learning method—Variation B: testing the StyleGAN 
model’s ability to generate new images resembling knitted textiles with 
sufficient definition of specific design attributes (in this case, a cable 
stitch structure) by tailoring the training dataset to represent the desired 
attribute.

� Generative deep learning model: StyleGAN (GitHub repository source 
code: https://github.com/NVlabs/stylegan), applied via an open-source 
creative machine learning platform ‘RunwayML’ (https://runwayml.com/).

� Input: request for a new image of a knitted textile design with a 
cable stitch.

� Training/Test dataset: filtered dataset of 284 images of knitted tex-
tiles with cable stitch structures (images pre-processed to 256� 256 
Grayscale JPEG format).

Figure 1. Flowchart of the applied generative deep learning based method.
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� Output: new generated images resembling knitted textile designs 
with cable stitches (1024 � 1024 Grayscale JPEG format).

Figure 2 presents details of the generative deep learning based method’s 
inputs, outputs, and processes, with image reference examples.

Design of survey questionnaire

To fulfill the second research objective, the generated textile design images of 
the devised generative deep learning method were evaluated in terms of cre-
ative value (meaning their qualitative, aesthetic features, such as creativity, trendi-
ness, innovation, and style) (Boden 2009). This evaluation took the form of a 
qualitative survey questionnaire, the formats and procedures of which are 
detailed as follows:

� Format: online form via Google Forms
� Participants: 211 random participants across the academic and industry 

networks of the Primary and Co-Investigator
� Timing: data collection took place between November 2020 and April 2022
� Procedure: participants were sent the survey URL link (via email, text, 

presentation slide with scannable QR code) and given the option to com-
plete immediately or at their convenience.

Figure 2. Flowchart of applied generative deep learning based method details (variations A 
and B).
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� Design: The survey begins with requesting the participants consent, provid-
ing the expectations and rights, as well as a link (https://drive.google.com/file/ 
d/17cxOAkbQ12lpHmxUiTmCQc9fZxCF1iGy/view?usp=sharing) to a more 
detailed information sheet for reference. After consenting to the conditions, 
the questionnaire requests the participants profile information, including their 
name, contact email, gender, year of birth, and field of study or work 
(intended to account for any influences or biases on the later responses). Next, 
the questionnaire asked questions to gauge to the participant’s knitting 
experience (theoretical and practical) and interest (these were intended to 
account for any influences or biases on the later responses). The questionnaire 
then proceeds to five questions (see Figure 3), which require participants to 
review given images of knitted textiles (as swatches and as garments) and 
rate their visual appearance in terms of qualitative traits. Each of these ques-
tions presents 4 knitted textile or knitted garment images, two of which are 
photos of real existing physical knit textiles and another two which are images 
generated by the devised generative deep learning method, in a random 
order without indicating which is which (these five questions are intended to 
evaluate the ‘creative value’ of the AI-generated images vs. the real ones). 
(Triangulation: (1) When presenting the knitted textile images in the survey, to 
disguise the AI generated images alongside photos of real knitted textiles, and 

Figure 3. Screenshot of survey questions.
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reduce distractions, the presented images were of similar colours or like-col-
ours were shown in equal quantities. Furthermore, the presented images were 
formatted (e.g. cropped, framed, and aligned) uniformly. (2) To catch any 
response biases, some of the adjective descriptors were listed again in the 
same question, but as a negative. To ensure that both positive and negative 
versions of the question were answered alike. (3) Questions 1–3 were based 
on knitted textile images, whilst Questions 4–5 were based on knitted gar-
ment images (by projecting knitted textile images onto clothed avatars), to 
see if the mode of presentation of the knit textile design had an effect.)

� Location (active URL link): https://forms.gle/6viypo5Xjfm9NuwZA

Results and discussion

Results of the generative deep learning method

The devised generative deep learning method generated images recognized 
as knitted textile designs, with perceptible visual attributes (such as stitch, 
gauge, and hand-feel), that furthermore demonstrated as adequate visual ref-
erence for factory knitting technicians to translate into corresponding phys-
ical knitted swatch samples. Figure 4 shows a selection of the images output 
by the generative deep learning method (both Variations A and B) which 
appeared most definitive of knitted textile designs.

The majority of output generated images were definitive enough to be inter-
preted as representing knitted textiles. The generated images captured recogniz-
able knitted textile technical attributes: Figure 5 presents some of the generated 
images grouped by the knitted textile attribute which they resemble.

There were also some output generated images, examples presented in 
Figure 6, which have an indistinct and distorted quality and are overall indis-
cernible as a knitted textile design.

A selection of the generated images from Figure 4 were then translated 
into physical form. They were sent to industrial knitting factory technicians 
who interpreted them by programming a knitting machine to produce their 
corresponding physical knitted textile swatch samples. Figure 7 shows the 
results of the generated images, respectively above their physical knitted 
swatch renditions.

One of the purposes of conducting Variation B of the generative deep 
learning method using only grayscale images in the dataset was to investi-
gate if a colourless dataset would impact (perhaps enhance) other attributes 
of the generated images. However, the results show that there was little 
impact; the images generated from Variation B’s grayscale dataset did not 
exhibit any notable difference in detail or definition from those generated 
from Variation A’s RGB dataset. Furthermore, the colours of the images gen-
erated from Variation A’s RGB dataset appeared muted and like a filter over-
lay instead of assimilated into the details of the knitted textile design. 
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Images output from Variation B of the generative deep learning method 
were representative of cable stitches, however as shown in Figure 6, their 
level of realism varied, with some exhibiting a surreal, albeit interesting, 
quality.

Results of the survey questionnaire

The responses to the qualitative survey questionnaire, designed to evaluate 
their aesthetic quality, are presented in the following discussion and figures.

The survey acquired a total of 211 participant responses. The collective profile 
of these 211 participants is summarized in Table 1, showing the distribution of 
their genders, ages, fields of study or work, years of knit experience, hands-on 
knitting ability, theoretical knit understanding, and level of interest in knit-
wear—based on how they responded to the respective profile questions.

Figure 4. Selection of images output by the generative deep learning method (variations A 
and B).
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Figure 5. Selection of images output by the generative deep learning method (variations A 
and B), grouped by the knitted textile attribute which they resemble.
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Analyzing this profile distribution, it is apparent that the gender of the 
participants was mostly female, and in the 18–24 age range. This is represen-
tative of the fact that a great deal of participants were students at the fash-
ion school of the Investigators, which is also reflected in the field of work/ 
study distribution. This skewed distribution was pre-empted and believed 
not to be a deterring factor to the results. In fact, the fashion related back-
ground may prove beneficial to the integrity of the responses. Knitwear spe-
cific expertise was not predominant, encouraging a more balanced 
perspective on the images presented.

Figure 6. Selection of images output by the generative deep learning method (variations A 
and B) considered visually ambiguous.

Figure 7. Generated images (top row) above their corresponding physical knitted swatch 
interpretations (bottom row).
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The responses to Question 1 indicate a consensus towards the aesthetic 
or style of a knitted textile design, with responses weighed towards some 
swatches over others. There was a particularly strong consensus towards 
Classic as a descriptor. The purpose of Question 1 was to provide a valid-
ation for the proceeding questions, that there is statistical significance in 
evaluating images of knitted textile designs based on subjective aesthetic or 
style descriptors. The responses to Questions 2, 4, and 5 are presented in 
Figure 8—which indicates the percentage of participants that selected each 
respective response, and was conditionally formatted with a heat map col-
our-coding corresponding to the percentage (the higher the percentage the 
‘warmer’ the colour; the lower the percentage ‘cooler’ the colour), to enable 
easy interpretation. Note that Questions 2, 4, and 5 were structured in the 
same way, designed for participants to rate each of the four knitted textile 
swatch or garment options based on:

� three positive statements (‘MOST CREATIVE/INTERESTING’, ‘MOST 
FASHIONABLE/STYLISH’, and ‘MOST LIKELY TO BUY A SWEATER IN THIS’), 
towards the left side

� three negative statements (‘LEAST CREATIVE/INTERESTING’, ‘LEAST 
FASHIONABLE/STYLISH’, and ‘LEAST LIKELY TO BUY A SWEATER IN THIS’), 
towards the right side

In Figure 8, on the left side are labels indicating which of the knitted tex-
tile image options in each question was based on a real swatch (‘REAL’) or 
the generative deep learning method generated image (‘AI’). This distinction 
was hidden from the participants. The responses indicate first of all that the 
generative deep learning generated images were judged with the same level 
of discernment as the real swatch photos.

Table 1. Distribution of survey participants profile responses.
Question topic Distribution of responses (number of participants)

Gender Male Female Prefer not to say
45 165 1

Age 18–24 24–34 35–50 50þ Unspecified
123 36 16 9 27

Field of study/work Fashion Engineering Design Knitwear Marketing Other/unspecified
86 10 53 4 27 31

Years experience 
with knits

<1 1–5 6–10 10þ
174 23 4 10

Hands-on knitting 
ability

None Beginner Intermediate Advanced
76 105 23 7

Theoretical knit 
understanding

None 
at all

Limited Moderate Comprehensive

44 123 33 11
Level of interest in 
knitwear

Neutral/ 
not sure

None/very  
little

Somewhat Strong

68 45 77 21
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To furthermore help gauge the level of positivity or negativity the gener-
ated images received vs. the real images, a scoring system was implemented, 
displayed in Figure 8 as well, whereby the respective response percentages 

Figure 8. Graphical representation of survey responses (Questions 2, 4, 5).
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of each knitted textile swatch/garment option were treated as integers and 
‘totalled up’ by adding up the percentages of the positive statements and 
subtracting the percentages of the negative statements. The totalled or 
‘BALANCED SCORE’ for each knitted textile swatch/garment option is shown 
in the right-hand columns, and also colour coded according to the same 
heat map colour key. Then the amalgamation of all the ‘BALANCED SCORE’s’ 
for Questions 2, 4, and 5 is shown at the bottom of Figure 8, which also indi-
cates overall how the generated images scored compared to the real images. 
Based on this scoring system of Figure 8, the generated images collectively 
scored þ212 points, while the real images collectively scored −211. This is a 
stark contrast and strong validation for the generative deep learning method 
generated images.

The responses to Question 2 indicate that the two generative deep learning 
generated images (Swatch 1 and 3) were most attributed to the three positive 
statements of ‘MOST CREATIVE/INTERESTING’, ‘MOST FASHIONABLE/STYLISH’, 
and ‘MOST LIKELY TO BUY A SWEATER IN THIS’. Likewise, the two real knitted 
textile images were most attributed to the three negative statements of 
‘LEAST CREATIVE/INTERESTING’, ‘LEAST FASHIONABLE/STYLISH’, and ‘LEAST 
LIKELY TO BUY A SWEATER IN THIS’. This suggests a clear potential of the knit-
ted textile design images generated by the generative deep learning method.

The responses to Question 3 showed a clear consensus towards the inter-
pretation of hand feel based on the knitted textile images, indicating that 
both generated and real images of knitted textiles have sufficient visual 
dimensionality and finesse to convey the subtlety of their textural elements 
to a notable extent.

Questions 4 and 5 are the male and female garment counterparts of the 
same question. In these questions, although the generated images did not 
receive the most votes for the positive statements, they were among the top 
selected. The real knitted textile images happen to receive the most negative 
statements. This overall points to the fact that the generative deep learning 
method can produce knitted textile design images comparable to existing 
real knitted textiles. The data is not sufficient to confirm that the designs 
generated by the generative deep learning method were better per say, but 
there is a strong enough indication that they were considered to be in the 
same territory of aesthetic quality as the real knitted textile images.

Conclusion

This study set out to investigate the effect of applying a generative deep 
learning based method to the textile component of the creative fashion 
design process by carrying out two key objectives: (1) devising a generative 
deep learning based method that generates new images of textile designs, 

THE DESIGN JOURNAL 283



and (2) evaluating the aesthetic quality of the generated images by conduct-
ing a qualitative survey. The outcomes of this study point to the potential 
creative value and practical utility of incorporating generative deep learning 
in the textile design component of the fashion design process. More specific-
ally, the outcomes of each research objective include: (1) a generative deep 
learning (StyleGAN model-based) method capable of generating new knitted 
textile design images, with distinguishable physical attributes (such as stitch, 
gauge, and hand-feel), that proved to be sufficient visual reference for fac-
tory knitting technicians to interpret into corresponding physical swatch 
samples, and (2) evaluative survey responses indicating the same level of dis-
cernment towards the physical and aesthetic attributes of the generated 
knitted textile images as the real ones. Then when projected onto garments, 
the ones based on the generated knitted textile images were rated overall 
more creative, fashionable, and buyable than ones based on the real knitted 
textile images.

The outcomes of this study have both practical and theoretical signifi-
cance. In terms of practical significance, the results of this study validate that 
if the devised generative deep learning method was applied in a real-world 
fashion industry context, it could potentially: (a) augment creativity of 
designers by providing data-driven textile design inspiration and alleviating 
non-creative tasks, (b) increase operational efficiency by reducing workload, 
(c) be digitally compatible for an increasingly digital fashion design process, 
(d) foster sustainability by reducing waste and sampling needs, (e) reduce 
development lead-times and costs, (f) inform customer needs and trends by 
learning from the dataset. A practical way in which the devised generative 
deep learning method could manifest in a fashion industry context is as a 
digital knitted swatch design generator—a kind of assistive creative design 
tool that supports swatch or sample design and development in the knit-
wear fashion or knitted products design process, by providing new images 
of knitted textile designs to fuel design creativity based on a specific request 
(e.g. a specified stitch, or colour).

This potential practical application of generative deep learning for the 
fashion and textiles industry could greatly benefit the creative designers, pro-
cess, and product. It demonstrates the significances of integrating generative 
AI at a ‘deeper’, more pre-emptive, and elemental level of the textile, yarn, 
and someday maybe even the fibre, which could mean eventually enabling 
data-driven algorithms to inform and hone fashion designs to more accur-
ately and efficiently meet real-time demands, thereby improving profits and 
minimizing loss of resources. Secondly, the idea of digitally generated knitted 
textile images (replacing the need to knit physical swatches) is consistent 
with the fashion industry’s growing reliance on digital design and data man-
agement tools, and the increasing digitization of formerly physical design 
articles (e.g. samples, patterns, and sketches), and also can be applied to 
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virtual model renderings for visualizations. Anywhere digital can replace the 
physical, especially in a convolutive and iterative design process, such as the 
knitwear fashion design process (Petre, Sharp, and Johnson 2006), would 
help contribute to reducing workload and waste.

In terms of theoretical significance, this study presents a novel application 
of a GAN based generative deep learning model towards the uniquely spatial 
attributes of knitted textiles. This study contributes insight into whether gen-
erative deep learning based AI can exhibit, facilitate, or enhance creativity, 
specifically in the nuanced and specialized knitwear design process.

Limitations of the study

Several key limitations are noted in this study. In terms of the generative 
deep learning method applied, there is opportunity to investigate the effects 
of tuning the dataset and model variables. Specifically, to further refine the 
computational model performance by optimizing certain variables, such as 
the size of the dataset, the data pre-processing technique, the type of 
model, and the model settings (e.g. number of training epochs, activation 
function). The training dataset contained a total of 1687 images, which were 
then sorted by different knit textile attributes, resulting in smaller training 
datasets per attribute. Therefore, expanding the size of the training dataset, 
as well the number of different attribute classes, would also be beneficial. A 
limitation of using the StyleGAN model is that the output generated does 
not stray far from the learned attributes of the dataset, therefore the output 
tends to reflect the dataset and therefore lacks novelty. So, there is an 
opportunity to refine the adopted model in a way that increases the novelty 
factor of the generated output. Also, this study targeted the knit and knit-
wear category of fashion to use as the subject for experimentation, therefore 
it would be informative to expand the testing towards, for example, woven 
textiles, as a comparison.

While this study performed a qualitative evaluation of the output of the 
applied generative deep learning method, a quantitative evaluation to assess 
the quality of the generated images is lacking, such as one based on compu-
tational image evaluation metrics [e.g. Frechet Inception Distance (FID) or 
Inception Score (IS)].

In terms of the qualitative survey, its method and design could be improved 
to reduce potential bias. The number of survey questions was relatively limited, 
therefore increasing the quantity and variety of questions could have offered 
further insights into the reaction towards generative deep learning generated 
images. The real and generated images presented in the survey still varied 
slightly in colour (despite the attempt to use images of similar colours per ques-
tion), which poses a risk for bias selection based on colour preference and not 
purely on the textile attributes. A more adamant effort should be made to 
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reduce any potentially distracting features in the images. The results of the sur-
vey could also be further analyzed for potentially meaningful correlations in 
terms of how the profile of the participant (e.g. age, knitting experience, field of 
work/study) affects the response to the generated vs. real knitted textile images. 
Additionally, to more accurately gauge the practical and creative implications of 
the devised generative deep learning method, it would be essential to subject 
it to a real-world creative fashion design practice situation, and furthermore be 
able to quantify the impact on lead-time, cost, or material consumption.
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