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A B S T R A C T   

This paper proposes a finite time containment control scheme to achieve distributed control of a weak grid which 
is integrated with photovoltaic (PV), wind turbine (WT) and battery energy storage system (BESS). Taking 
advantage of the containment control in multi-dimensional control, we proposed a multi-objective control 
scheme of the WT-PV-BESS system in a weak grid, wherein four control objectives are specified, namely, bus 
voltage regulation, grid frequency control, peak load shaving and economic benefits optimization for the system 
operator. Firstly, the sizing approach of BESSs to fulfill the operation mission requirements is proposed; 
meanwhile, the general coordination strategy for the PV, WT and BESS to achieve the demand–supply balance is 
proposed. Subsequently, the predefined four control objectives are modeled and transferred into the long/short 
time frame operational constraints of the BESSs. Afterwards, the finite time containment control algorithm is 
proposed to force the BESSs into achieving containment status within prescribed time. Simulation case studies 
are conducted on a modified IEEE 9-bus system to show the effectiveness and performance of the proposed 
scheme.   

1. Introduction 

WITH the gradual replacement of traditional fossil energy with 
renewable energy including wind and solar energy, power system is 
experiencing a major technological revolution. According to the report 
of the International Energy Agency, the installed capacity of renewable 
energy worldwide is about to reach 1150GW by 2022 with the accel-
erated deployment of investments and facilities in cultivating green 
energy sources [1]. Therefore, the future power grid is expected to be 
greener, more self-supplementary and utilizing distribution generation 
(DG) instead of massive centralized generation. 

For all the modern power grid configuration, remote areas are 
becoming more dependent on the renewable energy sources (RESs) due 
to the vast availability of energy sources like solar, wind, biomass and 
hydro. In the meantime, the advancements in power electronic tech-
nologies as well as electrical machine designs effectively decreased the 
cost and enhanced the power quality of RESs, leading to higher auton-
omy of the remote and weak grids [2]. Nevertheless, the stochastic 

nature of RESs and the phase-out of the synchronous generators (SGs) 
have brought about critical challenges to the system stability and 
operation, especially the significant loss of system inertia which leads to 
severer frequency instability issues that may trigger multiple frequency 
dependent emergency incidents [3–5]. Moreover, the remote area weak 
grid may lack the sufficient short-circuit level, which reduces its system 
strength and makes it prone to high voltage sensitivity [6]. Under some 
extreme operation conditions, the stable operation of the weak grids 
cannot be ensured and the power output of RESs may be curtailed or 
even disconnected, leading to generation deficit and potential frequency 
control issues [7,8]. Meanwhile, the stochastic nature of wind and solar 
power will cause further mismatches between the generation and the 
load, causing voltage sages during peak load condition and voltage 
surges during peak generation condition when there is reverse power 
through the distribution lines [9]. Therefore, within a remote area weak 
grid, voltage and frequency stability are two of the pivot missions for the 
control and configuration design of the network. 

Apart from the aforementioned aspects, there are other issues that 
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need to be resolved in remote area weak grids, i.e., power quality 
problem and the efficiency of energy harvesting or utilization. For the 
RESs, the stochasticity of wind speed or solar radiation will inevitably 
result in fluctuation of the supplied power, even with the improvement 
approaches like power electronic modulation [10]. Such issue will 
become more prominent and intolerable when the share of RESs is large 
enough in the grid. Moreover, in energy harvesting, the current main-
stream approaches like the maximum power point tracking (MPPT) are 
capable of capturing the maximum available energy from the natural 
environment [11,12]. Nevertheless, in the traditional demand–supply 
mode, the generation will also be decided by the demand, which may 
future lead to the waste of natural energy with power generation 
curtailment schemes, as the excessive power cannot be stored in the grid 
for future usage reserve. 

With the rapid development of electrochemistry and material sci-
ence, ESSs, especially battery based ESSs (BESSs) have rising growing 
interest in power and energy societies. Due to its high flexibility, fast 
response and high reliability, BESSs are believed to be a kind of feasible 
solution to enable the smooth integration and consumption of RESs in 
the future and are attached with strategic importance in various grid 
expansion and planning projects [13]. For small scale grids, BESSs are 
being utilized to resolve several technological bottlenecks as mentioned 
above. For isolated grid frequency regulation, several BESS based con-
trol schemes and system configurations are being developed. For 
example, in [14], the authors proposed a droop-type lead-lag controlled 
BESS for mitigating the impact of PV generation on the grid’s primary 
frequency control, along with an adaptive state-of-charge (SoC) recov-
ery strategy; in [15], the authors proposed an adjustable SoC limit based 
control approach for BESSs to assist the load frequency control (LFC) of 
an isolated power system, wherein the optimal sizing and operation 
scheme of the BESSs is also developed to achieve highest profitability of 
the devices; in [16], a fast frequency regulation scheme based on model 
predictive control with the assistance of BESS is proposed. Apart from 
that, BESSs are also utilized to enhance the voltage stability of a weak 
grid. In [17,18], the authors proposed to utilize BESSs to absorb the 
excessive power during peak PV generation period to mitigate the 
voltage rise issue caused by reverse power flow, wherein a distributed 
control scheme is adopted for BESSs SoC regulation; in [19], a coordi-
nated control approach for the grid-connected PV and BESSs is proposed 
to address the voltage rise and dip problems in a rural and urban dis-
tribution network, wherein the reactive capacity of the PV combined 
with the droop-based BESS system is cultivated for voltage profile 
improvement. 

Despite the fact that various control and energy management ap-
proaches are proposed to assist BESSs and DGs in grid service, one of the 
major drawbacks of the existing literatures lie in that they can only 
address a single control objective, i.e., frequency control [14–16], 
voltage regulation [17–19], optimal energy harvesting [20,21], demand 
response [22], or peak shaving [23]. Under most circumstances, the 
aforementioned objectives should be fulfilled simultaneously in order to 
maintain optimal operation and system stability of the grid, which re-
quires the complicated and comprehensive design of a control and en-
ergy management system integrating the existing approaches. Thus, to 
simplify the control method and control system configuration design, 
this paper aims to propose a multi-objective control methodology for a 
WT-PV-BESS integrated weak grid via a kind of novel distributed control 
method, namely, the finite time containment control (FTCC). Originated 
from the conventional leader–follower distributed control framework, 
the containment control employs two or more leaders to direct the fol-
lowers’ agents toward the respective targets in different dimensions 
[24]. Thus, containment control is capable of constraining all the agents’ 
status within a convex hull determined by the system operation con-
straints, achieving multi-dimensional consensus among the leaders and 
followers. With this feature, it will be possible for the containment 
control to achieve multi-objective distributed control of WT-PV-BESS 
systems in weak grids with different mission requirements. In the 

control framework design, four grid operation control missions will be 
targeted, i.e., frequency control, voltage regulation, economic benefits 
maximization, and peak shaving. The four missions will be transformed 
into four control set points of the BESS’s SoC and form a four- 
dimensional convex hull, and four leading BESSs will be selected as 
the leader to guide the behavior of the followers and constrain the fol-
lower BESSs to operate within the convex hull in a consensus manner. In 
this manner, the BESSs will behave in a cooperative way to assist the WT 
and PV to achieve the four control objectives. Therefore, the main 
contribution of this paper is organized as follows:  

• The overall framework of a WT-PV-BESS is developed in a weak grid 
to suit the mission requirements of frequency control, voltage regu-
lation, peak shaving and economic benefits maximization, where the 
optimal sizes of the BESSs are determined;  

• A multi-objective control framework for Wind-PV-BESS is proposed 
to transform the prescribed control objectives into the set points of 
the BESSs’ SoC and form a convex hull;  

• A FTCC approach is developed for distributed control of the BESSs to 
achieve the co-achievement of the prescribed four objectives with a 
single control design, which is capable of reaching the convergence 
status within finite time regardless of the state variable initial state. 

The remainder of this paper will be organized as follows: Section II 
will introduce the overall system framework of the proposed WT-PV- 
BESS and discuss the formulation of the multi-objective control 
scheme for the target system; Section III proposes the FTCC approach; 
Section IV conducts the simulation case studies; Section V gives a brief 
conclusion of this paper. 

2. Problem formulation for control objectives  

A. System Configuration 

In this paper, the system configuration of the weak grid with inte-
gration of Wind-PV-BESS system is shown in Fig. 1. In Fig. 1, the doubly- 
fed induction generation (DFIG) WT, PV array and the BESSs are oper-
ating in a cooperative manner to achieve the prescribed four control 
missions. For the WT, a frequency droop control is designed couple its 
rotor speed with the grid frequency to ensure that it is frequency 
responsive. In Fig. 1, the MPPT curve of the WT is approximated by a 

Fig. 1. Proposed Frequency Support Basic Framework.  
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polynomial ωref = aP2
s +bPs +c in order to simplify the analysis, where 

ωref refers to the reference rotor speed, Ps denotes the actual power 
output of the WT, a , b ,c are the coefficients of the polynomial. In the 
control of WT rotor speed, we utilize a two-stage variable coefficient 
based control scheme, where the adaptive control gain k = 1+Δωr/ω0

r is 
designed to adaptively control the rotor speed, where Δωr is the rotor 
speed deviation and it is associated with the system frequency deviation, 
and ω0

r is the initial rotor speed [25]. 
The PV arrays, on the other hand, will be operating in the MPPT 

status to ensure that the maximum solar energy has been captured, 
regardless of the local load condition. It is connected to the grid via a 
boost converter and the local BESSs via a bidirectional converter. 
Therefore, it is either supplying the local load or charging the distributed 
BESSs depending on the instantaneous power demand–supply balance. 
The BESSs, on the other hand, will be serving as the coordinator to 
achieve the power balance when the power supply from the DGs cannot 
reach their prescribed quota in the initial network planning, or that 
there is excessive power output from the DGs. Therefore, in the control 
framework design of this paper, the four control objectives will be 
transformed into the operation constraints of the distributed BESSs.  

B. Coordinating Strategy for WT, PV and BESS 

Due to the high operation flexibility and fast response merits of BESS, 
it has the potential of enhancing the grid integration performance of WT 
and PV, especially in power supply quality enhancement, frequency 
control and voltage regulation. The designed coordination strategy for 
the WT, PV and BESSs is shown in Fig. 2. In Fig. 2, the power outputs of 
the SGs, WTs and PVs are stacked to better illustrate the supply–demand 
balance. The load profile is assumed to be the typical residential type. In 
the researched weak grid, it is assumed that the total installed power 
capacities of the synchronous generators (SGs), WT and PV account for 
50 %, 30 % and 20 % of the nominal load level, respectively. Therefore, 
in an ordinary day in the summer season, as the power output of SGs can 
be more controllable and predictable, the SGs will maintain relatively 
stable contribution to support the load. The WTs and PVs will serve to 
bridge the remaining demand gaps in a day. Different from the WTs, the 
PV arrays will only generate power in the specific time ranges 
(7:30–18:30 during summer season) in a sunny day. 

To achieve maximum capturing and consumption of the green en-
ergy, it is required that the WTs and the PVs remain MPPT status across 
the entire operation day unless additional control missions are applied. 
Nevertheless, the stochasticity and unpredictability of wind and solar 
energy will significantly impact the availability of power supply. 
Therefore, the BESSs will be utilized to achieve the balance between the 
demand and the supply side: when there is power output surplus during 
the load’s valley period, say, 23:00–6:00, the BESSs will be in the 
charging status to absorb the extra power and avoid curtailment of wind 
power, as shown in the green area of Fig. 2; when the overall load level 
exceeds the overall power output during the peak times, say, 
10:00–12:00 and 17:00–20:30, the BESSs will be in the discharging 

status to support the load, as shown in the blue area in Fig. 2. Therefore, 
in this paper, the primary coordination strategy between the PV, WT and 
BESSs is given as 

PBESS(t) = Pl(t) − PSG(t) − PMPPT
WT (t) − PMPPT

PV (t) (1)  

where Pl(t), PSG(t),PMPPT
WT (t) and PMPPT

PV (t) represent the instantaneous 
load, SG power output, WT power output and PV power output, 
respectively; PBESS(t) is the power output/input of BESS. In Eq. (1), 
positive value indicates power output (discharging), while negative 
value indicates power input (charging).  

C. Sizing of BESS Power and Energy Capacity 

It can be seen in the coordination strategy that BESSs need to be 
deployed to serve as backup system for load support and mitigate the 
impact of randomness from the wind and solar energy. Therefore, the 
power capacities of the BESSs need to be specified in accordance with 
the peak shaving and load support mission. Consider the maximum load 
level in a day as P M

l , the lowest total power output of the WT and PV are 
P m

WT and P m
PV , respectively, then the needed power capacity for the BESSs 

is 
∑

i∈I

PBESS,i = (1 − λSG)PM
l − Pm

WT − Pm
PV (2)  

where λSG denotes the share of SGs in load supply. 
For the ESS’s energy capacity, we have 

∑

i∈I

EBESS,i =

∫ t2

t1
PBESS(t)dt (3)  

where t1 and t2 denote the beginning and end time slots of the peak load 
duration in a day, respectively.  

D. Transforming Control Objectives into BESS’s Operation Constraints 

1) Frequency regulation with WT and BESS 
Firstly, consider the coordination of WT and BESS in grid frequency 

regulation, the WT will experience two stages to smoothly regulate the 
grid frequency, namely, the rotor speed decreasing stage and the rotor 
speed restoration stage. In the first stage, the rotor speed of WT will be 
decreased to inject extra power to the grid for frequency regulation, and 
we have 

Pdesire = − Jωr
dωr

dt
(4)  

where J is the inertia moment of the WT, Pdesire is the desired power from 
the WT which is prescribed by referring to the assignment of the WT and 
BESS. Based on (4), we have 
∫ t

0
ωrdωr = −

Pdesire

J

∫ t

0
dt = −

Pdesire

J
t (5) 

which gives 

ωr(t) =
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

ω2
r (0) − 2 ×

Pdesire

J
×

√

t (6)  

where t is the time needed for the frequency to be restored to the 
allowable range, ωr(0) is the initial rotor speed. In the control design, the 
desired power for each WT and the time t will be specified based on the 
system’s frequency dynamics, and the rotor speed ωr(t) will be 
controlled via a PI controller which transfers the reference rotor speed to 
the reference torque applied to the rotor. 

In the second stage where the system frequency is recovered to the 
allowable range, the rotor speed has to be recovered to the MPPT status 
as it is drifted away from the optimal operation point. During this stage, 

Fig. 2. Proposed Coordination Strategy for WT, PV and BESS.  
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the WT will absorb energy to increase its rotor speed until it reaches the 
MPPT reference value, which may cause secondary frequency dip caused 
by power output reduction from the WT. Therefore, to mitigate such 
effect on the system frequency, a rotor speed buffer function is designed 
to smoothly recover the rotor speed, and the schematic of the rotor speed 
recovery control is given in Fig. 3 [26]. Therefore, the reference rotor 
speed is given as 

ωref = (ωMPPT − ωr)f (Δω)+ωr (7)  

where ωMPPT denotes the rotor speed under the MPPT status. 
In the meantime, the BESS will assist the WT in frequency support 

and ensure the system’s frequency stability. BESSs will serve two pur-
poses: 1) to provide supplementary power in case that the converted 
kinetic energy from the WT is not sufficient to render the sudden load 
increases; 2) to assist the rotor speed recovery of WT to prevent sec-
ondary frequency drop. In the frequency support stage, the BESS will act 
with the frequency droop characteristic as shown in Fig. 4 [14]. In Fig. 4, 
a non critical frequency band (NCFB) which has the half-width of 
0.004p.u of the nominal value is designed, where BESS will remain its 
current status. When the grid frequency fgrid > fch, the BESS will 
consume the surplus power by shifting to the charging mode, and de-
livers power when the grid frequency fgrid < fdisch. When the BESS is 
activated due to frequency deviation, the power output reference dPref 
will change linearly with the deviation of frequency with the NCFB. The 
maximum charge or discharge power (Pch− max or Pdisch− max) will be 
activated for the maximum frequency deviation (Δfmax or Δfmin) as long 
as the SoC of the BESS remains within the upper and lower bounds 
SoCmax and SoCmin. Thus, the droop characteristics of the BESS can be 
written as 

dPref =
1

KBESS

(
fref − fgrid

)
(8)  

where KBESS denotes the droop parameter of the BESS, fref is the refer-
ence frequency (1 ± 0.004p.u.). 

In the rotor speed recovery stage, the BESSs will start to inject power 
to the grid to support the rotor speed recovery of WT at time slot either 
when the grid frequency is recovered to the safety range, or that the 
rotor speed is about to across the lower limit. Meanwhile, to further 
recover the grid frequency to the nominal value, the BESS needs to yield 
extra power which is relative to the system frequency deviation. Overall, 
the stages for the WT-BESS to engage in frequency regulation are shown 
in Fig. 5. In Fig. 5, four key time slots are labeled with respect to 
different stages of frequency regulation. At t1 when the grid frequency is 
lower than the threshold of − 0.002 p.u., the WT will convert its kinetic 
energy into extra power to support the frequency, leading to reduction 
of its rotor speed; at t2 when the grid frequency continues to drop and is 
passes the BESS reaction threshold of − 0.004 p.u., the BESS will act to 
output its maximum power to prevent further frequency drop; at t3 when 
the grid frequency is recovered to the BESS reaction threshold, the BESS 
will gradually reduce its power output in order to make sufficient 
reserve for the rotor speed recovery; at t4 when the grid frequency is 
recovered to the WT reaction threshold, the WT will gradually absorb 
energy to recover its rotor speed, and the BESS have to provide extra 

power to the grid to render the power output reduction from the WT. 
Based on (5), the extra power provided by BESS in rotor speed recovery 
at time t4 is given as 

ΔPBESS =
1

2(t5 − t4)
J
(
ω2

r (0) − ω2
r (t4)

)
(9)  

where t5 is the time slot when the WT has fully recovered its rotor speed. 
2) PV Bus Voltage Regulation with BESS. 
In a high PV penetrated grid, the overvoltage issue may happen due 

to the existence of reverse power flow caused by PV generation. When 
the PV generation cannot be consumed locally, the reverse power flow 
injected to the PV bus nodes will cause overvoltage issue [17]. There-
fore, distributed and local voltage control with BESS is also a key 
objective in this paper, by which BESS will be utilized to absorb the extra 
power to prevent overvoltage, and support local loads to prevent under 
voltage, all of which are accomplished by active power control. The 
voltage regulation operation range of BESS is shown in Fig. 6. Based on 
the IEEE standard 1547, the maximum and the minimal allowable 

Fig. 3. Utilized rotor speed recover control scheme.  

Fig. 4. Frequency droop characteristics of the BESS.  

Fig. 5. Frequency regulation stages with WT-BESS.  

Fig. 6. Voltage regulation for PV bus nodes with BESS.  
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voltage for a distribution network are 1.1p.u. and 0.88p.u., respectively 
[27]. Violation of the bus voltage conditions may trigger the discon-
nection of DGs from the network. Therefore, in Fig. 6, we again specified 
a non critical voltage band where the BESS will not act to charge or 
discharge. When the bus voltage is detected to get out of the band, the 
charging or discharging power of the BESS will be 

PBESS =

⎧
⎨

⎩

md(V − Vthrd)V < Vthrd
0Vthrd⩽V⩽Vthrc

mc(V − Vthrc)V > Vthrc

(10)  

where V denotes the bus voltage, Vthrc and Vthrd are the charging and 
discharging threshold, respectively; mc and md are the voltage droop 
coefficients for the charging and discharging mode, as given by [17] 

mc =
Pmax

PV − Pmax
L

Vthrc − Vnom
md =

Pmax
PV − Pmax

L

Vnom − Vthrd
(11)  

where Pmax
PV and Pmax

L are the maximum PV generation and local node in 
the same bus, respectively; Vnom is the nominal voltage at the bus. 

3) Peak Load Shaving. 
Peak load shaving is another mission for the control design of the 

WT-PV-BESS system. During the peak load times, the available power 
supply capacity from WT, PV and DGs may not be capable of fulfilling 
the demands from the load, leading to frequency drops, voltage dips and 
load curtailment actions. Therefore, peak load shaving should be 
accomplished by BESSs. Nevertheless, there are several significant dis-
tinctions between peak load shaving and frequency/voltage regulation. 
Comparing with the former objectives, peak load shaving has a rela-
tively longer time frame as the mission may last for hours; meanwhile, it 
is subjected to more operational constraints like distribution line power 
upper bound, transformer power limit, SoC limits, and power losses 
constraints. Therefore, the former control objectives can be deemed as 
instantaneous and short term control missions, while the latter one 
should be treated as a long term objective with more constraints. 

In this section, we formulate the problem of peak load shaving as a 
linear multi-phase branch flow model developed in [28], in which for 
any branch of the network, we have 

Λij,t = sd
j,t − sg

j.t − sb
j,t +

∑

k∈N+
j

ΛΦj
jk,t , t ∈ Tpeak (12)  

Sij,t = (aaH)
Φij diag(Λij,t),t ∈ Tpeak (13)  

where sd
j,t , s

g
j,t, and sb

j,t denote the complex load, complex DG power in-
jection and complex BESS power injection at time t at bus j, respectively; 
Sij, t denotes the complex power flow from bus i to bus j at time t; Λij,t 

denotes the approximate diagonal entries of Sij, t; Φj is the phase set of 
bus j; N+

j is the set of the children bus of bus j; a = [1, e− i2π/3, ei2π/3]
T; vi,t 

denotes the complex voltage at bus i at time t. 
In the above model, Eq. (12) represents the network power flow 

balance during the peak load or generation times. In this process, instead 
of utilizing the time-of-use electricity prices or other strategies to 
discourage power usage during peak times, the BESSs are utilized to 
actively meet the demand, and help to achieve the peak load shaving 
and valley filling mission by regulating their charging and discharging 
behaviors: during the peak times, all the BESSs will discharge to meet 
the demand and fulfil the equation constraint in (12)-(13), and during 
the valley times, all the BESSs will charge to absorb the energy from the 
stochastic DGs. 

The line current can be approximately captured as 

Λij,t = Vndiag(aΦij IH
ij,t), t ∈ Tpeak (14)  

lij,t = Iij,tIH
ij,t, t ∈ Tpeak (15)  

where Iij, t is the complex line current from bus i to bus j at time t; Vn is 

the nominal bus voltage; lij, t denotes the squared current matrix at time 
t. For the BESS, its power model and operational constraints are given as 

Re
{

sb
i,φ,t

}
= bdc

i,φ,t − bch
i,φ,t, t ∈ Tpeak (16)  

0⩽bch
i,φ,t⩽μi,φ,t⋅Si,φ, t ∈ Tpeak (17)  

0⩽bdc
i,φ,t⩽(1 − μi,φ,t)⋅Si,φ, t ∈ Tpeak (18)  

μi,φ,t ∈ {0, 1}, t ∈ Tpeak (19)  

SoCi,φ,t = SoCi,φ,t− 1 +

(

bch
i,φ,t− 1ηch −

bdc
i,φ,t

ηdc

)
ΔT
Ei,φ

, t ∈ Tpeak (20)  

SoCmin⩽SoCi,φ,t− 1⩽SoCmax, t ∈ Tpeak (21)  

SoCi,φ,0 = SoCi,φ,24 (22)  

⃦
⃦
⃦
⃦
⃦
⃦
⃦

⎡

⎢
⎣

Re
{

sb
i,φ,t

}

Im
{

sb
i,φ,t

}

⎤

⎥
⎦

⃦
⃦
⃦
⃦
⃦
⃦
⃦

2

⩽Si,φ, t ∈ Tpeak (23)  

where bdc
i,φ and bch

i,φ denote the charging/discharging power of the BESS at 
bus i with phase φ; μi,φ,t is the indicator of the charging or discharging 
status of BESS at bus i with phase φ at time t; Si,φ is the power rating of 
BESS; SoCi,φ,t is the state of charge of BESS at bus i with phase φ at time t; 
ηch and ηdc are the charging and discharging efficiency, respectively. 

In model (16)-(23), (16)-(19) represent the real power of the BESS; 
(20) is the SoC updating dynamics of BESS, and (21)-(22) is the opera-
tional constraints. (23) is the constraint of the apparent power of the 
BESS converter to restrict the active and reactive power of the BESS in a 
coupling way. 

4) Economic Benefit. 
As electrical power is a kind of commodity in the electricity market, 

economic benefit is one of the key objectives in the daily operation and 
control design. In the electricity market, there are diurnal price swings 
corresponding to the fluctuation of demand in a day. Therefore, when 
the BESSs are utilized in a day, energy arbitrage approach can be utilized 
for the system operators and asset owners to improve their economic 
benefit. Energy arbitrage refers to the behaviors of purchasing power 
when the prices are low and selling when the prices are high. For the 
asset owners, energy arbitrary is a key strategy for it to recover its prior 
stage investment and optimize its overall benefit. For the BESSs, they 
will be in the charging mode during low price durations and the dis-
charging mode during the high price period. The typical price swings in 
a day is shown in Fig. 7, where the locational marginal price (LMP) in 
the day ahead energy market for the Sterling in Massachusetts load node 
is shown. In energy arbitrage, the potential revenue is a function of the 
shape of the peak relative to the trough, as well as the round trip effi-
ciency σc. Thus, the problem of arbitrage opportunity optimization in a 
day is given by 

Fig. 7. Typical variations in day-ahead market energy prices.  
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maxTAO =
∑24

i=1

(
qiσcLMPH,i − q′

iLMPL,i
)

(24)  

s.t.
∑24

i=1
qi =

∑24

i=1
q′

i (25)  

LMPH

LMPL
⩾

1
σc

(26)  

(20) − (23) (27) 

where TAO denotes the total arbitrage opportunity in a day and it is 
the sum of the hourly arbitrage opportunity; LMPH, i and LMPL, i 
represent the high locational marginal price and low locational marginal 
price at the ith time slot, respectively; qi and q′

i denote the discharge and 
charge quantity, respectively. 

In the above optimization model, (25) aims to ensure that the 
charged power and discharged power in a day can be balanced; (26) 
aims to ensure that the arbitrage opportunity is profitable. 

3. Robust containment control of BESSs  

A. BESSs Modeling. 

In the proposed multi-objective control framework, BESSs will play 
key roles in balancing the power distribution with respect to the time 
and space dimension of the grid. Thus, the robust containment control 
algorithm will be applied for the BESSs such that they will be con-
strained in the convex hull formed by the control objectives. In the 
control design, N followers and M leaders will be selected. For the 
leaders, their dynamics [29] are given as follows: 

ėi(t) = −
ρiPmax

ESS,i

3600 × CESS,i
pi(t) = KESS.ipi(t) (28)  

ṗi(t) = ui, i ∈ L (29)  

where ρi is the charging/discharging coefficient of the ith BESS, P max
ESS,i 

denotes the power rating (MW) of the ith BESS, CESS,i is the energy ca-
pacity (MWh), ei denotes the SoC of the BESS, pi ∈[-1,1] denotes the 
power state, L is the leader set. 

For the followers, their dynamics are given by 

ėi(t) = KESS.ipi(t) (30)  

ṗi(t) = ui + di, i ∈ F (31)  

where F denotes the follower set, the remaining variables are the same 
as those of Eq. (28)-(29), and di is the bounded input disturbance which 
satisfies ‖di‖∞ ≤ δ with δ > 0.  

B. Containment Control with Time-Varying Leader SoCs. 

Assume the communication graph of the BESSs is denoted by a 
directed graph G , where each BESS is denoted by a vertex in its vertices 
set V and (i, j) ∈E if the jth BESS can receive the information from the 
ith BESS, where E is the edge set of the communication graph of BESSs. 
Let AN+M ∈ R(N+M)×(N+M) and LN+M ∈ R(N+M)×(N+M) denote the adjacency 
matrix and the Laplacian matrix of the communication graph, respec-
tively. The Laplacian matrix in the following sections is partitioned as 

LN+M =

[
L1 L2

0M×N 0M×M

]

(32) 

In designing the containment controller, we firstly identify a set of 
desired sliding surface such that the followers will move along the 
sliding surface. Subsequently, the distributed control algorithm for the 
followers will be designed to ensure that they will converge to the 

desired sliding surface under the input saturation condition. In what 
follows, we define eF = [e1, e2,⋯eN]

T and eL = [eN+1, eN+2,⋯eN+M]
T as the 

followers’ state variable and the leaders’ state variable, respectively; 
define pF = [p1, p2,⋯pN]

T and pL = [pN+1, pN+2,⋯pN+M]
T. Based on the 

Lemma from [30], the containment control is achieved when eF +

(L− 1
1 L2 ⊗ IN)eL→0, t→∞. Hence, here we define ed = [ed1, ed2,⋯edN]

T
=

− (L− 1
1 L2 ⊗ IN)eL, which serves as the desired SoC dynamics of the fol-

lower BESSs, and definepd = [pd1, pd2,⋯pdN]
T 
= − (L− 1

1 L2 ⊗ IN)pLas the 
desired power states of the follower BESSs. In the meantime, we define 
the containment error as ̃ei = ei − edi, and the vector of containment error 

is ̃e =

[

ẽ1, ẽ2,⋯ẽN

]T

. 

Now consider the following sliding mode surface that can decide the 
ideal trajectory of the BESSs’ state variable: 

si = KESS,ipi + k1

∑N+M

i=1
aij(ei − ej)

+ k2tanh

[∑N+M
i=1 aij(ei − ej)

η

]

(33)  

where k1, k1 > 0 are the sliding surface coefficients, η > 0 is an infinitely 
small coefficient. When the state variable reaches the sliding surface, we 
have 

ei = − k1

∑N+M

i=1
aij(ei − ej) − k2tanh

[∑N+M
i=1 aij(ei − ej)

η

]

(34) 

Therefore, for the containment error vector we have 

˙̃e = − k1(L1 ⊗ IN )̃e − k2tanh
[
(L1 ⊗ IN)ẽ

η

]

− pd (35) 

For the designed sliding surface, we made the following assumptions: 
For the follower BESSs in the communication graph, at least one of the 
leader BESS is reachable from the follower BESS. 

For the follower BESSs, we propose the following control input 

˙̃e = − k1

∑N+M

i=1
aij(pi − pj) −

k2

η

{

1 − tanh2

[∑N+M
i=1 aij(ei − ej)

η

]}

×

[
∑N+M

i=1
aij(pi − pj)

]

− k3sgn(si) (36)  

where k3 > Î́ is a positive constant. 
With the above assumption, the designed sliding surface (33), and 

the controller input (36), we have the following theorem: 

Theorem 1. On the defined sliding surface si = 0, the global containment 
control for system (28)-(29) and (30)-(31) is achieved if the following 
condition holds: 

lim
t→∞

‖ei(t) − edi(t)‖2⩽
⃦
⃦L− 1

1

⃦
⃦

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
2k2Nq2

maxHmaxυ
k1qminγmin(W)

√
̅̅̅η√ (37)  

where qmax and qmin are defined in (A1), v is a to be designed parameter 
related ẽ, η is a positive constant that can be arbitrarily small; Hmax =

max{
∑N+M

j=N+1aij, i = 1, 2, ⋯,N}. The proof of theorem 1 is given in the 
Appendix. 

4. Case studies 

To evaluate the effectiveness and performance of the proposed FTCC 
approach and the coordination framework, simulations are conducted 
on a modified IEEE 9-Bus power system with relatively high renewable 
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power penetration, as shown in Fig. 8. In this test system, a synchronous 
generator (SG), a diesel generator and a WF are the main power sources 
with the capacity of 1.8 MW, 1.7 MW and 1.6 MW, respectively. Five PV 
stations are integrated at buses 3, 5, 6, 7 and 8 with the capacities of 240 
kW, 220 kW, 210 kW, 180 kW and 160 kW, respectively. Meanwhile, 
seven BESSs are installed at bus 1, 3, 5, 6, 7, 8 and 9, respectively. Based 
on Eq. (2) and (3), the power and energy capacities for the BESS to meet 
the multi-objective control requirements are 168 kW/988kWh, 171 kW/ 
1076kWh, 135 kW/1228kWh, 109 kW/898kWh, 156 kW/1032kWh, 
152 kW/1308kWh, 124 kW/1147kWh, respectively. The system sup-
plies the maximum total load of 6.5 MW. 

4.1. Case 1: Coordination results under different operating conditions 

Firstly it is essential to test the performance of the proposed coor-
dination approach under different operation conditions. The expected 
outcome of the proposed coordination strategy is to achieve the balance 
between the demand and the supply under different level of renewable 
energy availability with the autonomous shifting of BESSs. In this 
simulation case, three typical operation scenarios are assumed to test the 
performance of the scheme, namely, steady wind speed condition during 
peak load time (near 12:00am), variable wind speed condition during 
peak load time, and variable wind speed condition during valley load 
time (near 23:00). During the peak load time, the load is set at 5 MW 
from 12:00–12:02am and a step change of 1.2 MW happens at 12:02am; 
during the valley load time, the load is set at 1.9 MW from 23:00–23:02, 
and a step change of 0.8 MW happens at 23:02. Under the three oper-
ation scenarios, the simulation results are shown in Figs. 9-11. It can be 
seen from the three figures that in all the operation conditions, the 
balance between the demand and the supply can be achieved: during the 
peak load times, the BESSs are responsive to fill the gap between the 
generation and the load; meanwhile, the BESSs are also adaptive to shift 
from the discharging mode to the charging mode when there are gen-
eration spikes that make the generation larger than the demand, as 
shown in the green areas in Fig. 10;during the valley load times when 
the load level is lower and there is no PV generation, the power gener-
ation surplus is consumed by the BESSs, and the BESSs can also change 
to the discharging mode immediately when there is temporary power 
shortage due to wind speed variation. Therefore, the proposed scheme 
can properly and dynamically coordinate the generation units to meet 
the load demand. 

4.2. Case 2: Achieving four control objectives 

Next we test the effectiveness of the proposed scheme in achieving 
the prescribed four optimization objectives. In solving the optimization 
problem (14)-(23), and (24)-(27), the Tabu search algorithm is utilized 
by prescribing the charging or discharging solutions of the BESSs in the 
longer time frame of a day; in this process, the day-ahead market energy 
price is the same as that in Fig. 7. To achieve the coordination of the 

control objectives and avoid the conflicts between them, it is necessary 
to specify their priority degree. As a matter of fact, the missions of 
voltage and frequency regulation should be treated as short time frame 
objective as they both deal with the instantaneous term of the system, 
while the objectives of load shaving and economic benefits should be 
treated in a longer time frame as they deal with the daily operation of the 
grid. Therefore, the missions of voltage and frequency regulation should 
be given higher priority than the other two objectives. Moreover, the 
mission of voltage regulation should be fulfilled by the BESS at the local 
level, while the frequency regulation mission should be accomplished by 
all the BESSs at the global level. Thus, these two missions are parallel to 
each other without any conflicts. For the remaining two objectives, we 
give economic benefits higher priority than that of peak shaving. With 
respect to the operation conditions, it is assumed that the PVs are 
operating in a sunny summer day and the wind speed is variable; 
meanwhile, the system load is assumed to be a typical residential load 
when the peak demand happens at 12:00 and 20:00; in the meantime, it 
is assumed that a load step change happens at 15:00. The total load 
curve is shown in Fig. 12. 

With such settings, the simulation and numerical results for 
achieving the four control objectives are given in Figs. 13-16. Among 
them, Fig. 13 shows the voltage curves of the bus which is connected 
with PV station. Evidently, when the BESS is located at the PV bus, the 
bus voltage can be regulated within the threshold, even if the PV gen-
eration reaches its maximum level during the noon period. Fig. 14 shows 
the frequency curve of the grid with different schemes, which fully Fig. 8. Modified IEEE 9-Bus system.  

Fig. 9. Coordination result under peak load time and steady wind speed.  

Fig. 10. Coordination result under peak load time and variable wind speed.  

Fig. 11. Coordination result under valley load time and steady wind speed.  
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shows the effectiveness of the BESS based scheme. Fig. 15 presents the 
load profiles with and without the peak shaving algorithm. Apparently, 
when the BESSs serve as both energy suppliers and users based on the 
load level, the peaks of the load can be shaved during noon times and the 
load valley can be filled during low load period. Fig. 16 shows the curve 
of the TAO index throughout a whole day in 100 cases with different 
load profiles, where the TAO value is dynamically changing and the TAO 
value of the next time slot is the integral results of all the previous time 
slots. It can be seen that in all the 100 cases, when a day ends, namely, at 
time slot 24:00, the TAO values after optimization become positive, 
while those without optimization are negative. Moreover, under all 
cases with the optimization approach, the curves of TAO change in a 
coherent manner, which validates the effectiveness and robustness of 
the proposed scheme. 

Fig. 17 shows the SoC of the BESSs at two different time period. 
Among all the BESSs, BESS 1 and BESS 2 in Fig. 8 are selected as the 
leaders for frequency and voltage regulation, respectively. Observing 
Fig. 17, we can easily obtain these findings: during the peak generation 
period of PV from 11:00 to 12:00, as leader 2—BESS2 is connected with 
a PV station at Bus 6, it is capable of spontaneously charging to prevent 
the overvoltage at Bus 6; in the meantime, it is capable of leading the 
other BESSs connected with PVs, namely, BESS 3, 4, 5 and 7 to shift to 
the charging mode, while BESS 1 and BESS 6 will stay in the stand-by 
status as they are not connected with any PV stations. When the load 
comes to the peak at 12:30, all the BESSs react collectively to fill the 
demand–supply gap, and the consensus status is achieved in a fast 
manner. Fig. 17(b) shows the dynamics of the SoC during the valley load 
times. It can be seen that when the load level is low during midnight, the 
SoC of the BESSs are contained by the two leading BESSs, which fully 

Fig. 12. Whole day load profiles utilized in simulation.  

Fig. 13. Voltage curves of the PV-connected buses.  

Fig. 14. Frequency regulation results utilizing different approaches.  

Fig. 15. Simulation results for peak load shaving and valley filling.  

Fig. 16. TAO index of a day before and after optimization in 100 cases.  

Fig. 17. SoC of BESSs during different time period.  
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validates the effectiveness of the proposed FTCC. 

4.3. Case 3: Performance comparison 

To comprehensively evaluate the performance improvement of the 
proposed scheme on basis of the traditional as well as the state-of-the-art 
approaches, we conduct a comparative study at this place. In this study, 
the voltage-droop control + consensus control (VDC + CC) approach 
from [16], and the fast frequency response + active/reactive power 
response (FFR + ACR) method from [31] are adopted for comparison 
purpose. The system operation condition remains the same as that of 
case 2 and the same daily load curve shown in Fig. 12 is utilized to test 
the performance. Moreover, we compared the results of the three 
methods with those when no extra control is applied to the BESSs to 
regulate the bus voltage and the grid frequency. The results of the four 
schemes are shown in Figs. 18-19. Among them, Fig. 18 shows the 
voltage regulation results of the four schemes at bus 6 and bus 8, 
respectively. It can be seen from Fig. 18 that, as the PV generation 
reaches its peak at noon, the proposed FTCC can maintain the bus 
voltage within the upper threshold; the VDC + CC approach also shows 
similar results in bus voltage regulation, as it mainly utilizes the prin-
ciple of voltage-droop control; however, the FFR + ACR control and the 
scheme without extra control shows no capability of controlling the bus 
voltage, leading to the issue of over-voltage during peak PV generation 
times. 

Fig. 19 shows the frequency regulation results of the four schemes 
near 15:00 when there is a step load change. It can be seen from Fig. 20 
that the proposed FTCC and the FFR + ACR approach are capable of 
regulating the system frequency in a fast and stable manner, as the time 
for frequency recovery is short and the frequency curve overshoots are 
small. Nevertheless, with the other two approaches, the frequency dips 
are much larger and the system frequency will not recover to the nom-
inal value in short times. Thus, the proposed FTCC approach is capable 
of simultaneously achieving various different control objectives with 
equal or better performance comparing with existing methods. Fig. 20 
shows the SoC of the BESSs for frequency regulation with the three 
approaches. Comparing Fig. 20(a) and Fig. 20(b), it can be seen that the 
VDC + CC approach is not capable of effectively respond to the load 
change and regulate the system frequency properly; the z, although it 
can respond to the load change, the BESSs are acting in a disordered 
manner, which may add to the pressure of BESS status monitoring and 
regulating. 

5. Conclusion 

This paper proposes a finite time containment control scheme to 
achieve the coordinated operation of PV, WT and BESSs. Utilizing the 
advantage of containment control in deciding multiple control di-
mensions, four control objectives for the weak grid are specified, 
including bus voltage regulation, grid frequency control, peak load 
shaving and economic benefits. At first, the optimal sizes of BESSs to 
fulfill the operation mission requirements are specified; in the mean-
time, the coordination strategy for the PV, WT and BESS to achieve the 
timely balance between the demand and supply side is proposed. Sub-
sequently, the predefined four control objectives are modeled and 
transferred into the operational constraints of the BESSs. Afterwards, the 
FTCC algorithm is proposed to allow the BESS arrays achieve the 
containment status within finite time. Simulation case studies are con-
ducted on a modified IEEE 9-bus system to show the effectiveness and 
performance of the proposed scheme. The simulation results have 
verified the effectiveness of the proposed scheme in achieving the four 
control objectives simultaneously, which significantly reduces the 
complexity and efforts in system configuration especially control system 
design. 

Fig. 18. Voltage regulation results with four different approaches.  

Fig. 19. Frequency regulation results with four different approaches.  

Fig. 20. SoC of BESSs for frequency regulation with three approaches.  

L. Xiong et al.                                                                                                                                                                                                                                    



International Journal of Electrical Power and Energy Systems 156 (2024) 109709

10

CRediT authorship contribution statement 

Linyun Xiong: Conceptualization, Methodology, Funding acquisi-
tion. Yinfang Zhu: Data curation, Formal analysis, Writing-original 
draft. Sunhua Huang: Software, Supervision. Shiwei Guo: Investiga-
tion, Resources. Changyu Ban: Visualization, Formal analysis. Pen-
ghan Li: Validation. Muhammad Waseem Khan: Project 
administration, Validation. Tao Niu: Supervision. 

Declaration of competing interest 

The authors declare that they have no known competing financial 

interests or personal relationships that could have appeared to influence 
the work reported in this paper. 

Data availability 

Data will be made available on request. 

Acknowledgement 

This work was supported by the National Natural Science Foundation 
of China under Grants 52007015 and 52377074.  

Appendix 

Proof of Theorem 1. 
First define ζ = L1e, where L1 is given in (35). Then we construct the Lyapunov function V = 1

2ζTQζ for stability analysis, where Q = diag{q1,q2,

⋯qn}, with qi > 0, such that the matrix W = QL1 +LT
1Q is positive-definite and symmetric. Denote qmax = max{q1,q2,⋯qn}, qmin = min{q1,q2,⋯qn}. 

For the Lyapunov function, its derivative satisfies 

V̇ = − k1ζT QL1ζ − k2ζT QL1tanh
(ζ

η

)
+ ζT QL2pL  

= −
k1

2
ζT Wζ + k2

∑N

i=1
qiζT

i

∑N

j=1
(aijtanh

(ζj

η

)
)qiζT

i )

− k2

∑N

i=1
qiζT

i

∑N+M

j=1
aijtanh

(ζj

η

)
−
∑N

i=1
qiζT

i

∑N+M

j=N+1
aijpj  

⩽ −
k1

2
ζT Wζ+ k2NqmaxHmaxυη (A1) 

In the meantime, we need to note that 

1
2

ζT Wζ⩾
1
2
γmin(W)‖ζ‖2

2⩾
γmin(W)

qmax
V (A2) 

Thus, for (A1), we further have 

V̇⩽ −
k1γmin

qmax
V + k2NqmaxHmaxυη (A3) 

Hence, for the medium variable ζ, it will enter and stay within the invariant set S 1=
{

ζ|V ≤
k2Nq2

maxHmaxυη
k1γmin

}
within finite time range. Meanwhile, we 

note that V ≥ 1
2qmin ‖ζ‖2

2, then we have 

‖ζ‖2⩽ −

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
2k2Nq2

maxHmaxυ
k1qminγmin(W)

√
̅̅̅η√

(A4) 

Moreover, utilizing the fact ̃e = L− 1
1 ζ, we have 

‖ei − edi‖2⩽‖ẽ‖2⩽
⃦
⃦L− 1

1

⃦
⃦

2

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
2k2Nq2

maxHmaxυ
k1qminγmin(W)

√
̅̅̅η√

(A5) 

which completes the proof of theorem 1. 
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