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Abstract

Developing accurate wind speed forecasting methods is indispensable to integrating wind
energy into smart grids. However, current state-of-the-art wind speed forecasting methods
are almost data-driven deep learning models, which may incur potential adversarial cyber-
attacks. To this end, this paper proposes an adversarial false data injection attack tactic
to investigate such a cyber threat. First, targeting the deep learning-based short-term wind
speed forecasting model, an optimization model is constructed to obtain the optimally false
data that should be injected into the forecasting model input so as to expand the predic-
tion deviation as much as possible. Then, as the optimization model is non-differentiable,
a particle swarm optimization-based method is developed to solve the optimization prob-
lem, in which the near-optimal solution is able to be explored, directing the false data
that should be injected. At last, numerical studies of the proposed attack tactic are con-
ducted on different-hour ahead wind speed forecasting models, revealing the feasibility
and effectiveness.

1 INTRODUCTION

In recent years, climate change has drawn special attention due
to frequently witnessed extreme natural disasters [1, 2]. This has
sparked a strong collective aspiration among humans to create
a sustainable future [3]. The combustion of fossil fuels, which
dates back to the industrial revolution, has been identified as the
primary source of greenhouse gas emissions. These emissions
are recognized as the principal cause of global warming and
resultant climate change. To achieve a low-carbon energy mix,
renewable energy sources have garnered substantial attention
in recent years [4]. Since renewable energy does not generate
emissions or contribute to climate change, it is an excellent
alternative to fossil fuels. The adoption of renewable energy,
by decreasing the usage of fossil fuels [5], assumes a crucial
role in reducing the impact of climate change and ensuring a
sustainable future for future generations [6].

For different types of renewable energy resources, the use of
wind energy has proliferated in recent years, and many countries
have started investing heavily in this form of energy produc-
tion [7]. However, unlike solar energy with periodic patterns,
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wind energy exhibits strong uncertainties due to the weather
system’s chaotic nature. The weather-dependent characteristic
of wind energy and its strong variability and intermittence [8]
could bring great challenges to the smart grid operation, includ-
ing voltage and frequency instability [3, 9]. The instability of
wind energy could cause issues in the energy supply-demand
balance, leading to a potential failure of the grid’s control sys-
tem [10]. At the extreme end, smart grids may experience system
collapse or even blackouts [11].

To address the challenges posed by wind energy’s variable
nature, various short-term wind speed forecasting (WSF) meth-
ods have been developed [12]. With an accurate wind speed
prediction, wind farm decisions and controls can be properly
formulated and implemented so that the smart grid stability can
be influenced by the wind power generated as small as possible
[13]. This would ensure optimal energy production and utiliza-
tion, as well as grid stability and resilience, thus guaranteeing
uninterrupted energy supply to consumers. While traditional
forecasting methods may not be able to capture the complex
patterns and relationships present in the voluminous wind speed
data, deep learning (DL) technology has been shown to be
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highly effective in establishing WSF models [14]. DL methods
can learn nonlinear and complex features from data and address
data uncertainty, making them highly suitable for WSF [15]. For
example, the deep belief network was utilized for deterministic
and probabilistic WSF [16]. The long short-term memory neu-
ral network was adopted to improve the prediction performance
of wind speed [17]. The interval deep generative neural network
was designed to capture unsupervised temporal features from
wind speed data [18].

The DL-based WSF model may be vulnerable to cyber
threats. The introduction of information communication tech-
nology (ICT) into the smart grid has exposed various cyber
assets to malicious adversaries [19], who may manipulate the
forecasting input data during transmission to impair the model’s
performance. Because the DL model is a black-box model,
operators receive the prediction result by directly inputting
the data without any intermediate examination. As a result,
the operator may make improper decisions based on the pre-
dicted results from the false input, which can lead to severe
consequences for the smart grid.

Several studies have examined adversarial attack techniques in
learning-based applications within the smart grid domain. Ref.
[20] proposed two algorithms to generate adversarial input data
to evaluate the security issues of load forecasting procedures in
power system operations. Ref. [21] designed a methodological
framework to explore the vulnerability of machine learning-
based inertia forecasting models, with a special focus on data
integrity attacks that are able to significantly increase the sys-
tem operation cost. Ref. [22] proposed a generative adversarial
network-based adversarial data injection attack method against
data-drive stability assessment in power systems. Although these
references have studied adversarial attacks on different learning-
based applications in smart grids, it is essential to highlight a key
distinction between the adversarial attack on these applications
and on WSF. Unlike other applications, the WSF model does not
necessitate the adversary’s knowledge of the operational state of
smart grids for launching adversarial attacks. This unique char-
acteristic exposes the potential for significant prediction errors
that can detrimentally impact smart grid operations, in contrast
to other applications that do require such knowledge.

Despite the potential risks, there has been insufficient
research into the cyber threat on the DL-based WSF model in
the existing literature. Given the significance of the smart grid to
modern society, it is critical to explore and address these vulner-
abilities to ensure the resilience of the smart grid. With the rapid
development of cyber technologies, it is essential to continu-
ously evaluate and enhance the security of the DL-based WSF
model against potential cyber threats. Further studies in this area
are urgently needed to develop effective countermeasures that
can safeguard the smart grid from cyber attacks.

In order to examine the resilience of well-trained DL mod-
els for short-term WSF, this paper suggests a novel method of
attacking the DL model by injecting false data, known as adver-
sarial false data injection attacks, which is implemented in the
practical application stage. The primary objective of this paper
is to demonstrate the weaknesses of DL models in WSF when
exposed to this type of attack. As a result of this research, several

significant contributions have been made, which are outlined
below.

1. An adversarial false data injection attack method is proposed
targeting the DL-based short-term WSF model, in which an
optimization model is constructed to obtain the optimally
false data that should be injected into the model input data
so as to expand the prediction error as much as possible.

2. A particle swarm optimization (PSO)-based method is
designed to solve the proposed optimization model. As
conventional solvers are unable to solve the optimization
model containing the DL model, which is sealed and thus
non-differentiable, the PSO algorithm is a promising alter-
native and effective to obtain the solution of the proposed
optimization model.

3. The attack performance and effect are assessed comprehen-
sively and extensively on the realistic dataset. The simulation
results suggest that only needing to modify small values in
the input data, it is able to output a large deviated predic-
tion, which jeopardizes the resilience of smart grids with high
renewable energy penetration.

The remainder of the paper is organized as follows. Section 2
presents the proposed adversarial false data injection attack
strategy, including introducing the DL-based short-term WSF
model and modeling the adversarial attack method. Section 3
elaborates on the PSO-based optimization-solving scheme and
gives the overall framework. Section 4 demonstrates and dis-
cusses the case studies on different hour-ahead WSF models.
At last, Section 5 summarizes the paper.

2 THE PROPOSED ADVERSARIAL
FALSE DATA INJECTION ATTACK
METHOD

2.1 Deep learning-based short-term wind
speed forecasting model

The precise forecasting of wind speed is vital for ensuring
the efficient operation of smart grids [23]. Although weather
systems are inherently unpredictable, it is feasible to generate
accurate short-term predictions, covering a few hours or days,
for wind speed. This capability is crucial for maximizing the pro-
duction of wind energy and incorporating it into the grid, as well
as achieving a more efficient balance between energy supply and
demand. Ultimately, this results in reduced operational expenses
and enhanced energy efficiency.

Artificial intelligence (AI) has become an essential tool in
various industries, including the energy sector. In particular,
deep learning (DL), a subset of AI, has shown impressive
potential in predicting short-term wind speeds, which is cru-
cial in ensuring efficient and reliable wind energy production.
One of the reasons why DL is effective in wind speed fore-
casting (WSF) is its ability to extract complex and non-linear
features from data, resulting in higher accuracy and lower
errors [24].
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FIGURE 1 Diagram of the deep learning-based wind speed forecasting
model.

A typical DL-based WSF model consists of three compo-
nents: the input layer, hidden layer, and output layer, as shown
in Figure 1. The input layer plays a crucial role in incorporating
essential features such as historical wind speed data, temper-
ature, pressure, humidity, and wind direction that contribute
to improved accuracy in WSF. The hidden layer, on the other
hand, refers to the neural network layers between the input layer
and the output layer. Its primary purpose is to learn intricate
relationships between the inputs and outputs. These hidden lay-
ers are called “hidden” because their outputs are not directly
observable [25]. Various hidden layer architectures are used in
WSF, including the multi-layer perceptron, deep belief network,
and long short-term memory network, among others.

Lastly, the output layer takes the processed input from the
hidden layer and generates a single value or multiple values that
represent the forecasted wind speed in the short-term future.
Common DL-based short-term WSF models include 1-h, 2-
h, 3-h, 4-h, 8-h, 12-h, and 24-h ahead forecasting. The model
can be trained by using the mean absolute error (MAE) or the
mean square error (MAE) as the loss function, which measures
the difference between the actual and predicted wind speeds, as
follows,

𝜃 =
1
N

N∑
i=1

|ŷ(i ) − y(i )| (1)

𝜃 =
1
N

N∑
i=1

(
ŷ(i ) − y(i )

)2
(2)

where 𝜃 represents the loss function under the DL parameters
𝜃; N is the total number of samples; y(i ) and ŷ(i ) are the output
true value and prediction of the ith sample, respectively.

Once the DL model is established and well-trained, it can
be used for prediction. Mathematically, a DL-based h-hours

ahead wind speed point forecasting model can be formulated
as follows,

ŷt+h =  (t ) (3)

where ŷt+h is the predicted wind speed after h hours at time t ;
t represents a set of model input including features available
at time t ;  (⋅) denotes the well-trained DL model for WSF.

2.2 Adversarial false data injection attack
model

The application of ICT facilitates convenient and efficient inter-
action between different sectors in the smart grid [26]. However,
this increased connectivity also exposes the smart grid’s digi-
tized assets to cyber threats [27]. In the context of the WSF
model, meteorological data is used as input. To obtain the mete-
orological data, the outer weather forecast system due to its
professionality is integrated with the WSF model. In general, an
interface must be requisitioned for transmitting the meteorolog-
ical data from the weather forecast system to the WSF model.
However, during the data transmission process, a capable adver-
sary may compromise the meteorological data by injecting false
data, which could adversely affect the performance of the
WSF model.

To investigate this problem, this paper proposes an adversar-
ial false data injection attack method that aims to worsen the
prediction performance of the WSF model as large as possible.
This attack method is achieved by constructing an optimization
model to suggest the optimal false data that should be injected
into the WSF model’s input, as follows. Equation (4) is the
objective function that maximizes the prediction error. Equa-
tions (5) and (6) are constraints to obtain the predicted wind
speed under normal and attacked scenarios. Equation (7) is a
constraint to quantify the capability for the attack, in which the
adversary can inject false data only within certain limits.

Δ a∗
t = arg max

Δa
t

||ŷt+h − ŷa
t+h

|| (4)

ŷt+h =  (t ) (5)

ŷa
t+h =  (t + Δ a

t ) (6)

||Δ a
t
|| ≤ Δ̄ a

t (7)

where Δ a∗
t represents the optimal false data for the attack;

Δ a
t and ŷa

t+h are the false data injected and the wind speed pre-
dicted under the false data, respectively; Δ̄ a

t is an upper bound
for the false injection Δ a

t .
Ideally, a bigger upper bound value for the modification in

input data means that the adversary is able to cause a larger
prediction deviation. However, although the adversary has the
ability to inject false data within the limits, any increased attack
resource (i.e. the value of injected false data) imposes extra
attack costs (i.e. the possibility of being detected). To reduce the
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attack cost, the previous objective function (4) can be improved
by introducing the minimization of attack resources used in the
meantime, as follows,

Δ a∗
t = arg max

Δa
t

||ŷt+h − ŷa
t+h

|| − 𝛼||Δ a
t ||1 (8)

where 𝛼 is a weight to balance the attack resources being used.
On the other hand, sometimes there are anomaly detection

algorithms to check with the transmitted input data, which are
based on parameter statistics such as the 3 sigma criterion and
the box plot principle [28]. Once the falsified data is unable to
bypass these algorithms and is detected, the launched cyberat-
tack will be unsuccessful and ineffective. To further avoid such
detection, Equation (7) can be enhanced by reasonable scaling,
as follows,

(1 − 𝛽)t ≤ Δ a
t ≤ (1 + 𝛽)t (9)

where 𝛽 is a positive value for scaling. For example, 𝛽 could be
0.05 or 0.1 for achieving a 5% or 10% maximum modification
degree according to the initial value.

To accomplish the proposed attack method, the adver-
sary has three management strategies to compromise the
meteorological data: pre-transmission, during-transmission, and
post-transmission. The pre-transmission strategy involves the
manipulation or concealment of meteorological data using pre-
determined values within the external weather forecast system
[29]. Consequently, the transmission interface is supplied with
false data prior to the commencement of data transmission.
The during-transmission strategy encompasses actions taken
to compromise meteorological data while it is being transmit-
ted [30]. This may include activities such as eavesdropping,
interception, and tampering with data in the communication
channel. The post-transmission strategy aims to modify the
memory block where transmitted data is stored [31]. After the
data has been transmitted from the external weather forecast
system, it is initially retained in a device and subsequently uti-
lized as input for the WSF model. Consequently, the adversary
must erase the true meteorological data within the memory
block and substitute it with fabricated data, thereby ensuring the
compromise of the WSF input.

It is noteworthy that the proposed adversarial false data injec-
tion attack method is based on the white-box scenario, wherein
the adversary possesses complete knowledge of the operator-
own WSF model. However, acquiring such detailed information
about the operator-own WSF model presents considerable chal-
lenges in real-world settings. As an alternative, the adversary
may consider employing a black-box attack scenario. In this
approach, the adversary first specifies the wind power plant and
gathers relevant data. Then, based on the collected data, a set of
appropriate DL models is selected and trained specifically for
the WSF purpose. Following the training phase of all selected
WSF models, the best-performing model is determined, serv-
ing as a surrogate model for the subsequent attack optimization
problem. This surrogate model will replace the operator-own
WSF model, facilitating the generation of adversarial false data.

3 PARTICLE SWARM
OPTIMIZATION-BASED ATTACK MODEL
SOLVING SCHEME

The proposed attack optimization model is a complex model
that includes the DL model. However, conventional optimiza-
tion solvers are unavailable for this model, making it difficult to
obtain an optimized solution. The absence of conventional opti-
mization solvers stems from the complexity of the model, which
requires derivative information that is not easily obtainable. To
overcome this difficulty, a PSO-based method is designed to
fulfill the solution of the attack optimization model.

The PSO algorithm is an optimization technique that imi-
tates the social behaviour of bird flocks or fish schools. Unlike
gradient-based optimization algorithms, the PSO algorithm
does not require derivative information, which makes it suitable
for solving the proposed attack optimization problem where the
gradient of the objective function is difficult to obtain. Instead,
PSO utilizes a population of particles that iteratively move in
search of the optimal solution to the problem. Each particle’s
movement is guided by its own best solution and the best solu-
tion found by the entire population. This approach enables the
PSO algorithm to converge towards the global optimal solution
of the problem efficiently.

PSO is an ideal method to solve the proposed attack opti-
mization problem since the gradient of the objective function
is challenging to obtain, and multiple local minima may exist in
the problem. The PSO algorithm’s capability to find the global
optimal solution makes it well-suited for the attack optimization
problem, ensuring that the best possible solution is achieved for
the model. The proposed PSO-based method provides a robust
and efficient solution for the attack optimization model, which
would have been unachievable using conventional optimization
solvers. Basically, for the initial meteorological data t , the PSO
works as follows,

v
(i+1)
p,k = v

(i )
p,k + c1r1

(
x

best,(i )
p,k − x

(i )
p,k

)

+c2r2

(
x

best,(i )
k − x

(i )
p,k

)
(10)

x
(i+1)
p,k = x

(i )
p,k + v

(i+1)
p,k (11)

where the superscript (i ) denotes the current iteration; the sub-
script p = 1, … ,N represents the pth particle for a total of N
particles; the subscript k indicates the kth feature of the model
input t ; v and x are the current speed and position of the par-
ticle, respectively; c1 and c2 are learning factors; r1 and r2 are

random values generated from the interval (0,1); x
best,(i )
p,k denotes

the best value of the kth feature for the pth particle and x
best,(i )
k

is the global best value crossing all particles.
Based on Equations (10) and (11), the model input for pth

particle in the ith iteration (denoted as 
(i )
p ) can be updated.

Initially, 
(0)
p = t , and the speeds are set with small values

for updating. However, if the position x
(i+1)
p,k is updated out-of-

bound, its value should be set as the corresponding boundary,

 17521424, 2024, 7, D
ow

nloaded from
 https://ietresearch.onlinelibrary.w

iley.com
/doi/10.1049/rpg2.12853 by H

O
N

G
 K

O
N

G
 PO

L
Y

T
E

C
H

N
IC

 U
N

IV
E

R
SIT

Y
 H

U
 N

G
 H

O
M

, W
iley O

nline L
ibrary on [23/10/2024]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense

https://ietresearch.onlinelibrary.wiley.com/action/rightsLink?doi=10.1049%2Frpg2.12853&mode=


1374 YANG ET AL.

as follows,

x
(i+1)
p,k =

⎧⎪⎨⎪⎩
x

upper
k , x

(i+1)
p,k ≥ x

upper
k

x lower
k , x

(i+1)
p,k ≤ x lower

k

(12)

where x
upper
k and x lower

k are the upper and lower bounds for the
kth feature of t according to the optimization constraint (7) or
(9).

The comparison of true and modified model inputs will

determine the updates of the particle optimum 
best,(i )
p and

global optimum best,(i ), as follows,


best,(i+1)
p =

⎧⎪⎪⎪⎨⎪⎪⎪⎩


(i+1)
t , | (t ) − 

(


(i+1)
p

) | >
| (t ) − 

(


best,(i )
p

) |


best,(i )
p , | (t ) − 

(


(i+1)
p

) | ≤
| (t ) − 

(


best,(i )
p

) |
(13)

best,(i+1) =

⎧⎪⎪⎪⎨⎪⎪⎪⎩


(i+1)
t , | (t ) − 

(


(i+1)
p

) | >
| (t ) − 

(
best,(i )

) |
best,(i ), | (t ) − 

(


(i+1)
p

) | ≤
| (t ) − 

(
best,(i )

) |
(14)

Initially, best,(0) = t and 
best,(0)
p = t . After the finish

of Equations (13) and (14), it goes to the next iteration. The
iteration process stops if the predetermined maximum number
for iterations (denoted as 𝜏) reaches or there is no global opti-
mum update for best,(i ) in a default number of past iterations.
Therefore, the optimal injected value for the attack optimization
model will be obtained as follows,

Δ a∗
t = best − t (15)

where best is the final updated value for best,(i ). A complete
process for the PSO-based attack optimization solving method
is illustrated in Figure 2.

4 NUMERICAL STUDIES

In this section, the performance of the proposed adversarial
false data injection attack has been tested on DL-based different
hours ahead WSF models.

4.1 Set up

The WSF model selected is a state-of-the-art DL model in
which the hidden part consists of two LSTM layers, one atten-
tion layer, and three fully-connected layers for feature extraction

FIGURE 2 Diagram of the PSO-based attack optimization solving
method.

and nonlinear learning. The LSTM network is efficient in deal-
ing with time series data (the model input containing available
wind speeds at the past 4 h); the attention mechanism is able fur-
ther to extract the most valuable features for deep learning; the
fully-connected layer is used for feature extraction and dimen-
sion conversion [32]. The mean square error loss function and
the adaptive moment estimation solver are adopted during the
model training process. The dataset from Kaggle is employed
for WSF [33]. Specifically, the dataset is split into training and
test sets with the 8:2 ratio. The simulation environments are sim-
ulated by Python 3.7 on a PC with Intel(R) Core(TM) i9-10900
CPU @ 2.80 GHz, 64.0 GB RAM, and a GPU of NVIDIA
GeForce RTX 2060.

4.2 Case studies

As wind resources vary dramatically in seasons, the proposed
attack method is launched to different seasons for assessment.
First, the statistics of performances of different-hour ahead
wind forecasting models in seasons are shown in Table 1, in
which the mean absolute error (MEA) and root mean square
error (RMSE) metrics are used to quantify the performance.
Obviously, all three forecasting scenarios have low errors in
all seasons. The reason is that the WSF model employs the
advanced attention mechanism, wherein the most temporal
correlations can be identified and extracted. The attention
mechanism enables the WSF model to focus on specific parts of
the input data that are more relevant to the output and use them
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YANG ET AL. 1375

TABLE 1 Performance statistics of different-hour ahead wind speed
forecasting models.

Season Error (m/s) 1-h ahead 2-h ahead 3-h ahead

Spring MAE 0.2075 0.2608 0.2638

RMSE 0.3685 0.4085 0.4271

Summer MAE 0.2035 0.2671 0.2676

RMSE 0.3622 0.4325 0.4281

Autumn MAE 0.2010 0.2610 0.2581

RMSE 0.3559 0.4061 0.4119

Winter MAE 0.1980 0.2574 0.2648

RMSE 0.3371 0.3951 0.4115

to make more accurate predictions. Moreover, the model perfor-
mance improves slightly as the prediction time horizon becomes
shorter. It is rational because the weather system is chaotic.
The wind speed is highly sensitive to various meteorological
conditions, and small changes in these conditions can lead to
significant differences in the future. Therefore, the wind speed
variation in the far future would be more uncertain compared
with the near future.

The attack effects are presented in Figures 3–5, wherein ran-
dom two continuous days are selected for visualization. In the
attack optimization problem, the parameter 𝛼 in the objective
function (8) is set as 0.1, and the parameter 𝛽 in the constraint
(9) is set as 0.05. Clearly, from these figures, the normal pre-
diction almost overlaps with its true value. However, when the
proposed adversarial false data injection attack is involved, the
prediction after being injected with false data would deviate
from its true value to a great extent. Furthermore, such predic-
tion deviations are more noticeable at larger wind speeds. The
reason lies in the constraint (9), in which the injected false data
in the model input can reach 5% of the true value. If the ini-
tial input is able to cause a large prediction value in the wind
speed, it means that the latest available wind speed in the model
input would not be small. By injecting false data into these large
input values in a collaborative manner, the compromised input
results in a large change in the prediction. Consequently, the pre-
diction deviation caused by attacking prediction in small wind
speed values is not as significant as that caused by large values.

Interestingly, in a few attack cases, the predictions between
normal and attacked are very close. Since the PSO algorithm
does not resort on the gradient principle for optimization,
sometimes it is sensitive to the initialization of its parameters.
The initial population of particles and their positions can signif-
icantly impact the algorithm’s ability to find an optimal solution.
In the context of adversarial attacks, this means that the PSO
algorithm may not always be able to find the optimal false data
to cause a large attack effect, even if such false data exists. This
is because the algorithm may get stuck in a local minimum or fail
to explore the search space effectively due to poor initialization.

To quantify the attack effects on different hour-ahead WSF
models, statistics of the average prediction deviation (percent-
age change) are provided in Table 2. From these statistics, it
is found that after launching the proposed attack, the average

FIGURE 3 Comparison of normal and attacked scenarios for 1-h ahead
wind speed forecasting in (a) spring, (b) summer, (c) autumn, and (d) winter.

deviation percentages incurred for all models are quite large.
Moreover, there exists a trend that if the average wind speed
across these attack cases is slow, the average deviation percent-
age will be large. The reason is that the slow wind speed means
a small denominator for the deviation percentage. Hence, even
though the deviated wind speed after launching the attack is
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1376 YANG ET AL.

FIGURE 4 Comparison of normal and attacked scenarios for 2-h ahead
wind speed forecasting in (a) spring, (b) summer, (c) autumn, and (d) winter.

larger under the initially fast wind speed (which means a large
denominator), the resulting deviation percentage would not be
such significant compared with the initially slow wind speed.

The average wind speed and the average wind speed devia-
tion incurred by the attack are compared in Table 3. The table
suggests that in the same WSF model scenario, there is a correla-

FIGURE 5 Comparison of normal and attacked scenarios for 3-h ahead
wind speed forecasting in (a) spring, (b) summer, (c) autumn, and (d) winter.

tion between wind speed and wind speed deviation, with slower
wind speeds resulting in smaller deviations and faster wind
speeds leading to larger deviations. This correlation may reflect
the fact that the proposed attack method has a more signifi-
cant impact on periods of high wind resource availability when
wind power can be generated at its maximum potential. Further-
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TABLE 2 Statistics of average percentage prediction deviation in
different-hour ahead wind speed forecasting models.

Model

Average prediction deviation

Spring Summer Autumn Winter

1-h ahead 68.53% 62.61% 98.14% 69.03%

2-h ahead 105.00% 79.84% 121.31% 180.63%

3-h ahead 130.03% 123.64% 139.73% 265.25%

TABLE 3 Statistics of average and deviation of wind speed in
different-hour ahead wind speed forecasting models.

Season Wind speed (m/s) 1-h ahead 2-h ahead 3-h ahead

Spring Average 4.1809 5.1851 5.2460

Deviation 2.2274 3.4218 4.3300

Summer Average 6.5428 4.2042 4.1485

Deviation 3.0229 2.7542 3.6501

Autumn Average 3.3890 2.5935 2.4503

Deviation 1.7249 1.6021 2.4365

Winter Average 2.6851 2.7443 3.8132

Deviation 1.3599 2.0168 3.3807

TABLE 4 Statistics of average attack resource utilization.

Model

Average attack resource utilization

𝜷 = 1% 𝜷 = 5% 𝜷 = 10%

1-h ahead 0.97% 4.33% 7.87%

2-h ahead 0.97% 4.38% 7.62%

3-h ahead 0.98% 4.32% 7.58%

more, the wind power is proportional to the cube of wind speed,
which means that periods of fast wind speeds are more vulner-
able to the proposed attack strategy, as even a small change in
wind speed can significantly impact the amount of power gen-
erated. Overall, these findings suggest that the proposed attack
method could significantly impact the efficiency and reliability
of wind power generation, particularly during periods of high
wind resource availability.

To further investigate the influence of attack resource utiliza-
tion and its subsequent impact, we conducted a comparative
analysis of different values for the parameter 𝛽, including 0.01,
0.05, and 0.10. These values correspond to 1%, 5%, and 10% of
input data deviation ranges, respectively. For each WSF model,
a random selection of 100 samples from the test set is used
for assessment. Their average attack resource utilization and
impact on prediction deviation are showcased in Tables 4 and 5.
Notably, the employed attack resources remain below their max-
imum limits, indicating the practicality of the proposed attack
resource minimization outlined in Equation (8). Specifically, a
smaller 𝛽 value leads to increased attack resource utilization,

TABLE 5 Statistics of attack impact on average prediction deviation.

Model

Average prediction deviation

𝜷 = 1% 𝜷 = 5% 𝜷 = 10%

1-h ahead 12.82% 66.47% 98.49%

2-h ahead 15.90% 75.92% 136.61%

3-h ahead 35.77% 113.67% 188.95%

whereas looser restrictions on attack deviation ranges (i.e. larger
𝛽 values) result in greater savings in attack resource utilization.

The impact of the 𝛽 value on prediction deviation is also
evident in Table 5. A smaller 𝛽 value corresponds to a
reduced prediction deviation. When the adversary possesses
the capability to inject larger falsified data, the proposed attack
demonstrates the potential to induce substantial deviations in
the WSF model. Furthermore, different WSF models exhibit
varying degrees of resilience against the proposed attack. WSF
models with shorter prediction times tend to be slightly less
affected by the attack, indicating a higher resilience, while those
with longer prediction times exhibit the opposite trend. Nev-
ertheless, even under these circumstances, the proposed attack
reveals the inherent vulnerability of WSF models. A mere 1%
restriction on the input data deviation range can lead to predic-
tion deviations exceeding 10%. Notably, for the 3-h ahead WSF
model, the attack can result in prediction deviations surpassing
30%.

To summarize, the proposed attack method is evaluated com-
prehensively and extensively on different WSF models. The
results show that the proposed attack method significantly
impacts the performance of WSF models, especially during
periods of high wind speeds where prediction deviations are
more significant. This vulnerability could be further exploited
by malicious attackers to cause more catastrophic impacts on
the integration of wind energy into smart grids.

5 CONCLUSION

The use of data-driven methods has proven to be effective in
developing accurate short-term water supply forecasting (WSF)
models. However, the current advanced WSF models primarily
rely on deep learning (DL) technology, which makes them vul-
nerable to adversarial attacks due to their black-box nature. In
this paper, we investigate the susceptibility of DL-based short-
term WSF models to adversarial attacks. To do so, we propose
a novel adversarial false data injection attack method that aims
to degrade the forecasting performance of the model. This is
achieved by building an optimization model that suggests opti-
mal false data to be injected into the model input. To effectively
optimize the attack model, we design a particle swarm optimiza-
tion (PSO) based method that can explore the optimal solution,
overcoming the non-differentiable problem in the attack opti-
mization model. We then conduct comprehensive experiments
of the proposed attack method on DL-based 1-h, 2-h, and 3-
h ahead WSF models. The numerical results demonstrate the
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1378 YANG ET AL.

severe attack effects, where a small strength but highly coordi-
nated attack may bring an extremely large degree of prediction
deviation for initially well-performed WSF models. In summary,
this study highlights the vulnerability of DL-based short-term
WSF models to adversarial attacks and proposes a novel attack
method that can effectively degrade the forecasting perfor-
mance of these models. Moreover, it calls for more attention to
study such vulnerability and developresilient countermeasures.
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