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Abstract This paper proposed a new method to design the fixed single-channel equalizer parameters
based on Perceptual Evaluation of Speech Quality (PESQ) and the Short-Time Objective Intelligibil-
ity (STOI). The proposed equalizer does not require the need for noise estimation nor a voice activity
detector. The fixed weightings are obtained by a training process containing a set of training data. A
multi-objective optimization problem was formulated with the PESQ and STOI as the objective measures,
which results in a set of candidate solutions via the Pareto optimality. Experimental results demonstrate
improvements in PESQ and STOI, and the trade-off between these two measures is well-defined in a set
of Pareto optimal solutions to allow flexible adjustment.

Keywords Equalizer - Speech enhancement - STOI - PESQ

1 Introduction

Speech is the primary input for any voice communication system. However, in the real environment,
noise contamination is inevitable, which degrades the voice communication systems’ performance. This
problem gives rise to the popularity of speech enhancement, which aims at improving the quality or the
intelligibility of speech in the wrong environments. Speech enhancement is applied in various applications
such as hearing aids, assistive listening devices, speech recognition systems, and voice communication
systems.

The problem of speech enhancement can be viewed as an adaptive equalization design problem. In
essence, the equalization process involves a known digital filter and desired system modeled by a know
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digital filter. Equalization is an established audio processing technique to compensate for the spectral bal-
ance of an audio signal [23]. The equalization typically consists of a computationally efficient weighting
to emphasize or deemphasize the signal in a frequency band such that the overall quality of the signal is
improved.

The quality improvement here refers to the frequency compensation for frequency balance. A natural
extension to that will be a noise-based equalization system to enhance speech in noisy environments.
Some prior work related to this includes the perceptual headphone equalization for reducing ambient
noise [45]. However, these approaches require a reference microphone and a dynamic equalizer.

The research of audio equalization is abundant, and there are various types of equalizers [11,16,42,
48,13]. The most powerful and flexible one is the parametric equalizer, which allows users to add a
peak or a notch in the audio spectrum at an arbitrary location [11,52]. A peak can help with a better
complex mix, or add coloration to an instrument’s sound, while notches can attenuate unwanted noise
and reducing feedback. According to the order of filters, it can be divided into low-order graphic and
high-order graphic. Another common form of equalizers is graphic equalizer, consisting a set of filters [1,
24,28]. The graphic equalizer is a popular device for sound enhancement and can independently adjust
the gain of multiple frequency regions in the audio signal. Though the low order parametric and graphic
equalizers are well-established with low computational cost and minimal latency, they do have a limited
precision of noise control. However, some extension methods such as high-order parametric equalizers
or convolution-based graphic equalizers can shape the spectral content of a signal, obtaining a higher
precision of noise control, at the expense of higher computational load and latency. There are many other
approaches to equalization, such as the matched equalizer and optimal design techniques [49,30] and
matching analog prototypes [4,37], to name but a few.

Another widely used class of equalizers can be categorized as spectral subtractive methods [18]. It
spectrally subtracts the noise estimate from the noisy spectrum envelope, which could effectively elim-
inate the stationary background noise. This method is a nonlinear and stand-alone noise suppression
algorithms and used to reduce unwanted broadband noise [10,16]. Based on the original method, many
improved algorithms have been proposed, such as spectral over-subtraction [7], non-linear spectral sub-
traction [33] and the iterative method [42]. Non-linear spectral subtraction assumes that noise affects
spectral components unequally and uses the frequency dependent factor subtraction for different types
of noise. In addition, this subtraction process takes into account the frequency dependent signal to noise
ratio (SNR), the idea being to apply a minimal subtraction factor in high SNR regions at frame level,
which makes the process incoherent or nonlinear [33]. Multiband spectral subtraction divides the speech
spectrum into various orverlapping bands and each band applies independent subtraction, which can be
used in both time and frequency domain by using suitable windows [35,31]. The Winer filter produces the
minimum mean square error estimate of the desired signal [6,26]. However, the Wiener short-time spec-
tral amplitude (STSA) estimator is derived from the optimal minimum mean square error (MMSE) signal
spectral estimator, not the optimal spectral amplitude estimators under the assumed statistical model and
criterion. More STSA estimators are proposed over the years, which is based on modeling speech and
noise spectral components as statistically independent Gaussian random variables [18]. However, any
spectral estimator erroneous estimate will result in noise artefacts and this mismatch results in poor per-
formance and a voice activity detector (VAD) is needed to detect speech [2,22,43].

Furthermore, many novel methods are explored based on the classical techniques incorporate with the
machine learning and deep learning technique [27,21, 14]. Two popular applied model are the convolu-
tional neural network (CNN) [32,55] and the long short-term memory of recurrent neural network (RNN)
[53], which comprise of the transformation function to convert the spectral features of the clean signal
and noisy signal. Research shows that CNN works well for extracting the time-frequency features and
has good performance in speech intelligibility test. However, this kind of methods has high requirements
on computational power and the size of training data, which would be hard to applied in some simple
products without a powerful computer hardware.
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Drawing inspiration from equalization, this paper investigates the use of a fixed equalizer for speech
enhancement applications. The proposed fixed equalizer bypasses the need for any noise estimation, VAD
or complex deep learning system. In fact, the equalizer will just have a fixed gain with the aim of improv-
ing the quality and the intelligibility of speech for different types of noise and signal to noise ratios (SNR).
To the best of the authors’ knowledge, there is no investigation thus far on the use of fixed equalizer for
speech enhancement applications.

The equalizer is proposed to optimize the objective measures from a set of training data with differ-
ent noise type and SNRs. Two of the most widely used objective measures in speech enhancement are
Perceptual Evaluation of Speech Quality (PESQ) and the Short-Time Objective Intelligibility (STOI). An
improvement in PESQ gives an overall improvement in speech quality and STOI provides an indication
of how much speech intelligibility is improved [19,29]. We pose these two measures as evaluation criteria
in a multi-objective optimal problem setting. The Pareto optimality is then used to produce a set of candi-
date solutions for the multi-objective problem. Here, the multi-objective function is solved by converting
it into a single objective function via a linear combination. Then the sequential quadratic programming
algorithm is proposed to solve the set of constrained problems. Experimental results with various real-
world noise show that the trained fixed equalizer improve both the PESQ and STOI scores. The results
also extend the trade-off between the STOI and PESQ measures in a form of Pareto optimal solutions,
which enables a flexible trade-off choice between the two measures. However, there is a limitation with
the proposed method as it is based on prior training. The system will not perform to expectation if there
is a big mismatch between the noise encountered and the training. To make the system more robust, dif-
ferent learning algorithms can be applied to modelling errors and uncertainties, such as PD-type iterative
learning control [51], type-2 fuzzy (IT2F) approach [54].

2 Signal Model
Let s(n) be the speech signal and v(n) the noise signal. The noisy signal can be denoted as
x(n) = s(n) +v(n). ey

The purpose of the fixed single channel speech enhancement is to recover the clean signal from the pol-
luted speech signal. It involves estimating the target signal spectrum by multiplying fixed gain multipliers
to each of short-term spectral spectrum. By applying short-time Fourier Transform (STFT), the noisy sig-
nal is transformed from time domain to frequency domain with a set of short time spectral components,
and then a frequency-domain filter could be applied. By applying short-time Fourier Transform (STFT),
the noisy signal is transformed from time domain to frequency domain with a set of short time spectral
components and then a frequency-domain filter could be applied. The STFT is given as

N-—1
Xk = ¥, x(n)h(n— kR)e 5" @
n=0

where h(n) is the window function with a hop size of R and length N and k is time index, which represents
a short-time section of speech signal x(n) at time k and i € [ig,- - - ,iy—1]. Denote the gain multipliers as
w(i). The enhanced coefficient of output signal y(k) in frequency domain could be presented as

Y (i,k) = w(i) - X (i,k) 3)

Then, the enhanced spectrum is converted back to time domain by Inverse Short-time Fourier Transfor-
mation (ISTFT), which is given as

y(n) = ISTFTI[Y (i,k)] 4)
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Clearly, the main task is to find a fixed set of weighting w(i), which will equalize out the noise and
preserve the desired speech. To determine equalizer weighting, we firstintroduce two objective measures.
Then, the equalizer weighting problem can be transformed into an optimization problem by setting the
w = [wo, - ,wn—1] as the decision vector and the measures as the objective functions.

3 Equalizer Design
3.1 Preliminary

Generally speaking, the assessment of speech quality includes subjective and objective evaluation. Sub-
jective evaluation relies on listeners’ subjective listening tests, which could be quite accurate but costly
and time-consuming. Objective evaluation measures the numerical distance between the reference sig-
nal and the processed signals, predicting the speech quality with high correlation [34]. Two of the most
popular objective measures for speech enhancement are PESQ and STOI, which are closely related to
the human auditory perception and widely used in speech enhancement as evaluation criteria. PESQ is
a traditional evaluation, applied cognitive modeling and computing disturbance between the separated
and clean speech. STOI is a latest popular measure, computing the correlation of short-time temporal
envelopes.

3.1.1 Perceptual evaluation of speech quality (PESQ)

PESQ is an automated computation algorithm developed by the International Telecommunication Union
(ITU) for speech quality assessment [5,46]. It results from the integration of the perceptual analysis mea-
surement system (PAMS) and an enhanced version of the Perceptual Speech Quality Measure(PSQM),
PSQM99. The model begins by level, aligning both signals to a standard listening level [46]. It is obtained
by a linear combination of the average symmetric disturbance value D;,; and the average asymmetrical
disturbance value A;,,4

PESQ = ap — a1Dipg — a2Aina 5)

where ag = 4.5, a; = —0.1, a = —0.0309. All the three parameters equation (5) were optimized for
speech proceed through networks. The calculation of disturbance values D;,; and A;,; uses the follows
L, norm formula:

1 N
L,= (ﬁ Z disturbance[m]P)\/?.
m=1

The details can be found in [46]. The PESQ score ranges from -0.5 to 4.5, corresponding to low to high
speech quality.

Studies have proved that the PESQ measure yielded the highest correlation with the overall quality
and signal distortion [46]. Besides, PESQ has also been shown to be consistent in measuring speech
intelligibility [36]. Due to the qualities above, it is considered an effective indicator in processed speech.

3.1.2 A Short-Time Objective Intelligibility measure(STOI)

STOI is an objective machine-driven intelligibility measure based on short time segments, which shows
a high correlation with the intelligibility of noisy and time-frequency weighted noisy speech. STOI is a
function of a time-frequency-dependent intermediate intelligibility measure, which compares the tempo-
ral envelopes of the clean and degraded speech in short-time regions utilizing a correlation coefficient.
The clean and degraded speech denoted by s and y, the Time-Frequency cell amplitudes of the clean
and degraded speech denoted by S;(m) and Y;(m), and the short-time temporal envelope denoted by s;
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and y; ., respectively. The intermediate intelligibility is then defined as the sample correlation coefficient
between the two vectors, denoted as

(sjm - 'us_j,m)Tyj,m

187 = Bs 113 5m = Myl

d j.m = )
where 1. is the mean value of the corresponding vector, and y; ,, is the corresponding modulation vector

of

¥;(m) = min(Y;(m),6.33- ”y’*”’|sj(m)).

The final average of the intermediate intelligibility measure overall bands and frames is calculated as

I j,m

1
d=—Yd; (6)
JM]% o

where M represents the total number of frames and J the number of one-third octave bands. The details
of the calculation of the STOI can be found in [50].

Experiments showed that STOI has a better correlation with speech intelligibility compared to other
reference objective intelligibility models. Due to this, many people evaluate the improvement in speech
intelligibility by comparing the STOI scores [47,17], especially in assessing single-channel algorithms
[38].

3.2 Filter Design and Optimal Method

To design the coefficients of the equalizer, the multipliers w(i) is given as a vector
w = (w(0),w(1),---,w(N—1))" (7

where N is the frame size of STFT. Assume a noise equalizer parameterized by the vector w is employed,
the output signal in the time domain after the equalizer denoted by y(n). Then, the scores of PESQ and
STOI could be calculated according to (5) and (6), defined as P(w) and S(w). The equalizer design
problem can be written as two maximization problems, denoted by

max P(w) (8a)

st 0<w(@i) <1 i=0,--,N—1 (8b)
and

max S(w) %a)

st 0<w()<1 i=0,-- N—1 (9b)

where N is the length of the equalizer.

As each objective measure has its own property in evaluating the speech quality, we attempt to form
a combination of the two objective measures which would adjust the speech quality in different aspects.
Since a single optimal solution will not minimize/maximize all the objective functions. The problem is
formulated as a multi-objective optimal problem which is described as

max f(w) = [f1(W), f2(W)] (10a)
st 0<wi)<1 i=0,- N—1, (10b)



6 He Qi et al.

where fj(w) = P(w) and f>(w) = S(w).

It is not possible to mathematically define a single optimal solution minimizing all objective function
simultaneously, since vector function f(w) induce on the set of feasible solutions a partial order [40]. In
addition, according to the experimental results, the single optimal solution does not exist in this multi-
objective problem. However, if we can have a compromise or trade-off between the two objectives (that is
guaranteeing one objective can not be improved without degrading the other one), then we can find a set
of possible solutions. The solutions for the problem (10) depend on a priori on which objective measure
is chosen for treating the problem. To compare the candidate solutions, we can introduce the concepts of
Pareto dominance and Pareto optimality [12], originally raised by Francis Ysidro, and then developed by
Vilfredo Pareto [15], which allows one preference criterion better off without making use of at least one
individual or preference criterion worse off. To understand the concept of Pareto optimal better, we firstly
introduce the concept of Pareto-dominate.

Definition 1 Suppose w! and w? are two decision vectors. We said w! is Pareto-dominate to the vector
w?, if and only if
vi=1,2, fi(w) < fi(w)

11
and 3j=1,2: fj(w*) < f;(w'). (n

This conception compares the two solution: f(w1) is better than f(w;) for all objectives, and there is at
least one objective function for f(wy) is strictly bigger than f(w,). Then, the Pareto optimal solutions
could be described as follows.

Definition 2 A solution w* is Pareto optimal, if and only if there does not exist another feasible solution
that dominates it. The set of Pareto optimal solutions is called the Pareto set, and the corresponding
objective vectors are known as Pareto front.

It means that w* cannot be larger in one of the objectives without affecting the other objective.

Many methods have been proposed to solve the problem above. One class of techniques is convert-
ing the multi-objective problems into single-objective problem with additional variables, parameters or
additional constraints, also known as scarlarization, after which the problem can be solved by classical
optimization techniques. The main idea of traditional scarlarization techniques is either aggregating the
objective functions or optimizing one and treating the other as constraints. In this problem, as the objec-
tives are not that complex, we consider two traditional methods, which are simple to implement, including
weighted sum method and €—constraint method [39,40]. Weighted sum method involves the aggregating
the objective functions by a convex combination, while €—constraint method considers objectives into
constraints. Both of these two methods can give a single solution according to the preferential informa-
tion about the PESQ and STOI given by decision makers. They can also approach the Pareto front by
essentially repeating the solution process after modifying the additional parameters.

The €—constraint is based on minimization of one preferred or primary objective function, and the
other is turned into constraints bound by some allowable levels €. Then, the a single-objective optimal
problem is formulated for the most relevant objective function subjective to additional constraints. By this
method, Pareto optimal set can be found by appropriately specifying the values of €, and problem (10)
can be presented in

max S(w) (12a)
st 0<w(i)<1 i=0,--,N—1 (12b)
P(w)/5<¢ (12¢)

In problem (12), we consider the value of STOI as the objective function and put the value of PESQ
in the constraint bound by a considerable range €. This problem is repeatedly solved under different value
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of € to get the whole Pareto set. Also, we can change the positions of P(w) and S(w) in (12) according to
decision maker’s preference.

In solving (12), we can convert the constraint into the objective by introducing it as a penalty function.
By choosing a suitable parameter, the feasible set is unchanged. One simple and popular way is to form a
convex combination of the two objectives, also known as weighted sum method. It can be presented as

max F(w) =A*S(w)+ (1 —A)*P(w)/5 (13a)
st 0<w(@) <1 i=0,--,N—1 (13b)

where A is a fixed real number from O to 1. The weighting coefficients means the the relative importance of
the two objective measures, which consists of a trade-off between PESQ and STOI. Users can weight the
objectives according to to the importance, and the preference information can be taken into consideration
by changing the value of A. This weight must be given in advance. After solving the optimal problem, a
single solution, that best satisfies the additional information, is provided.

Above all, the three problems are essentially constrained nonlinear optimization problems, and many
optimal methods can be applied to reality in solving the problems. Sequential quadratic programming
methods is an effective method for solving nonlinear programming methods. Based on the works of Biggs
[8], Han [25] and Powell [44], an SQP method mimics Newton’s method for constraint optimization.
However, the SQP method requires the gradient information. As the computation of the objective function
is complex, the gradient information is supplied analytically calculated gradients [41].

It is an iterative method of starting from some initial point and converging to a constrained local min-
imum. At each iteration, one obtains search directions from a quadratic program (QP) that is a quadratic
model of a certain Lagrangian function subject to the constraints. The Lagrangian function associated
with problem (13) is defined as

Lw,A) 2 F(w)+Mw+A(w—1) (14)

where A = [A; 4] is a vector of nonnegative Lagrange multiplier estimates. Then, the SQP search
direction can be calculated by solving a sub-problem described as

1
max F(w)+g(w)Td + EdTHd (152)
w
st0<w+d<l, (15b)

where g(w) is the function of analytical gradients, and H is a symmetric matrix. In this problem, we use

a Broyden-Fletcher-Goldfarb-Shanno (BFGS) approximation B [20] to represent H. The related works

have been proposed in [9] [20], and research shows that a simple BFGS method is efficient in practice.
The algorithm could be described as follows:

(1) Choose an initial guess w that satisfies the constraints and set k = 0.
(2) Compute F(w).
(3) Compute the optimum update d* by solving QP problem. The subproblem is given as

1

max F(wK) +g(w")Td+ idTBkd (16a)
w

st0<w+d<l. (16b)

4) Set w't! = wk + ad*, with o € (0,1), which is a suitable steplength parameter.
(5) If || W ||2 / || WKt ||la< ¢, stop, where ||wK||2 is the Euclidean norm. Otherwise, set k = k+ 1 and then
goto (2).
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The step length parameter « is required to enforce global convergence of the optimization algorithm,
and it is usually chosen to satisfy a certain Armijo condition [3]. It guarantees a reduced direction at
each step of a procedure. Besides, c is used to estimate whether the current solution is convergence. The
algorithm stops if sufficient descent is not observed after a certain number of iterations. If the tested
stepsize falls below machine precision or the accuracy by which model function values are computed, the
merit function cannot decrease further.

4 Experimental Settings

In the experimental part, we evaluate the fixed equalizer on the speech enhancement task. The single in-
dicator and the multi-indicator algorithm are considered, respectively. For the training set, a clean speech
data set from the TIMIT database were prepared, and the noisy signal is given by adding the noise signal.
For each utterance, we can get a set of parameters by solving an optimal problem. The average parameters
of the training set are considered as the parameter of the equalizer. We firstly analyse the impact of the
training data set size and the frame size of STFT on the equalizer performance. The noise data included
three types of noises (babble, subway, white noise signals), and noisy data was created by adding noises
to the clean data. Four levels of signal to noise ratio (SNR) were made as 0, 5, 10, and 15 dB. To quantify
the performance of the proposed method, a new set of test data which consists of another 100 utterances
were used. Note that all the data utterances were randomly chosen to avoid the problem of data over-
fitting. To better understand the impact of training mismatch, we also investigate the results of situations
where the noise type and SNR levels of the training and test sets were matched and mismatched. This is
to ascertain if the proposed system is only tuned to data set which is trained upon. We also compared our
results with a Wiener filter. The optimal problems in the training procedure were solved in the MATLAB
environment, and nonlinear programming function “fmincon” in the optimization toolbox was used in our
experiments. As the algorithm is not that sensitive to the initial guess, we start form w” = 1. For solving
a particular single optimization problem, it takes approximately 80 minutes using an Intel(R) Core(TM)
17-4790 CPU.

4.1 Results of single-objective optimization algorithm

In this section, we consider single indicator STOI or PESQ, individually, by solving the problem (8)
or (9). For every equalizer, two objective quality measures, PESQ and STOI, were used for evaluating
the performance of equalizers. In addition, a comparasion with a speech enhancement system based on
classical Wiener filter is given.

4.1.1 Training data set size

First of all, we discuss how the quality of the enhanced signals changes as the training data size increases.
To ascertain the impact of training data size on the optimization, we increased the sizes of the training
data set gradually. We choose STOI as the objective function. The noisy signal is given by adding the
noise signal to the clean signal, denoted as

x(n) =s(n) + av(n),

where s(n) is clean signal, v(n) is the noise signal, and « is a scalar value. To evaluate the power of noise
signal, we introduce SNR in decibels(dB), defined as

SNRgs = 10logo(22),
Pn
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where p; is the power of the clean signal, and p, is the power of the noise signal. According to the
definition of SNR, the value of & can then be obtained by

Is(m)113
ISNR - v(m)]3"

where || - ||2 represents the Euclidean norm. In this part, a babble noise with SNR 0dB is added, and the
number of STFT is 1024. The average results with a various number of the training set were shown in
Tab. 1. Sp and Py means the STOI and PESQ value of the noisy signal and S* and P* stand for the STOI
and PESQ value of the enhanced signals, and AP and AS means the average percentage improvement of
PESQ and STOI. The average percentage of improvement is defined as

P*—Py
P
S*—So
So

AP = x 100% (17)

AS =

x 100% (18)

where Py and Sy are the original PESQ and STOI scores and P* and S* are the enhanced scores.

From our table, we can observe that increasing sizes of training data set improved the equalizer’s
performances but with the cost of increasing training time. In addition, there is no significant improvement
based on STOI and even deterioration based on PESQ. Interestingly we observe that as the training set
size increases, the performance plateaus. Thus for the subsequent experiments, we fix the training sample
size to be 50 utterances. In our following experiments, 50 utterances were used in the training data set.

Table 1 Effect of training data set size (STOI)

Training Set Size So S* AS(%) Py P* AP(%)
50 0.69 3.02 1.83 8.17
100 0.69 3.02 1.81 7.12
150 0.69 3.03 1.81 7.20
200 067 0.69 3.04 1.69 1.81 7.36
250 0.69 3.10 1.82 7.62
300 0.69 3.12 1.83 8.12

4.1.2 Effect of Frame Size of STFT

The frame size of STFT is directly related to the number of parameters of the equalizer, which is the
same as the size of FFT that we use to transform the time domain data to the frequency domain. To test
the performance for speech enhancement based on the different frame sizes of STFT, we trained various
equalizers with different frame sizes. In this instant, the babble noise with SNR 0dB is considered.

The performance of equalizers trained by STOI-objective algorithm is measured in Table 2. By com-
paring the fourth and fifth columns of the table, we can observe that increasing the frame size helps
increases STOI, and a window of about 1024 produce the best result. The last two columns show the
PESQ results, and we obtain the optimal results with 256. All the results of our paper show average val-
ues. Table 3 shows the performance of the PESQ-objective algorithm. Comparing the PESQ-objective and
the STOI-objective method, the former had a more powerful capacity to enhance PESQ, but the latter was
superior at improving STOI. Also, we can see that, in both two algorithms, the average value of PESQ
increased, but there was a decrease of STOI in the PESQ-objective method. From the results, it shows
that STOI is a more strict evaluation criterion comparing with PESQ. The STOI scores can help increase
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PESQ scores, but PESQ cannot help improve STOI. Table 4 gives the results of classical Winer filter.
Clearly, STOI-objective algorithm outperforms the Winer filter in both criteria. For the PESQ-objective
algorithm, the average PESQ score of the test set has a quite large increase comparing with the Winer
filter.

Table 2 Effect of frame size (STOI)

NoFET | So | & | 4S(%) | B | P* | AP(%)
64 068 | 1.03 185 | 956
128 0.68 | 143 1.86 | 10.26
256 0.69 | 228 1.89 | 12.06
si2 | %67 | oeo | 256 | MO0 183 | 831
1024 0.69 | 3.02 1.83 | 8.17

2048 069 | 253 176 | 3.95

Table 3 Effect of frame size (PESQ)

NoFET | So | & | 45(%) | B | P° | AP(%)
64 0.65 | -2.88 2.56 | 51.98
128 0.65 | -3.39 252 | 49.48
256 0.65 | -241 248 | 47.24
si2 | %67 | oes | 216 | 10| 243 | 4400

1024 0.66 | -2.05 235 | 39.50
2048 0.67 | -0.08 203 | 2035

Table 4 Effect of frame size (Winer Filter)

NoFET | So | Sw | AS.(%) | Ry | Pv | APu(%)
64 065 | -3.25 1.62 | -4.02
128 066 | -1.38 1.68 | -0.39
256 067 | 0.62 1.71 1.60
siz | %7 Joes | 1as | M 174 | 313

1024 0.64 | -3.98 170 | 0.78
2048 061 | -8.94 158 | -6.37

4.1.3 Effect of training with different SNR

To analyze the effect of the training with different SNR conditions, we add the noise with different signal-
to-noise (SNR) conditions, 0dB, 5dB, 10dB, 15dB, respectively, and trained four equalizers under these
four conditions. To improve the robustness of the trained model, we further merge all the four equalizers
and generate a merging equalizer, and the performance of the merging equalizer was tested with different
SNR levels signals. To see the impact of SNR, we choose the same babble noise and the same number
of FFT, which is 512. By using the objective function as defined in Eq. (8), the optimal STOI and PESQ
scores were searched. Table 5 shows the mean value for test samples corrupted under different SNR
conditions and enhanced by different equalizers. As observed, both PESQ and STOI improve, except for
the 15dB noise processed by 0dB equalizer in STOI measure that acts as a decrease in these results. The
merging equalizer is more robust, which has a positive effect on all SNR levels signals. Table 6 shows the
results by using objective function in Eq. (9). Similarly, in the PESQ-objective method, the performance
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of STOI has decreased, but for PESQ, there is an enormous increase. The performance is greater when
the training sample matches the SNR of the input signals. However, we see that training the filters with
training samples of all SNR levels yields the most consistent performance. The results of Wiener filter
are also given in Table 7 for comparison. It can be seen that there are only slightly improvements.

Table 5 Results Based on Different SNR (STOI)

SNR(Test Sample) | So Py equalizer | S* AS(%) P AP(%)
0dB 0.69 2.56 1.83 8.31

5dB 0.69 2.59 1.83 8.41

0dB 067 169 10dB 0.68 2.12 1.80 6.43
15dB 0.68 1.52 1.76 3.88

merging | 0.69 2.30 1.80 6.56

0dB 0.79 1.44 2.18 5.75

5dB 0.80 2.00 2.17 5.86

>dB 0.78 206 10dB 0.79 1.85 2.15 4.44
15dB 0.79 1.50 2.11 2.65

merging | 0.79 1.90 2.15 4.55

0dB 0.86 0.23 2.51 4.03

5dB 0.87 1.24 2.52 421

10dB 086 241 10dB 0.87 1.40 2.49 3.18
15dB 0.87 1.30 2.46 1.88

merging | 0.87 1.36 2.49 3.27

0dB 0.91 -0.86 2.84 2.90

5dB 0.92 0.34 2.85 3.09

15dB 0.92 276 10dB 0.93 0.74 2.83 2.35
15dB 0.93 0.87 2.80 1.38

merging | 0.93 0.65 2.83 241

Table 6 Quality Improvement Based on Different SNR (PESQ)

SNR(Test Sample) So Iy equalizer S* AS(%) pP* AP(%)
0dB 0.66 -2.16 243 44.09

5dB 0.66 -2.12 242 43.80

0dB 067 169 10dB 0.66 -1.71 240 4224
15dB 0.66 -1.21 2.30 36.54

merging | 0.66 -1.44 2.36 40.22

0dB 0.75 -372 270 0 3177

5dB 0.75 -3.63 2.70 31.62

>dB 0.78 206 10dB 0.75 -3.18 2.68 3042
15dB 0.76 -2.66 259 2622

merging | 0.75 -2.90 2.65 29.02

0dB 0.82 -5.08 3.00 2445

5dB 0.82 -4.92 3.00 2441

10dB 0.86 241 10dB 0.82 -4.43 298 2347
15dB 0.83 -3.91 290  20.10

merging | 0.83 -4.12 2.95 22.41

0dB 0.87 -6.13 3.30 19.64

5dB 0.87 -5.89 3.31 19.75

15dB 0.92 276 10dB 0.87 -5.34 3.29 19.13
15dB 0.88 -4.79 3.21 16.41

merging | 0.88 -4.97 3.26 18.27
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Table 7 Results Based on Different SNR (Wiener filter)

SNR(Test Sample) | Sp Py S* AS(%) P*  AP(%)
0dB 0.67 1.69 | 0.68 1.18 1.74 3.13
5dB 0.78 2.06 | 0.78 0.90 2.08 1.36
10dB 0.86 241 | 0.87 0.41 243 0.56
15dB 092 276 | 0.92 0.15 2.77 0.27

4.1.4 Effect of training with different noise type

To validate the influence of noise type, we trained three equalizers under three different noise types (with
different level of stationarity), including babble (most non-stationary), subway (the semi-stationary), and
white noise (stationary). The generality of these three types of noise would give a good indication as to
how good a system responds in such settings in most real life situations. The samples are corrupted at the
SNR level of 0dB, and the frame size of STFT is 512. We tested the equalizers under match and mismatch
environments, and three other noise signals are adopted in the test sets, including airport, street restaurant
noise. Also, a merging equalizer trained by all these three types of noise is given. Tables 8 and 9 give the
results measured by objective evaluation measures, based on (8) and (9), respectively. For the matched-
noise environments, the training was conducted with the same noise type as the same type of noise, which
contaminates the input speech signal, average PESQ results between PESQ-objective and STOI-objective
methods on the test set improves. In contrast, the STOI based on the STOI-objective method increases
but decreases in the PESQ-objective method. In the mismatch environments, for the optimal values of
STOI based on the STOI-objective method, there is little increase, even decrease. Besides, we found
that babble noise is the most sensitive. In the STOI-objective method, the equalizer trained by babble
noise can only work on the babble, street and airport noise samples (with little improvements), while the
subway and white equalizers can have a positive effect on the other types of noise, significantly the white
noise equalizer increases 1.08%, 1.46% and 1.31% STOI on babble noise, subway noise and restaurant
noise. Comparing with the STOI, the PESQ-objective method is less sensitive to noise type. These four
equalizers can increase the PESQ of the utterances polluted by the six different types of noise. The
merging equalizer outperforms the mismatched equalizer, but has a worse performance than the matched
equalizer. Table 10 shows the results of Wiener filter with all these six types of noises. SOTI-based
algorithm has better results in STOI and PESQ, while the PESQ-based algorithm has much better PESQ
scores. In addition, the results indicate that the type of noise is a more sensitive factor than SNR. From
the experimental results above, we can see that when the equalizers are tested in the mismatched-SNR
and mismatched-noise environments, the optimal values of STOI based on the STOI-objective method
have little increase, even decrease. Although the PESQ-objective method is less sensitive to noise type
and SNR, there is still slight decrease in the mismatched situations. As the proposed method has no
prediction section, when there is a big mismatch between the actual noise and equalizer, the performance
would drop.

4.2 Results of multi-objective optimization algorithm

From the results, we can see that there is a natural trade-off between the STOI and PESQ measures. To
investigate this trade-off further, we consider a linear combination of PESQ and STOI in the objective
function as

max AxS+(1—A)xP/5

where S represents the value of STOI, P means the value of PESQ, and A denotes the trade-off between
the two objective measures. The range of PESQ is from —0.5 to 4.5, while STOI ranges from O to 1.
Thus, we add a normalization parameter as 5. In this part, the database contains 50 sentences as a training
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Table 8 Quality Improvement Based on Different Kinds of Noise (STOI)

Noise(Test Sample) | Sp Py equalizer | S* AS(%)  P*  AP(%)
babble 0.69 2.56 1.83 8.31
babble 0.67 1.69 subway | 0.67 0.31 1.88 11.17
white 0.68 1.08 1.85 9.46
merging | 0.68 1.91 1.85 9.46
babble 0.64 -0.64 1.56 3.09
subway 0.65 1.51 subway 0.67 3.49 1.70 12.68
white 0.66 1.46 1.66 10.44
merging | 0.66 2.25 1.62 7.58
babble 0.65 -0.83 1.46 2.69
white 0.66 142 subway | 0.66 0.27 1.59 12.70
white 0.67 1.91 1.58 11.55
merging | 0.67 1.46 1.53 7.74
babble 0.73 0.62 1.93 11.01
subway | 0.73 0.22 1.96 12.53
street 073 L4 1 “yhite | 074 095 190 9.3
merging | 0.74 1.14 1.92 10.49
babble 0.66 -0.52 1.75 3.32
- merging | 0.68 1.45 1.83 8.35
restaurant 0.67 1.70 white 0.68 131 181 6.89
merging | 0.68 1.56 1.80 6.10
babble 0.72 0.08 1.90 5.50
. subway 0.72 0.01 1.97 9.42
airport 072 1811 “yhite | 072 059 194 745
merging | 0.72 0.87 1.94 7.34
Table 9 Quality Improvements Based on Different Kinds of Noise (PESQ)
Noise(Test Sample) So P equalizer S* AS(%) P* AP(%)
babble 0.66 -2.16 2.43 44.09
babble 0.67  1.69 subway 0.64 -4.58 2.36 40.07
white 0.65 -2.55 2.34 39.11
merging | 0.65 -2.71 2.38 41.04
babble 0.61 -5.52 2.21 47.18
subway 0.65 1.51 subway 0.62 -4.23 2.25 50.10
white 0.61 -5.34 2.16 4438
merging | 0.62 -4.54 2.21 47.23
babble 0.61 -6.94 2.13 51.94
white 0.66 142 subway | 0.61 -7.23 2.10  49.38
white 0.62 -5.00 220 5691
merging | 0.62 -5.68 2.14 52.74
babble 0.71 -3.08 2.51 4481
subway 0.70 -4.12 2.44 40.71
street 073 1741 yhite | 071 255 240 38.60
merging | 0.71 -2.74 2.45 41.40
babble 0.64 -4.36 2.31 36.97
subwa 0.63 -4.84 2.28 34.94
restaurant 067 170 | "URS [ ost a6 225 3%
merging | 0.64 -3.87 2.28 34.99
babble 0.68 -4.60 2.43 35.21
. subwa 0.68 -5.76 2.38 3231
airport 072 181 | T | 060 333 238 3195
merging | 0.69 -4.03 2.40 33.17
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Table 10 Quality Improvement Based on Different Kinds of Noise (Winer filter)

Noise Type | So Py S* AS(%)  P* AP(%)
babble 0.67 1.69 | 0.68 1.18 1.74 3.13

subway 0.65 1.51 | 0.65 0.35 1.52 0.44
white 0.66 142 | 0.66 0.70 1.44 1.47
street 073 174 | 0.73 0.37 1.82 4.68

restaurant 0.67 1.70 | 0.67 0.81 1.72 1.50
airport 072 181 | 0.72 0.07 1.84 2.03

database and 100 sentences as a test database, corrupted by babble noise at global SNR levels of 0dB. We
trained a set of equalizers with a different value of A, and the performances are shown in Table 11 and
Fig.1.

From Fig.1(a), we can observe that when A becomes larger, the score of STOI increases. Conversely,
the smaller A obtained the larger PESQ score. Besides, Fig.2 shows the results of a set of Pareto optimal
solutions. As observed, when the value of STOI increases, the value of PESQ decreases, which is in accord
with Pareto fashion. Comparing with the single objective optimization, the two-objective optimization
allows a trade-off between the two criteria. For a STOI-based pattern, the PESQ has been improved
slightly. However, for a PESQ-based pattern, although the PESQ value increase greatly, the STOI values
decrease. If two criteria are comprised and a suitable A is chosen, we can obtain an equalizer with both
significant PESQ improvement and increasing STOI, such as when A = 0.9. To analyse the differences
in frequency domain between equalizers, we give the spectrograms of one speech from test set as an
example. The spectrograms of the clean signal, noisy signal and denoised signals with different A are
given in Fig. 3. It can be seen that the SOTI-based equalizer (A=1) mainly has a positive effect on the
low frequency part, while the PESQ-based (A=0) equalizer effect more on the high frequency part. The
mixed algorithm also has a trade-off between these two single objective algorithm.

Table 11 Quality Improvements of Different Value of A

Valueof A | So | S | AS(%) | B, | P* | AP(%)
0 0.66 | -2.16 243 | 44.09
0.1 0.66 | -1.38 243 | 44.44
02 0.67 | -0.67 243 | 44.19
03 0.67 | -0.44 241 | 42.87
0.4 067 | 067 | -007 | 1.69 | 244 | 4458
0.5 067 | 0.15 242 | 43.69
0.6 067 | 0.18 241 | 4325
0.7 0.68 | 091 238 | 41.54
0.8 0.68 | 150 233 | 3837
0.9 069 | 225 224 | 32380
1 0.69 | 2.6 183 | 831

5 Conclusion

This paper presents a method to design a fixed single-channel equalizer by optimizing objective measures
STOI and PESQ. The proposed method does not need for any noise estimation or a VAD. The equalizer
consists of only a single fixed gain in each frequency channel. The simplicity of the proposed structure
makes it ideal in many speech applications. The design of the weighting requires a training process, which
is posed as a constrained non-linear optimization problem and solved by using the sequential program-
ming method. Experimental results show that there is natural limit as to how big a training sample is



An optimized fixed equalizer for speech enhancement 15

25
0.69
0.685 24
0.68 23
5 2
b 0.675 g 22
5 B
S oer %2.1
g >
0.665 2
0.66 1.9
0.655 1.8
0 0.2 0.4 0.6 0.8 1 0 0.2 0.4 0.6 0.8 1
Value of A Value of A
(a) STOI Improvements (b) PESQ Improvements
Fig. 1 Quality Improvements
25¢
Q o] I3 o
24} o | ® -
o]
a 23
7]
o o
B 2.2
[
2
[
= 21t
2 .
1.9F
Q

1.8 - - . : - - :
0655 0.66 0665 067 0675 068 0685 0.69
Value of STOI
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needed and there is greater performance achieved for PESQ improvement compared to STOI. The trade-
off between PESQ and STOI is also expressed in a set of Pareto optimal solutions, and the proposed
method allows for flexible adjustment of the weighting depending on the requirements. However, as the
system is based on a training system, any deviation will result in performance degradation. Future work

includes making the system more robust to modelling errors and uncertainties through different learning
algorithms.

Data Availability The datasets generated during and/or analysed during the current study are available
from the corresponding author on reasonable request.
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